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Abstract
Political campaigns make increasing use of001
targeted strategies to influence voters on so-002
cial media. The analysis of coordinated be-003
haviour allows to determine communities of004
users that exhibit the same patterns of be-005
haviours. While such analysis is generally per-006
formed on static networks, recent extensions007
to the temporal dimension allowed to highlight008
users that changed community over time. This009
may open up new possibilities to quantitatively010
study influence in social networks. As a first011
step towards that goal, we set out to analyze012
the messages users are exposed to and compar-013
ing users that changed community with the rest.014
Our findings show 54 statistically significant015
linguistic differences and analyses the effec-016
tiveness of the use of persuasion techniques,017
showing that few of them, i.e. loaded language,018
exaggeration and minimisation, doubt and flag-019
waving seem to be the most effective for the020
dataset we studied, tweets on the UK 2019 elec-021
tions.022

1 Introduction023

The ever-increasing use of social media offers the024

opportunity to share ideas and opinions with an025

ever-wider audience. This is particularly impactful026

in a political context, as it has been shown by the027

fact that social media have basically become essen-028

tial in political campaigns and by the widespread029

use of targeted digital strategies to influence and030

coordinate voters (Ate et al., 2023). Several works031

study this phenomenon from different angles: so-032

cial media’s content has been studied for their033

use of persuasion techniques (Moral et al., 2023;034

Alam et al., 2022) and linguistic tricks (Stepaniuk035

and Jarosz, 2021)); the network of interactions036

of the users (Mastroeni et al., 2023), e.g. based037

on retweets or hashtags, to identify coordination038

among them (Pacheco et al., 2020). The analysis039

of coordination yields clusters of users that allow040

to extrapolate information on them: (Nizzoli et al.,041

2021) show that the main groups identified corre- 042

spond to supporters of political parties and activist 043

groups during the UK 2019 elections. 044

Recently, (Tardelli et al., 2024) extended the 045

static analysis on coordination to the temporal 046

dimension. In their work, they uncover differ- 047

ent classes of user behavior, which they map to 048

archetypes. In particular, one of the archetypes, 049

Archetype 2, corresponds to users that change their 050

original community and stay in the destination com- 051

munity for a relatively long time. This temporal 052

behavior is especially interesting, as “the shifts de- 053

tected via dynamic analyses of coordination could 054

contribute to identifying successful cases of in- 055

fluence over users or communities in a network” 056

(Tardelli et al., 2024), therefore possibly provid- 057

ing an invaluable tool for quantitative studies of 058

persuasion on social networks. 059

As a first step toward this goal, the present study 060

investigates further evidence of the quality of the 061

identified dynamic communities by analyzing and 062

comparing the messages to which users who transi- 063

tioned between communities were exposed, relative 064

to those who remained within the same community. 065

Specifically, we tackle the following research ques- 066

tions: 067

RQ1 Would interaction signals different than 068

retweets and hashtags still yield comparable 069

communities? 070

RQ2 Are there significant linguistic differences be- 071

tween the messages that the users who have 072

changed community (Archetype 2) have been 073

exposed to and other messages shared in the 074

same time period? 075

The contributions of the paper are the following: 076

i) we compare the dynamic communities based on 077

retweets with the study of the like patterns of the 078

users and show the consistency of the two results; 079

ii) we compare the content of the posts that users 080
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who have changed community have been exposed081

to with random sets of posts (still on the election082

topics), showing differences in the use of several083

linguistic features and an increased presence of084

persuasion techniques.085

2 Related works086

Social media networks and user behavior. In the lit-087

erature, we find multiple works addressing different088

types of user behavior and their relation to influ-089

ence, like building a retweet network to analyze the090

influence of opinions on wind energy. (Mastroeni091

et al., 2023) In the context of politics, another form092

of user behavior, coordination, has gained inter-093

est, as it is necessary for large-scale online cam-094

paigns. Nizzoli et al. (Nizzoli et al., 2021) present095

a network-based framework that discovers coordi-096

nation as a substantial similarity between users by097

constructing a user similarity network. However,098

this method aggregates user activities and does not099

consider their variations through time. To close this100

gap, Tardelli et al. (2024) apply a dynamic commu-101

nity detection algorithm to identify groups of users102

with similar behaviors and analyze their changes103

over time. In their analysis they describe two types104

of users, which they refer to as Archetypes. Specifi-105

cally, Archetype 1 or “stationary” users are the ones106

who do not change community in the period under107

consideration; Archetype 2 users are the ones who108

change community and then remain in the destina-109

tion community for a long time.110

Influence and social media content. Da San Mar-111

tino et al. (2019) propose a BERT-based multi-112

granularity model capable of identifying the pres-113

ence and location of 18 persuasion techniques, se-114

lected from those commonly present in political115

propaganda (Nakov et al., 2021b,a). The work116

of Stepaniuk and Jarosz (2021) deals with shorter117

texts, analyzing Facebook posts from Polish travel118

agencies. They investigate the presence of Persua-119

sive Linguistic Tricks, but PLTs are textual cues120

tailored to marketing and are not adaptable to the121

political context. However, a previous work from122

Addawood et al. (2019) identified and measured the123

use of 49 potential context-independent deceptive124

language cues in tweets from fraudulent accounts.125

Their work shows that these types of linguistic126

features can help discriminate troll accounts from127

authentic ones and may also be useful when ad-128

dressing influence.129

3 Dataset 130

As we want to investigate the changes in the com- 131

munities highlighted in the work of Tardelli et al. 132

(2024), we use one of the datasets they collected, 133

i.e. the Twitter 2019 UK Election dataset. The 134

dataset was first presented in Nizzoli et al. (2021). 135

and consists of 12K superspreaders, i.e. the 1% 136

of users with the highest number of retweets, and 137

3M tweets, of which 441K are original content 138

(i.e., not retweets). These are the main commu- 139

nities found in the dataset: LAB1-labourist party, 140

LAB2-labourists with different temporal behav- 141

iors than LAB1, RCH-labourists spreading the 142

manifesto and pushing others to vote, B60-users 143

against the pension age equalization law, TVT-a 144

group composed of multiple political parties mil- 145

itating for a tactical vote in favor of labourists, 146

SNP-users supporting the Scottish National Party, 147

SNPO-opposers to the Scottish National Party, 148

CON-conservative party, ASE-conservative party 149

engaging in attacking the labour party, and BRX- 150

users in favor of Brexit. 151

4 Dataset Extension 152

To identify communities, Tardelli et al. (2024) used 153

the Leiden community detection algorithm that 154

identifies more densely connected groups, as such 155

it cannot be applied to non-superspreader (NonSS) 156

users, of whom only 6% made at least 20 retweets 157

in the entire month of collection (Table 1). 158

#retweets made #users percentage
1 retweet 1’167’798 100%
2 retweets 594’786 51%
3 retweets 414’402 35%
5 retweets 264’359 23%
10 retweets 142’602 12%
20 retweets 74’033 6%

Table 1: Retweets made by non superspreaders.

To assign NonSS users to communities, we ex- 159

ploit stationary superspreaders (Archetype 1), users 160

who never move and are therefore representative 161

of their community. For each time window, we 162

represent each user as the vector of retweets made 163

during this period. We then assign NonSS users 164

to the majority community based on their nearest 165

stationary neighbors, according to the cosine dis- 166

tance. To evaluate the quality of the algorithm, 167

we use two methods: 1) we evaluate the accuracy 168

of the assignment using a subset of superspread- 169
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ers whose community at each time-window is al-170

ready known and 2) we measure intra-community171

and inter-community distances as a way to define172

the severity of assignment errors, leveraging the173

knowledge that there are communities that should174

be more similar (e.g., two left-leaning communi-175

ties) or dissimilar (e.g., a left-leaning community176

and a right-leaning one).177

Table 4 shows the average distance between any178

pair of communities. The distance is computed179

with respect to the retweet vectors, each column180

considering only those tweets retweeted by at least181

half/a third/.../a eighth of the stationary users of182

the community. Distances appeared to be quite183

high and close to one another (see "all tweets" in184

Table 4), making a clear separation difficult. By185

checking the percentage of tweets in common be-186

tween users of each community (Table 2), we no-187

tice that even users belonging to the same commu-188

nity do not to share many retweets.189

avg %common avg % different
intra-community 17.36 82.64

left-left 6.86 93.14
right-right 3.14 96.86
left-right 0.19 99.81

Table 2: Percentage of tweets in common between users
of the same (intra-community), similar (left-left, right-
right) or different community (left-right).

This means that only a subset of retweets are190

useful to associate users to communities which, we191

hypothesize, determine the high average distance192

between users of the same community. Indeed,193

by focusing on subsets of tweets that are liked194

by only a ratio of stationary members (columns195

half/third/.../eighth in Table 4), the distances be-196

come more widespread. In particular, distances197

between communities RCH, LAB1 and LAB2 are198

comparable to inter-community distances.199

Be A an user belonging to community x but as-200

signed to community y, and be dist(comx, comy)201

the distance between communities x and y, we202

classify assignment errors as follows:203
1) slight, errors between very similar communi-204

ties;205

dist(comx, comy) ≤ max(dist(comRCH , comLAB1),

dist(comRCH , comLAB2), dist(comLAB1, comLAB2))
206

2) moderate, errors between similar communi-207
ties;208

max(dist(comRCH , comLAB1), dist(comRCH , comLAB2),

dist(comLAB1, comLAB2)) < dist(comx, comy) < 0.99
209

3) severe, errors between dissimilar communi- 210

ties dist(comx, comy) ≥ 0.99. 211

To measure the accuracy of our algorithm, we 212

use stationary and Archetype 2 superspreaders. 213

Since these classes have very distinct behaviors, 214

they are ideal for evaluation. We assign a commu- 215

nity to each stationary user using the rest of the 216

stationary users, and assign each Archetype 2 user 217

using all stationary. The best tradeoff between ac- 218

curacy and errors is obtained by considering the 219

subset of tweets retweeted by at least 1/8 of the 220

stationary communities’ members and assigning a 221

user to the majority community among the 4 closest 222

stationary users, as can be seen in Table 3. In par- 223

ticular, if we consider slight errors as matches since 224

they occur between communities whose distance is 225

comparable to an intra-cluster one, we reach an ac- 226

curacy of 95.33% for stationary users and 85.21% 227

for Archetype 2 users. 228

By applying the algorithm and definition of 229

Archetype 2 users to all NonSS users who have 230

at least one retweet for each time-window, we ob- 231

tain a total of 8562 Archetype 2 users. We also use 232

the Twitter API to collect the full list of users who 233

liked each original tweet, so we have an additional 234

signal to compare results against. 235

5 Analysis 236

5.1 RQ1: Assesment of dynamic analysis 237

Since the dynamic communities in Tardelli et al. 238

(2024) were based on retweets and hashtags were 239

used to analyse the outcomes, in order to determine 240

the robustness of their findings, we repeat the anal- 241

ysis with respect to user likes. 242

Methodology - First, we show that likes are used 243

differently than retweets. Figure 1 shows a vi- 244

sual comparison of distributions of user likes and 245

retweets. We further conducted a chi-square test, 246

resulting in a p-value of 2.2E − 16 and an effect 247

size using Cohen’s w (Cohen, 1988) of 41.58, indi- 248

cating a statistically significant difference. 249

To assess if the dynamic communities based 250

on retweets are consistent with the analysis of 251

the user likes, we consider the likes given to of- 252

ficial accounts of political parties and their lead- 253

ers. At the time, 8 parties were running for 254

the election1 2: CON-Conservative Party (right- 255

leaning), LAB-Labour Party (center-left), SCO- 256

Scottish National Party (center-left), DEM-Liberal 257

Democrats (center), CYM-Plaid Cymru (left), GRE- 258

Green Party of England and Wales (left), REF- 259

3



all tweets third fourth fifth sixth seventh eighth eighth_maj_2 eighth_maj_3 eighth_maj_4 eighth_maj_5
stationary Match 91.41% 81.26% 86.95% 89.75% 90.99% 91.54% 91.92% 91.92% 92.43% 92.52% 92.37%

vs Mismatch 8.59% 18.74% 13.04% 10.25% 9.01% 8.46% 8.08% 8.08% 7.57% 7.48% 7.63%
stationary slight (%) 3.83% 2.94% 2.83% 2.77% 2.80% 2.82% 2.82% 2.79% 2.82% 2.94%

medium (%) 14.43% 10.10% 7.18% 6.00% 5.47% 5.06% 5.06% 4.60% 4.49% 4.51%
2639 users severe (%) 0.48% 0.26% 0.24% 0.23% 0.19% 0.20% 0.20% 0.18% 0.17% 0.18%

Match + slight 85.09% 89.90% 92.58% 93.76% 94.34% 94.74% 94.74% 95.22% 95.33% 95.31%
Mismatch - slight 14.91% 10.10% 7.42% 6.24% 5.66% 5.26% 5.26% 4.78% 4.67% 4.69%

arch2 Match 52.70% 43.97% 49.80% 51.44% 53.03% 53.11% 54.11% 54.11% 52.36% 53.09% 52.90%
vs Mismatch 47.30% 56.03% 50.20% 48.56% 46.97% 46.89% 45.89% 45.89% 47.64% 46.91% 47.10%

stationary slight (%) 29.14% 28.33% 29.02% 29.41% 30.15% 30.19% 30.19% 32.16% 32.12% 32.51%
medium (%) 25.86% 20.84% 18.58% 16.70% 15.93% 14.91% 14.91% 14.50% 13.87% 13.58%

211 users severe (%) 1.02% 1.02% 0.96% 0.86% 0.81% 0.80% 0.80% 0.98% 0.92% 1%
Match + slight 73.11% 78.14% 80.46% 82.44% 83.26% 84.30% 84.30% 84.52% 85.21% 85.42%

Mismatch- slight 26.89% 21,86% 19.54% 17.56% 16.74% 15.70% 15.70% 15.48% 14.79% 14.58%

Table 3: Accuracy of our algorithm for assigning users to community considering different subset of tweets (third,
fourth, fifth, sixth, seventh, eighth) and number of neighbors(maj_2, maj_3, maj_4, maj_5). Third = subset of tweets
retweeted by at least 1/3 of communities’ stationary members, maj_x = assignment given to majority community
according to x closest stationary members.
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Figure 1: Comparison between users’ likes and retweets.
The values in the distributions were scaled between 0
and 100. Only the significant parts of the long-tailed
distributions are shown.

Reform UK (Brexit) Party (right) and CUK-Change260

UK (center). Change UK was dissolved in De-261

cember 2019, leaving us unable to identify the of-262

ficial account’s ID, and was therefore excluded263

from the analysis. We assign each superspreader264

user to the party with the highest number of liked265

tweets. We conclude by visualizing the percentages266

of user overlap between the algorithm’s communi-267

ties (Algorithm communities) and the communi-268

ties created using likes (Likes communities), as269

shown in Figure 2. We first calculate the overlap270

for each time window, then we aggregate all time271

windows and scale the results. The same analy-272

sis for non-superspreader users, giving the same273

results, is reported in Appendix A.2.274

As a further consistency check we computed275

the political polarization of the communities with276

respect to likes and compare it with Tardelli et al.277

(2024), where it was computed with respect to hash-278

tags. We calculate our polarization score by once279

again considering user likes to parties’ official ac-280
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Figure 2: Overlap in users within communities created
using likes to political parties and communities found
by the algorithm.

counts. Each account is assigned a score s ∈ [0, 1] 281

based on the political orientation declared by the 282

party: 1 for right-wing parties, 0.75 for the center- 283

right, 0.5 for the center, 0.25 for center-left and 0 284

for the left. Finally, the community polarity score is 285

calculated in two steps. We first multiply the num- 286

ber of likes that community members have given 287

to the parties’ official accounts by the respective 288

polarity of those accounts. Then, we add up the 289

values and divide the result by the total number 290

of likes members collectively gave to official ac- 291

counts. We calculate the community polarity score 292

for each time window, we then aggregate all time 293

windows and scale the results so that communities 294

at the extremes of the spectrum are at the extremes 295

of the plot, as done by Tardelli. The results of this 296

process can be seen in Figure 3. 297

Findings - Looking at Figure 2, we can observe 298

some consistencies with the results obtained by 299

Tardelli. There is a high overlap in the communi- 300
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Com 1 Com 2 all tweets half third fourth fifth sixth seventh eighth
RCH RCH 0.827 0.569 0.664 0.713 0.739 0.756 0.765 0.772
RCH TVT 0.973 0.850 0.899 0.923 0.935 0.942 0.946 0.950
RCH CON 0.995 0.991 0.992 0.992 0.993 0.993 0.994 0.994
RCH SNP 0.986 0.926 0.953 0.965 0.970 0.973 0.976 0.977
RCH LAB1 0.905 0.647 0.732 0.789 0.816 0.836 0.845 0.853
RCH LAB2 0.897 0.645 0.757 0.803 0.826 0.841 0.849 0.855
RCH B60 0.957 0.804 0.861 0.896 0.916 0.925 0.930 0.933
RCH BRX 0.999 0.993 0.997 0.998 0.998 0.999 0.999 0.999
RCH ASE 0.999 0.995 0.997 0.998 0.998 0.998 0.998 0.998
RCH SNPO 0.999 0.993 0.996 0.997 0.998 0.998 0.998 0.998
TVT TVT 0.934 0.759 0.837 0.835 0.837 0.845 0.850 0.856
TVT CON 0.999 0.996 0.997 0.997 0.998 0.998 0.998 0.998
TVT SNP 0.976 0.794 0.894 0.908 0.925 0.933 0.939 0.944
TVT LAB1 0.977 0.805 0.888 0.917 0.931 0.940 0.945 0.949
TVT LAB2 0.974 0.837 0.899 0.919 0.932 0.940 0.945 0.948
TVT B60 0.983 0.869 0.923 0.938 0.951 0.957 0.961 0.963
TVT BRX 0.999 0.995 0.998 0.998 0.998 0.998 0.998 0.999
TVT ASE 0.998 0.992 0.996 0.996 0.996 0.996 0.997 0.997
TVT SNPO 0.999 0.996 0.997 0.997 0.997 0.997 0.998 0.998
CON CON 0.778 0.481 0.583 0.628 0.660 0.679 0.691 0.701
CON SNP 0.999 0.998 0.998 0.998 0.999 0.999 0.999 0.999
CON LAB1 0.998 0.994 0.994 0.995 0.995 0.996 0.996 0.996
CON LAB2 0.997 0.994 0.994 0.995 0.996 0.996 0.996 0.996
CON B60 0.999 0.996 0.996 0.997 0.998 0.998 0.998 0.998
CON BRX 0.986 0.959 0.975 0.976 0.977 0.978 0.978 0.979
CON ASE 0.980 0.928 0.961 0.964 0.965 0.967 0.968 0.969
CON SNPO 0.958 0.840 0.894 0.912 0.922 0.928 0.933 0.935
SNP SNP 0.908 0.573 0.697 0.749 0.777 0.796 0.810 0.821
SNP LAB1 0.985 0.885 0.935 0.951 0.959 0.965 0.968 0.970
SNP LAB2 0.983 0.895 0.941 0.954 0.961 0.966 0.969 0.971
SNP B60 0.988 0.895 0.947 0.960 0.969 0.973 0.975 0.977
SNP BRX 0.999 0.995 0.998 0.998 0.998 0.999 0.999 0.999
SNP ASE 0.999 0.993 0.998 0.998 0.998 0.999 0.999 0.999
SNP SNPO 0.999 0.997 0.997 0.998 0.998 0.998 0.998 0.998

LAB1 LAB1 0.875 0.541 0.655 0.708 0.739 0.763 0.776 0.787
LAB1 LAB2 0.917 0.655 0.754 0.805 0.830 0.848 0.858 0.865
LAB1 B60 0.955 0.768 0.841 0.877 0.900 0.911 0.918 0.922
LAB1 BRX 0.999 0.995 0.997 0.998 0.998 0.999 0.999 0.999
LAB1 ASE 0.999 0.996 0.998 0.998 0.998 0.998 0.999 0.999
LAB1 SNPO 0.999 0.994 0.996 0.997 0.998 0.998 0.998 0.998
LAB2 LAB2 0.891 0.655 0.749 0.791 0.811 0.826 0.834 0.840
LAB2 B60 0.965 0.821 0.877 0.908 0.926 0.935 0.940 0.942
LAB2 BRX 0.999 0.992 0.997 0.998 0.999 0.999 0.999 0.999
LAB2 ASE 0.999 0.996 0.998 0.998 0.998 0.999 0.999 0.999
LAB2 SNPO 0.999 0.994 0.996 0.997 0.998 0.998 0.998 0.998
B60 B60 0.918 0.787 0.821 0.841 0.859 0.869 0.877 0.880
B60 BRX 0.999 0.997 0.998 0.999 0.999 0.999 0.999 0.999
B60 ASE 1.000 0.997 0.998 0.999 0.999 0.999 0.999 0.999
B60 SNPO 0.999 0.997 0.997 0.998 0.999 0.999 0.999 0.999
BRX BRX 0.890 0.535 0.639 0.706 0.743 0.768 0.781 0.799
BRX ASE 0.986 0.984 0.984 0.979 0.977 0.977 0.977 0.978
BRX SNPO 0.985 0.962 0.978 0.974 0.973 0.973 0.974 0.975
ASE ASE 0.868 0.648 0.683 0.735 0.759 0.775 0.790 0.799
ASE SNPO 0.985 0.967 0.973 0.973 0.973 0.973 0.974 0.975

SNPO SNPO 0.909 0.779 0.786 0.801 0.817 0.831 0.842 0.849

Table 4: Average distance between communities using different subsets of tweets. Distances are computed as the
average cosine distance among communities’ stationary superspreaders members, represented as the vectors of
retweets made that are present in the subset. Third = subset of tweets retweeted by at least 1/3 of communities’
stationary members. Legend:same community, similar communities, dissimilar communities.
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Figure 3: Comparison of communities’ polarity as in
the original work (using hashtags) and our approach
using likes given to official political party accounts.

ties REF, Reform UK campaigning for Brexit, and301

BRX, which the authors found was composed by302

users in favor of Brexit. Similarly, the conserva-303

tive parties CON and CON and the communities304

in favor of the Scottish National Party SCO and305

SNP share a high percentage of users. We can also306

see a certain degree of overlap in the two labourist307

parties LAB and RCH. In addition to that, the algo-308

rithm community TVT comprises many left-wing309

parties. This aligns with the fact that it is a group310

of multiple political parties militating for a tactical311

vote favoring labourists. There is only a very slight312

overlap between the community LAB and the al-313

gorithm labourist communities LAB1, LAB2 and314

B60. This is probably due to the fact that RCH and315

TVT are bigger in size; they have 80% more users,316

and this causes the values of the rest of the com-317

munities to be darker. A similar argument applies318

to the conservative ASE community, with CON319

having 75% more users. Lastly, there is virtually320

no overlap between right-winged communities and321

left-leaning ones. This in confirmed by Figure 3,322

showing that the polarities are mostly consistent:323

left-leaning communities are still left-leaning com-324

munities, and the same goes for right-leaning ones.325

5.2 RQ2: Comparison between the messages326

Archetype 2 users versus the rest have327

been exposed to328

Methodology - We compare the number of likes329

provided by Archetype 2 users to tweets written330

by members of the original community (og) and331

destination community (dest). We consider the332

time-window prior to the shift (tw_s-1), and the333

time-window after (tw_s+1). We measure the334

changes in likes given before and after the shift335

(likes(tw_s+ 1)− likes(tw_s− 1). The results 336

are reported in Table 5, showing that for up to 65% 337

of users there is a change in behavior after the shift. 338

The results are quite heterogeneous, but when ag- 339

gregated we see that users tend to like the destina- 340

tion community more after the shift (35.89%, com- 341

pared to 24.47% who like it less) and like the origi- 342

nal community less (24.65%, compared to 18.44% 343

who like it more). One reason why no specific 344

trend emerges is that the majority (97.53%) are 345

non-superspreaders, who were less active during 346

the period and produced fewer and noisier data. 347

all Arch. 2 high-conf. Arch. 2
Total (>= 1 like to a community) 5918 2348
likes og and dest do not change 2032 (34.33%) 769 (32.75%)
likes og and dest both change 2236 (37.78%) 995 (42.38%)
* -likes og, + likes dest 1127 546
* +likes og, - likes dest 722 304
* -likes og, - likes dest 166 60
* +likes og, + likes dest 221 85
same likes og, dest changes 1336 (22.58%) 437 (18.61%)
* +likes dest 776 262
* -likes dest 560 175
same likes dest, og changes 314 (5.31%) 147 (6.26%)
* +likes og 148 67
* -likes og 166 80

Table 5: Comparison of differences in community
likes in the tw_s+1 and tw_s-1 time windows given
by Archetype 2 users. We consider all Archetype 2
users and the subset of those who had high confidence
(≥ 50%) in the community assignment before the shift.
Confidence is calculated as the percentage of neighbors
belonging to the assigned community.

To find potential signals that distinguish the con- 348

tent perceived by Archetype 2 users compared to 349

the rest, we define five sets of tweets: A2, the 350

tweets that Archetype 2 users liked in the time win- 351

dow just before the change, and four disjoint ran- 352

dom sets as control groups (Rand1, Rand, Rand3 353

and Rand4) with the same number of tweets in 354

A2 (18’098) and that do not contain any post liked 355

by Archetype 2 users. Following Addawood et al. 356

(2019), we measure the occurrences of linguistic 357

features in our sets of tweets. One of the tools used 358

to compute the features, LIWC (Tausczik and Pen- 359

nebaker, 2010), was updated in 2022. While main- 360

taining the old version of the dictionaries, we also 361

include the updated sense terms (Attention, Motion, 362

Space, Visual, Auditory, Feeling), their aggregated 363

feature Perception, and four new categories: Clout 364

(language of leadership and status), Authentic (per- 365

ceived honesty and genuineness), Analytic (metric 366

of logical and formal thinking) and Tone (degree 367

of emotional tone). Furthermore, we add other 368

textual features and metadata that were not con- 369
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sidered in the original work. As features we add370

extra punctuation classes (all punctuation, periods,371

exclamation points, commas, and a class for other372

punctuation marks) and emojis. As metadata, we373

include the number of likes and replies to a tweet.374

We end up with a total of 79 features. To verify375

the importance of differences among the features376

we perform a chi-square test. Table 6 shows the377

number of significant features for each comparison.378

Rand1 Rand2 Rand3 Rand4
small ES 0 0 0 0

p-value<0.001 medium ES 0 0 0 0
large ES 54 54 54 54

Table 6: Number of statistically different characteristics
between A2 and each of the random groups.

Then, we select all the statistically significant379

features in common between the sets, and we com-380

pare their average, to evaluate how they change.381

We consider as meaningful features for which the382

minimum difference between A2 and the Ran-383

dom sets is much bigger than the maximum differ-384

ence among the Random sets. Forty appear more,385

of which 31 are meaningful: tweet engagement386

(likes, retweets, follows), author outreach (follow-387

ing and listed count), information given and expres-388

sivity (length of tweet, number of words, words389

per sentence, articles, adjectives, verbs, adverbs,390

function words, conjunctions), quotations, com-391

mas, logic (Analytic), emotional language (Tone),392

leadership/status (Clout), genuineness (Authentic),393

group references (we), sense terms (all sense terms,394

see), relativity (space, time, motion) and focus on395

the present. Fifteen appear less, of which 12 are396

meaningful: author productivity (tweet count), gen-397

eral punctuation(all, exclamation point, other less398

common punctuation marks), words with more than399

six letters, hastags, numbers, emojies and exclu-400

sionary markers (negation, exclusion words). Two401

are mixed or very close in values and not meaning-402

ful. Table 8 shows the differences that emerge for403

all 54 statistically significant features we identified404

to set apart content proposed to Archetype 2 users.405

Finally, we investigate the presence and use of406

persuasion techniques using Tanbih API for propa-407

ganda techniques detection 3. The model is trained408

to detect 7 techniques (Loaded Language, Name409

Calling, Doubt, Flag Waving, Exaggeration or min-410

imisation, repetition, Flag Waving and Causal Over-411

simplification) plus 12 additional less common412

3https://apihub.tanbih.org/docs

techniques that are grouped as Other. 413

We conduct a chi-square test to assess whether 414

persuasion techniques are used differently across 415

the tweets in A2 and the four control sets randomly 416

selected: Rand1, Rand, Rand3 and Rand4. The 417

results are reported in Table 7, indicating both sta- 418

tistical and practical significance. 419

Rand1 Rand2 Rand3 Rand4
p-value 1.8E-17 1.0E-11 6.4E-22 3.0E-16

effect-size 0.49 0.35 0.61 0.46

Table 7: Results of chi square test on use of persuasion
techniques between A2 and each of the random groups.

Findings - We find 54 statistically signifi- 420

cant features that set apart content proposed to 421

Archetype 2 users. There are 16 features in com- 422

mon with the 19 most important in predicting 423

disingenuous accounts identified by Addawood, al- 424

though with varying degrees of importance. These 425

are: Hashtags, Number of Retweets for a Tweet, 426

Nouns, Tweet length, Authors tweet count, Au- 427

thor followers count, Words per sentence, Words 428

with more than 6 letters, Self references, Hedges, 429

Author following, Causation, Sense Terms, All 430

punctuation, Function words and Verbs. Further- 431

more, as seen in Table 7, persuasion techniques are 432

present and used differently. In particular, loaded 433

language, exaggeration and minimisation, doubt 434

and flag-waving occur much more in tweets to 435

which Archetype 2 was exposed. 436

6 Conclusion 437

The temporal analysis of coordinated behaviour 438

highlights users that changed community over time. 439

This may open up new possibilities to quantitatively 440

study influence in social networks. By analysing 441

the like patterns of the users we provided further 442

evidence of the communities found with the tempo- 443

ral analysis. In addition, we analysed the messages 444

that users have been exposed to, comparing the 445

ones who changed community with the rest. We 446

found 54 statistically significant different linguistic 447

features, as well as a different use of some persua- 448

sion techniques, namely loaded language, exagger- 449

ation and minimisation, doubt and flag-waving. 450

7 Ethics Policy 451

Although our work is done to study the effect of 452

coordinated behaviour in influencing a user, the 453

features that we found to be more effective could 454

be exploited with intent to harm. However, for 455
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Feature A2 Rand1 Rand2 Rand3 Rand4 min(A2 – Randx) max(|Randx - Randy|) type diff
Tweet_likes 605.729 52.184 78.667 44.707 45.02 527.062 33.96 bigger

Tweet_retweets 207.842 18.45 22.968 16.154 17.057 184.874 6.814 bigger
Tweet_replies 58.291 4.634 4.885 3.955 4.242 53.406 0.93 bigger

Tweet_number_char 202.808 175.024 173.708 173.675 174.714 27.783 1.35 bigger
Author_followers_count 21.196 1.585 1.459 1.238 1.718 19.478 0.48 bigger

Quotations 22.068 2.705 2.097 1.411 2.153 19.363 1.294 bigger
Analytic 65.053 57.522 57.88 57.518 57.87 7.173 0.362 bigger

Information_quantity_number_words 32.88 27.194 27.016 26.972 27.155 5.686 0.222 bigger
Tone 36.039 30.365 30.376 30.388 29.656 5.651 0.733 bigger
Clout 57.53 53.507 53.007 52.942 53.316 4.023 0.566 bigger

Function_words 41.766 38.117 37.981 38.12 38.061 3.646 0.139 bigger
Authentic 29.122 26.18 26.112 26.339 26.58 2.541 0.468 bigger

Words_per_sentence 13.946 12.506 12.454 12.394 12.589 1.357 0.195 bigger
Sense_terms_perception_2022 7.235 6.275 6.217 6.188 6.226 0.96 0.087 bigger

Articles 5.925 4.98 5.05 5.023 5.001 0.874 0.07 bigger
Relativity_space 5.018 4.266 4.253 4.262 4.268 0.75 0.015 bigger
Relativity_time 4.003 3.496 3.53 3.489 3.519 0.472 0.042 bigger

Information_quantity_adjectives 5.571 5.173 5.106 5.155 5.112 0.398 0.067 bigger
Group_reference_we 1.661 1.225 1.281 1.218 1.265 0.38 0.064 bigger

Information_quantity_verbs 5.593 5.262 5.215 5.243 5.286 0.306 0.071 bigger
Present_focus 4.902 4.623 4.525 4.63 4.57 0.272 0.105 bigger

Information_complexity_commas 2.248 1.993 1.96 1.965 1.952 0.255 0.042 bigger
Discouse_markers_conj 3.699 3.445 3.441 3.446 3.435 0.253 0.011 bigger

Information_quantity_adverbs 3.233 3.078 3.034 3.052 3.057 0.156 0.044 bigger
Relativity_motion 1.134 0.99 0.956 0.95 0.997 0.137 0.047 bigger

All_sense_terms_2015 1.69 1.57 1.549 1.541 1.534 0.119 0.037 bigger
Sense_terms_see_2015 0.8 0.72 0.707 0.716 0.721 0.079 0.015 bigger

Author_listed_count 0.06 0.007 0.007 0.006 0.007 0.053 0.001 bigger
Sense_terms_visual_2022 0.69 0.648 0.632 0.628 0.636 0.042 0.019 bigger
Author_following_count 0.194 0.152 0.161 0.144 0.142 0.033 0.019 bigger

Causation 1.2 1.171 1.126 1.132 1.133 0.03 0.045 bigger
Quotations_single_quotes 1.349 1.324 1.266 1.318 1.29 0.024 0.058 bigger

Group_reference_they 0.698 0.653 0.657 0.67 0.682 0.017 0.028 bigger
Sense_terms_hear 0.584 0.579 0.556 0.545 0.518 0.005 0.061 bigger

Information_complexity_periods 6.086 6.083 6.055 5.935 5.893 0.002 0.191 bigger
Modifier_words 0.005 0.004 0.004 0.004 0.004 0.001 0 bigger

Morality_authority_virtue 0.012 0.01 0.01 0.01 0.01 0.001 0.001 bigger
Author_tweet_count 80884.808 93970.931 92497.16 92780.149 93227.451 -13086.123 1473.771 smaller

Information_complexity_all_punctuation 27.498 33.677 33.517 33.588 33.176 -6.178 0.5 smaller
Information_complexity_other_punctuation 14.848 20.525 20.617 20.603 20.356 -5.768 0.261 smaller

Words_>_six_letters 25.069 28.53 28.446 28.65 28.426 -3.58 0.224 smaller
Hashtags 6.278 8.601 8.579 8.609 8.463 -2.331 0.147 smaller

Use_of_numbers 8.717 10.619 10.636 10.68 10.613 -1.963 0.067 smaller
Emoji 2.728 4.649 3.85 4.09 3.975 -1.921 0.799 smaller

Information_complexity_exclamation_marks 0.879 1.414 1.382 1.433 1.391 -0.553 0.051 smaller
Information_quantity_nouns 7.284 7.587 7.508 7.58 7.493 -0.304 0.094 smaller

Information_complexity_question_marks 0.531 0.772 0.731 0.757 0.751 -0.241 0.041 smaller
Discourse_markers_negation 1.407 1.516 1.572 1.577 1.564 -0.17 0.062 smaller

Exclusion_words 1.537 1.594 1.619 1.586 1.605 -0.082 0.033 smaller
Emotions_pos 0.669 0.702 0.685 0.746 0.677 -0.077 0.069 smaller
Emotions_neg 0.499 0.513 0.521 0.539 0.548 -0.049 0.036 smaller

Hedges 0.024 0.025 0.025 0.024 0.025 -0.002 0.001 smaller
Self_reference 1.065 1.069 1.037 1.047 1.06 -0.004 0.032 mixed

Morality_ingroup_virtue 0.007 0.008 0.007 0.007 0.007 -0.001 0.001 mixed

Table 8: Comparison of averages of statistically and practically significant linguistic features and metadata. Included
is the minimum difference among A2 and the Random sets, and the maximum difference among the Random sets.
Colors distinguish between types of differences and meaningful versus not meaningful features.
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example knowing that flag waving seem to be an456

effective persuasion strategy, does not provide mes-457

sages that are effective in every scenario.458

8 Limitations459

Our work reveals some possible linguistic features460

that could be used alongside other NLP techniques461

to improve tools that work on targeted digital strate-462

gies, but we recognize several limitations. Al-463

though we attempted to limit random errors by464

using four control groups, our results may not be465

generalizable or limited to this dataset. Moreover,466

repeating these analyses on other datasets is neces-467

sary to consolidate our findings.468
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A Appendix548

A.1 Checking the possibility of echo chambers549

Our findings would have been very limited if we550

had found ourselves in the case where Archetype551

2 users were the only ones exposed to messages552

from other communities, while the rest of the users553

lived in an echo chamber and were only exposed to554

intra-community messages. To verify that, we look555

at the distribution of likes among stationary com-556

munity members. We have to put this limitation557

because, if we also consider users who shift, since558

time-windows have overlapping days, we would559

not be able to know which community to assign it560

to among those to which they belonged. For each561

user, we check which community the author of the562

liked tweets belongs to. Finally, we aggregate the563

results for each community.564

As we can see in Figure 4, users are not in an565

echo chamber. There are some communities (i.e.,566

RCH, CON, ASE) where a large part of the likes567

are given to members of the same community, but568

in general, tweets from at least one other commu-569

nity are liked.570
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Figure 4: Likes given by stationary members to commu-
nities’ posts.

A.2 Checking the consistency of assignments571

for NonSS572

In our work, we did a series of analyses within Sec-573

tion 5.1 to ground the results obtained by Tardelli574

et al. (2024) using users’ likes. However, when we575

extended the dataset to include non-superspreaders,576

we used a different algorithm; therefore, we should577

check whether the results obtained using NonSS578

remain consistent. We replicate the procedure used579

to create Figure 2 using all NonSS users resulting580

in Figure 5. The distribution among communities is 581

very similar between the two figures, which shows 582

that the results are consistent also for NonSS users. 583
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Figure 5: Overlap in NonSS users within communities
created using likes to political parties and communities
found by the algorithm.
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