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Abstract

A pressing challenge in current dialogue sys-
tems is to successfully converse with users on
topics with information distributed across dif-
ferent modalities. Previous work in multiturn
dialogue systems has primarily focused on ei-
ther text or table information. In more realistic
scenarios, having a joint understanding of both
is critical as knowledge is typically distributed
over both unstructured and structured forms.
We present a new dialogue dataset, HYBRIDI-
ALOGUE, which consists of crowdsourced nat-
ural conversations grounded on both Wikipedia
text and tables. The conversations are created
through the decomposition of complex multi-
hop questions into simple, realistic multiturn
dialogue interactions. We conduct several base-
line experiments, including retrieval, system
state tracking, and dialogue response genera-
tion. Our results show that there is still ample
opportunity for improvement, demonstrating
the importance of building stronger dialogue
systems that can reason over the complex set-
ting of information-seeking dialogue grounded
on tables and text.

1 Introduction

When creating dialogue systems, researchers strive
to enable fluent free-text interactions with users
on a number of topics. In many cases, these sys-
tems can be utilized to navigate users over the vast
amount of online content to answer the user’s ques-
tion. Current systems may search for information
within text passages on sites such as Wikipedia (Di-
nan et al., 2018). However, knowledge comes in
many forms other than text. The ability to under-
stand multiple knowledge forms is critical in de-
veloping more general-purpose and realistic con-
versational models. Tables may be used to convey
a different type of information that cannot be cap-
tured via text, such as structured relational represen-
tations between multiple entities across different
categories (Chen et al., 2019, 2020b; Herzig et al.,

2020). On the other hand, text may provide con-
textual or more fine-grained information regarding
a specific entity. Thus, dialogue systems must be
able to effectively incorporate and reason across
both modalities to yield the best performance in the
real world.

While there are several existing datasets tar-
geted at dialogue systems (Dinan et al., 2018;
Budzianowski et al., 2018; Eric et al., 2017; Zhou
et al., 2018b), these are limited to either table-only
or text-only information-sources. As a result, cur-
rent dialogue systems may fail to respond correctly
in situations that require combined tabular and tex-
tual knowledge.

To advance the current state of dialogue sys-
tems, we create HYBRIDIALOGUE. Our dataset is
an information-seeking dialogue dataset grounded
on structured and unstructured knowledge from
tables and text. HYBRIDIALOGUE, or HYDI, is
constructed by decomposing the complex and artifi-
cial questions in OTT-QA (Chen et al., 2020a) into
a series of simple and more realistic intermediate
questions regarding tables and text. HYBRIDIA-
LOGUE contains conversations written by crowd-
sourced workers in a free-flowing and natural dia-
logue structure that answer these simpler questions
and the complex question as well. We provide an
example dialogue from our dataset in Figure 1. We
also propose several tasks for HYBRIDIALOGUE
that illustrate the usage of an information-seeking
dialogue system trained on the dataset. These tasks
include retrieval, system state tracking, and dia-
logue generation. Together, they demonstrate the
challenges with respect to the dialogue system and
the necessity for a dataset such as HYBRIDIA-
LOGUE to further research in this space.

Our contributions are as follows:

* We create a novel dialogue dataset consist-
ing of 4800+ samples of conversations that
require reasoning over both tables and text.
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Question Answer
N (Yes indeed. These are public
OTT-QA Question: | _ | yitere. Do you knowmucn gvents that commerorete
. o b
What was the year of about state funerals in Canada? Tl aT E GGy e
birth of the prime ~— ———— \Conadens.
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Canadian state T1/| !see, thank you. Do you have a such state funerals, such as
f list of state funerals in Canada? those honoring John A.
fune_ral in 1892 at_ Macdonald and Charles Tupper. Cabinet
Jarvis Street Baptist ~ Minister
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Church ? f
T2 have a Canadian state funeral Yes, Alexander Mackenzie had .
in 18927 This would be at Jarvis such a funeral in 1892. Prime
OTT-QA Answer: Street Baptist Church. - Minister
1822
| understand. Could you please Yes, his exact birthdate was
T3| tell me the year of birth for this January 28, 1822, so his year of Prime
man? birth was 1822. Minister .
Linked Paragraph: Alexander
Mackenzie, PC (January 28, ;
1822 - April 17, 1892) was a ¥ Prime
Scottish-Canadian politician Minister
who served as the...

Intro: State funerals in Canada
are public events held to
commemorate former
governors general...

Table: Canadian state funerals

tate Name
Position

Thomas
D'Arcy
McGee

JohnA.
Macdonald

Alexander
Mackenzie

John
Turner

Date of
Funeral

1868

1891

1892

2020

Place of
Funeral

Ottawa,
Ontario

Ottawa,
Ontario

Toronto,
Ontario

Toronto,
Ontario

Venue

St.
Patrick's
Bascilica

St. Alban’s
Anglican
Church

Jarvis

Street

Baptist
Church

St.
Michael's
Cathedral

Figure 1: Overview of a sample from HYBRIDIALOGUE, where each conversation is created from a decomposed
multihop question-answer pair. TO,...,T3 represent turns in the dialogue and consist of a single question and answer
pair. The solid arrows represent the reference (e.g., row or intro paragraph) utilized to retrieve the correct answer in

each turn. The dashed arrow represents a paragraph linked from a table cell.

* We decompose the overly-complex multihop
questions from an existing dataset into more
realistic intermediate question-answer pairs
and formulate these in the dialogue setting.

* We propose system state tracking, dialogue
generation, and retrieval tasks for our dataset.
Our baseline experiments demonstrate oppor-
tunities to improve current state-of-the-art
models in these various tasks and the over-
all information-seeking dialogue setting.

2 Related Work

Related work in the space of dialogue-based
question-answering can be split into two ar-
eas: question-answering systems and information-
grounded dialogue. We provide a comparison of
the related datasets in Table 1 and analyze these
datasets below.

Question-Answering As question-answering is
one of the long-established NLP tasks, there are
numerous existing datasets related to this task. Re-
cently, other modalities have been incorporated into
question-answering datasets. The Recipe-QA (Yag-
cioglu et al., 2018) dataset is comprised of question-
answer pairs targeted at both image and text. OTT-
QA (Chen et al., 2020a) and Hybrid-QA (Chen
et al., 2020b) both contain complex multihop ques-
tions with answers appearing in both text and tabu-
lar formats. Several datasets are also targeted at the

Dataset | Dialogue | QA | Modality
CoQA 8K 127K Text
Natural Questions 0 323K Text
Hybrid-QA 0 7k Table/Text
OTT-QA 0 45K Table/Text
SQA 6.6K 17.5K | Table
ShARC 948 32K Text
DoQA 24K 109K | Text
RecipeQA 0 36K Image/Text
KVRET 3K 12.7K | Table
MultiwOZ 10.4K 113.6K | Table
Wow 22.3K 202K Text
Topical-Chat 10.8K 235.4K | Text
CMU_DoG 4.2K 130K Text

HYBRIDIALOGUE | 4.8K | 22.5K | Table/Text

Table 1: Comparison of HYBRIDIALOGUE and other
dialogue and question-answering datasets.

open-domain question-answering task such as Triv-
1aQA, HotPotQA, and Natural Questions (Joshi
et al., 2017; Yang et al., 2018; Kwiatkowski et al.,
2019). While single-turn question-answering is
valuable, the dialogue setting is interesting as it
proposes many new challenges, such as requiring
conversational context, reasoning, and coreference
resolution.

Conversational Question-Answering Several
question-answering datasets contain question and
answer pairs within a conversational structure.
CoQA (Reddy et al., 2019) and DoQA (Campos
et al., 2020) both contain dialogues grounded with
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Figure 2: Overview of the dataset collection process,
including the validation steps.

knowledge from Wikipedia pages, FAQ pairs, and
other domains. ShARC (Saeidi et al., 2018) em-
ploys a decomposition strategy where the task is
to ask follow-up questions to understand the user’s
background when answering the original question.
However, ShARC is limited to rule-based reason-
ing and ‘yes’ or ‘no’ answer types. SQA (Iyyer
et al., 2017) provides a tabular-type dataset, con-
sisting of the decomposition of WikiTable ques-
tions. Each decomposed answer is related to a
cell in a particular table. We utilize a similar strat-
egy: we decompose the complex multihop ques-
tions from OTT-QA into a sequence of single-hop
practical questions as described in Section 3. How-
ever, knowledge is limited to either the text or table
within the reference page in the previous datasets.
Thus, multimodality in the dialogue setting is lim-
ited, especially in the space of tables and text.

Compared to the previous datasets, our dataset
poses a more challenging yet realistic setting,
where knowledge over structured tables and un-
structured text is required for providing reasonable
answers to the conversational questions, and un-
derstanding the interaction between different types
is necessary. In addition to cell locations, we also
provide several other selection types including row,
table, and text paragraph selection to provide more
freedom in the way of answering questions. While
the previous datasets contain samples written in a
conversational structure, the answers are not nec-
essarily presented in this way; they will instead
formulate simple answers that do not emulate a hu-
man dialogue. In comparison, our dataset contains
human-written questions and answers that produce
an engaging dialogue.

Dialogue Generation Recent work actively con-
structs information-grounded dialogue datasets.
The information sources are mainly from structured

knowledge (e.g., tables and knowledge graphs)
and unstructured ones (i.e., text). Among the
dialogue datasets that leverage structured knowl-
edge, some (Ghazvininejad et al., 2018; Zhou et al.,
2018a) use conversational data from Twitter or Red-
dit and contain dialogues relying on external knowl-
edge graphs such as Freebase (Bollacker et al.,
2008) or ConceptNet (Speer et al., 2017). On the
other hand, OpenDialKG (Moon et al., 2019) and
DyKGChat (Tuan et al., 2019) collect conversa-
tions that are explicitly related to the paired exter-
nal knowledge graphs.

Other related work revolves around task-oriented
dialogues that are grounded on tables. For ex-
ample, KVRET (Eric et al., 2017) and Multi-
WOZ (Budzianowski et al., 2018; Ramadan et al.,
2018; Eric et al., 2019; Zang et al., 2020) pro-
vide tables that require an assistant to interact with
users and complete a task. Dialogue datasets that
are grounded on unstructured knowledge include
CMU_DoG (Zhou et al., 2018b), which is com-
posed of conversations regarding popular movies
using their Wikipedia articles. On the other hand,
Wizard-of-Wikipedia (WoW) (Dinan et al., 2018)
and Topical-Chat (Gopalakrishnan et al., 2019)
simulate the human-human conversations through
Wizard-Apprentice, in which the apprentice tries
to learn information from the wizard. Our pro-
posed task shares a similar idea with Wizard-of-
Wikipedia and Topical-Chat. However, we focus
more on information-seeking dialogues grounded
on both structured and unstructured knowledge,
which provides abundant and heterogeneous infor-
mation, and requires joint reasoning capabilities
using both modalities.

3 Dataset Creation

3.1 Crowdsourcing Instructions

Instead of requiring users to create entire dialogues
on various topics from scratch, we employed the
usage of OTT-QA question-answer pairs as guid-
ance, thereby increasing efficiency in the dataset
construction. Given a multihop question from
OTT-QA, crowdsourced workers (Turkers) from
Amazon Mechanical Turk! (Crowston, 2012) were
asked to decompose it into a series of simpler inter-
mediate questions and answers to formulate a sim-
ulated conversation between a seeker and a knowl-
edge expert similar to the Wizard of Wikipedia
dataset collection process (Dinan et al., 2018). We

"https://www.mturk.com/



refer to the multihop question from OTT-QA as
the “ultimate question”. Turkers are instructed as
follows: “In this task, you will engage in a dia-
logue with yourself. You will act as two characters:
the seeker and the expert. At the top of the page,
you are given the Ultimate Question. The seeker
wants to know the answer to the ultimate question.
However, directly asking this ultimate question is
too complex. Thus, the seeker needs to decompose
(break down) this complex question into a sequence
of simple questions, which the expert will answer
using a database.”

To emphasize the conversational aspect of the
dataset, Turkers were encouraged to ask questions
that required understanding the conversation his-
tory context, such as through co-referencing. For
example, Turkers used proper nouns with pronouns
and indirect references such that they logically re-
fer to their antecedents. In addition, Turkers were
asked to provide questions that required understand-
ing table logic to make the conversation more inter-
esting and challenging. An example conversation
is demonstrated in Figure 1 and an overview of the
dataset collection process is shown in Figure 2.

3.2 Task Definitions

We obtain the ultimate question U (), a starting ta-
ble ST, and a gold answer to the ultimate question
G A from the OTT-QA dataset. The starting table is
the table that the Turker should use. We present this
information to the Turker. A starting table is associ-
ated with the page S P it came from. For example,
the ST table about herbariums in North America
is located on the S'P page about herbariums.

A conversation is composed of a sequence of
turns. Each conversation consists of a minimum
of 4 turns and a maximum of 6 turns. Each turn
T acts as a piece of the decomposition of the ulti-
mate question. The i-th turn 7; consists of a natural
language question ();, a natural language answer
A;, areference R;, and an available reference pool
set RP;. The Turker provides @);, 4;, and selects
a particular R; from the set RF;. R; can be con-
sidered the evidence required to generate A; given
the question ;. The reference pool R P; contains
different types of references including the (linked)
paragraph, a (whole) table, a single inner table row,
multiple inner table rows, or a single cell. Note
that the whole table refers to the table as a whole —
a whole table reference would be used as opposed
to an inner table row if the question asked about

Dataset Statistics

# Dialogues 4844
# Turns (QA pairs) 21070
Avg Turns per Dialogue 4.34
# Wikipedia Pages 2919
Avg # words per question 10
Avg # words per answer 12.9
# Table selections 4975
# Row selections 6769
# Cell selections 1830
# (Linked) paragraph selections | 3337
# Intro selections 7131
# Unique decompositions 267

Table 2: HYBRIDIALOGUE dataset statistics.

Decomposition Count
I—-T—-R—P 1419
I—-T—-R—=C 733
I—-T—+R—R 290
I—-T—-R—-C—P |218

T—-—R—R—P—P| 136
T—R—P—P 116
T—-R—C—P 116

Table 3: Top 7 most frequent decompositions. A decom-
position is defined to be the sequence of references in a
given conversation. I = Intro, T = Table. R = Row, P =
Linked Paragraph, C = Cell

the summary about the table. In order to enforce
the naturalness and moderate the difficulty of ques-
tions, we restricted RP; based on RP;_1 and R;_1.
In other words, the questions that the Turker could
ask were restricted based upon the selections made
at previous turns.

In the Turker interface, R P, is restricted to the
intro paragraph and any whole table references in
SP. In addition, to help the Turker, we avoid the
selection of any table references that are not ST’ to
guide the Turker correctly.

The interface was built, tested, and refined mul-
tiple times to ensure maximum Turker productivity
and a high-quality dataset. The interface evolved to
a single page solution — all the tables, start page,
and linked pages were fed ahead of time to the
interface. 2

https://confident-jennings-6a2£67.
netlify.app/plaid_interfaces/examples/
la_example_1.html


https://confident-jennings-6a2f67.netlify.app/plaid_interfaces/examples/1a_example_1.html
https://confident-jennings-6a2f67.netlify.app/plaid_interfaces/examples/1a_example_1.html
https://confident-jennings-6a2f67.netlify.app/plaid_interfaces/examples/1a_example_1.html
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Correct Reference Correct State

Question Answer
'a Y 'a Y N N T
To | Hello o you know who Gaudenis I do, he is a professional Magic: The Gaudenis \/|dug|r_|s‘ isa ) Intro Paragraph of Page on Gaudenis
Vidugiris is? Gathering player. professional Magic: The Gathering Vidugiris
) U player
That's cool, do you have a list of I do indeed. He ranked highly in a
T1 | Gaudenis Vidugiris's great number of MTG seasons as far Achievements Table Table 1
Accomplishments? \_back as 2008.
Y ' N\
| see! Did he ever compete in the He did indeed; looks like he competed -
T2 i Vi p il id i 8 i Jo] 2008 and 2012-13 2008 and 2012-13

Grand Prix event type? in MTG Grand Prix events two times.

\

Rows 1, 4 of Table 1

q Oh, great, did the number of Grand (Yes, for the 2012-13 season, there

The season consisted of 44 Grand Linked Paragraph in Cell 1, Row 4 of

T3 | Prix increase during any of these were a total of 44 Grand Prix, much Prix Table 1
Years? \_more than in previous years.
(
Wow, that's exciting! What was the f o A .
£ This was played in a "Limited" format.
T4 format for this Grand Prix? play Limited Cell 3 in Row 4 of Table 1
&
R\/ o

Figure 3: Overview of the state-tracking experiment. For each question in a conversation turn, there is a correct
reference and corresponding state (e.g., row, linked paragraph) to select when answering the question.

3.3 Validation

When validating the Mechanical Turk samples, we
underwent various filtering and verification steps.
Rejections were made due to the Turker not fol-
lowing the instructions at all or having poor-quality
conversations. Turkers were paid an average of $1.1
per conversation. Completing a conversation took
the worker an average of 5 minutes, which trans-
lates to an average of $13.2 per hour. In some cases,
we gave bonuses to Turkers who consistently sub-
mitted high-quality results. After final verification
of the accepted HITs, we obtained a final dataset
consisting of 4,844 conversations. The statistics of
the dataset are shown in Table 2. From these con-
versations, we counted the number and frequency
of unique decompositions, which is the selected
reference sequence in a conversation. The most
frequent decompositions are shown in Table 3.

We conducted additional filtering to further en-
hance the dataset quality. Utilizing gold answers
obtained from the source OTT-QA dataset, we
checked if the final answer appeared as a sub-
string in Turker’s conversation. If it did, we auto-
approved the conversation. For the remaining ques-
tions, we manually reviewed them. We approved
conversations that had the correct answer but in a
different format (e.g., September 1, 2021, instead
of 9/1/21). In some cases, Turkers provided their
own decomposition or their own ultimate question
and decomposition, so they did not obtain the fi-
nal answer provided by OTT-QA. In these cases,
if the conversation had high-quality and accuracy,
we accepted it. We additionally removed any con-
versations that had a single type of reference used

throughout the entire conversation (e.g., all intros).

4 Tasks and Baseline Models

We outline three different tasks in the following
sections: retrieval, system state tracking, and dia-
logue generation. Together, these tasks formulate a
pipeline dialogue system grounded on both struc-
tured and unstructured knowledge from tables and
text. The first step of the system is to retrieve the
correct Wikipedia reference given the first ques-
tion in the dialogue. As the conversation continues,
the system must be able to track the state of the
conversation in order to obtain the correct infor-
mation from the Wikipedia reference for the user.
Finally, the system will need to generate a natural
conversational response to communicate with the
user at each turn. Thus, following each of these
tasks in order simulates the pipeline system with
our dataset. We describe each of these tasks and
their respective models in detail below.

4.1 Retrieval

The retrieval experiment is run for each 7 of each
conversation. Given the first question of the con-
versation (Qg, the model must predict the correct
reference R from the set containing all intro para-
graph and table reference candidates in the dataset.
For our baseline, we run the Okapi BM25 retriever
(Brown, 2020) on the training set and candidates.
BM25 is a standard document retrieval model that
uses keyword-matching techniques to rank relevant
documents.



[TABLE] Achievements Table: Achievements

Season Event Type | Format | Rank
[ROW] Season is
2008, Event Type is i
Grand Prix, Formatis | 2008 Grand Prix Sealed 2
Sealed, Rank is 2

2011 Pro Tour Block 6

[CELL] Season is 2011 '

[PARAGRAPH] The :

2011 Pro Tour Linked Paragraph: The 2011 Pro Tour
season was the season was the sixteenth season of the
sixteenth season... Magic: The Gathering Pro Tour...

Figure 4: Table, row, cell, and paragraph flattening for
input to the SentenceBERT and DialoGPT models.

4.2 System State Tracking

Previous work in dialogue systems focuses on the
task of belief state tracking, which aims to deter-
mine the user’s goal or the current state of the con-
versation at each turn in the dialogue (Mrksic et al.,
2017; Ren et al., 2018). Inspired by work in be-
lief state tracking, we propose the task of system
state tracking in an information-seeking dialogue
system. The task is framed similarly to belief state
tracking, where a model attempts to classify the
current state in the conversation at each turn. How-
ever, the “state” in our proposed task is modeled as
a reference location from the current reference pool.
As such, the task is formulated as using the infor-
mation from the existing conversation and current
question to determine the state of the conversation
and choose which reference to utilize to create an
answer. The reference types considered in this ex-
periment are single cell, linked paragraph, inner
table row, and multiple inner table rows. The im-
plementation of system state tracking increases the
interpretability and explainability of the system by
determining the understanding of the user’s ques-
tion and discovering the point in the conversation
in which the model is incorrectly interpreting the
user’s question. This, in turn, can help us under-
stand the types of errors the model is prone to and
allow us to work towards increasing the robustness
of the model regarding these errors.

The system state tracking process is visualized in
Figure 3. We perform system state tracking for all
turns in each dialogue except the first turn. Given
the history of the conversation H;, we predict the
correct reference ;. H; consists of turns 17...7T; 1,
the current query ();, and the candidate references
RP;. Thus, the goal is to determine the correct ref-
erence I?; at the specific turn in the dialogue, given
the dialogue history. We utilize SentenceBERT

1 2 3 4

Season

| see! Did he ever Event Type | Format | Rank
compete in the Grand

T2 Prix event type?

i 5 The 2008 Pro Tour Grand Prix Sealed 2
gzll:l)t)lple L D) season was the thirteenth (GPs) are
g season of the Magic: The | professional
Gathering Pro Tour... Magic: The
0 Gathering...
Oh, great, did the
number of Grand Prix The 2011 Pro Tour The Pro Block 6

increase during any of season was the sixteenth | Tour (often

T3| 4, » season of the Magic: The | abbreviated
ese years? -
B . Gathering Pro Tour... as PT) is the
{Linked Paragraph: second-high
\4 1} J est form
Wow, that's exciting!
What was the format e 2012-2013 Pro Tou Grand Prix il
T4 for this Grand Prix? season was the (GPs) are
Single Cell: (4.3 4 eighteenth season... professional
g Gl E) season consisted of 44 Magic: The
ﬁ/_/ Grand Prix and three Pro /  Gathering...
Tours...

Figure 5: System state tracking with the TaPas model.
Single rows and multiple rows are mapped to single cells
and linked paragraphs are mapped to their respective
cells in the original table in order to adapt to TaPas.

(Reimers and Gurevych, 2019a) and TaPas (Herzig
et al., 2020) as baselines for the experiment.

SentenceBERT We utilize the sentence trans-
former 3 and the triplet-loss configuration as de-
scribed in equation 1. We minimize the difference
between the correct candidate R; and context H;
while maximizing the difference between every in-
correct candidate W and H;. We create samples
for each W € RP; where W # R;. (RP; is the
reference pool). k is some fixed margin.

loss = max(||H; — R;||— || H; — W||+k,0) (1)

To allow SentenceBERT to process the data, we
flatten the references and prepend a special token
to provide information about the type of candidate
itis. This process is visualized in Figure 4.

TaPas We additionally utilize the TaPas model
for system state tracking. TaPas is a BERT-based
question-answering model for tabular data. We use
the TaPas model that has been fine-tuned on the
SQA dataset, which enables sequential question-
answering in a conversational nature. As the model
performs only cell selection, we adapt TaPas to-
wards this setting. We do not need to pre-process
the data differently for cell selection as TaPas al-
ready performs the cell selection task. We place
linked paragraphs in their respective cells within a
table to accommodate cell selection in this setting.
For row and multi-row selection, we pre-process
the data by choosing one cell from the row as the

3We utilized paraphrase-distilroberta-base-v1 weights pro-
vided by the SBERT library (Reimers and Gurevych, 2019b).



Model | MRR@10 | MAP Method | SacreBLEU | BERTscore
SentenceBERT 0.626 0.625 DialoGPT-noR 14.72 0.8875
TaPas (Pre-processed) 0.455 0.427 DialoGPT 21.63 0.8901
TaPas (All) 0.689 0.634

Table 4: The results of the system state tracking experi-
ments with the SentenceBERT and TaPas models.

Reference ‘ MRR@10 ‘ MAP ‘ Count

Cell 0.384 0.395 108
Paragraph 0.599 0.606 124
Row 0.782 0.786 | 338
Multi-row 0.881 0.292 66

Table 5: System state tracking results split by reference
type for the TaPas All model.

correct answer. This is done by finding the cell
with the highest text similarity to the ground truth
answer at that turn. Therefore, each row will have a
single cell associated with it during fine-tuning. We
visualize the state tracking experiment with TaPas
in Figure 5. For our experiments, we fine-tuned the
TaPas model with our pre-processed training set.

4.3 Dialogue Generation

We conduct experiments on dialogue response gen-
eration to look into the dataset’s expressivity for
real-world dialogue scenarios. We fine-tuned a pre-
trained DialoGPT model (Zhang et al., 2020) by
minimizing the negative log-likelihood with two
input settings. Q;, A;, and R; are defined as the
question, answer, and reference at the i-th turn, re-
spectively. First, we only take the dialogue history
as the input without knowledge content and pre-
dict the following natural language response. The
format is described as:

{Q1,A1,...,Qi, A, Qiv1} = Aipr Q)

The model trained with this setting is called
DialoGPT-noR. Second, we flatten the references
and concatenate the dialogue history as the in-
put and predict the following natural language re-
sponse. The references are flattened in the process
seen in Figure 4. The format is:

{R1,Q1, A1, oy Ry, Qiy Ay Rige1, Qi1 } = Aia

3)
The two settings enable us to validate whether the
dataset provides valuable information for response

Table 6: The results of dialogue generation experiments
on HYBRIDIALOGUE dataset.

construction and how much information the refer-
ences provide.

S Experiments

5.1 Retrieval

As retrieval is the first step in the information-
seeking dialogue pipeline, we need to ensure that
information from the correct Wikipedia page is
retrieved to determine whether the first question
and any following questions will be answerable.
We evaluate our retrieval model with MRR@1
(Mean Reciprocal Rank @1). Our results show
that the model achieves an MRR @1 score of 0.37
(1619/4359) for retrieving the correct candidate.

5.2 System State Tracking

Evaluation To evaluate the SentenceBERT and
TaPas predictions, we calculate MRR @10 (Mean
Reciprocal Rank @10) and MAP (Mean Average
Precision). Each model produces scores for the
candidate references for a question. These scores
are sorted into a ranked list, and the correct refer-
ences are identified in this list. We then calculate
MRR and MAP values with respect to the ranking
of the correct reference in the ranked list.

We evaluate the TaPas model in two settings.
In the first (Pre-processed), we only consider pre-
processed ground truth selected cells as correct for
row and multi-row states. In the second setting
(All), we consider the highest-ranking cell from the
ground truth row correct during test time. While
both settings consider only a single cell within a
row as correct for row and multi-row states, the first
is limited to the pre-processed cell, while the sec-
ond simulates a more realistic setting by allowing
any cell within the row to be correct.

Results The results of our experiments with
TaPas and SentenceBERT are shown in Table 4.
Our results show that the first and more limited
setting of TaPas (Pre-processed) drastically under-
performs compared to SentenceBERT. Meanwhile,
the second setting (All) is more comparable to Sen-
tenceBERT. This can be due to the fact that during



Error Type | Input | Output

Incoherent [TABLE] Best-selling physical singles — 7-7.9 mil- | Dialog GPT:Alanis Nadine Morissette is
lion copies ; [QUERY] Can you give me a list ... | aCanadian-American singer, songwriter,
[PARAGRAPH] .... Known for her emotive mezzo- | and actress.
soprano voice, Morissette began her career in Canada | GT: Alanis Morissette has a vocal range
...; [QUERY] What is the vocal range of this singer? of mezzo-soprano.

Non-fluent [ROW] Year is 1985 ; Song is La det swinge ; Artistis | DialoGPT: Yes, they performed to win
Bobbysocks ; Position is 1st ; Points is 123... [QUERY] | the song La det swinge.
Do you know what song they performed to win? GT: Yeah, they did La det swinge.

Unfaithful [PARAGRAPH] Immigration to Spain Immigration to | DialoGPT: The immigrant population

Spain increased significantly in the beginning of the 21st
century. In 1998, immigrants accounted for 1.6% of the
population, and by 2009, that number had jumped to
above 12% - one of the highest in Europe at the time.
... This trend is far from being reversed at the present
moment and, in 2005 alone, the immigrant population of
Spain increased by 700,000 people.; [QUERY] when did
the immigrant population of spain increase by 700,000
people?

increased by 700,000 in 1998.
GT: the immigrant population increased
by that number in 2005

Table 7: The error types observed in dialogue generation on HYBRIDIALOGUE. (GT: ground-truth)

row selection, more information is needed to an-
swer the question than simply one cell in the row.
The flexibility of the All setting eliminates this
issue and still allows a single cell to be correct.

We further analyze the results of TaPas in the
All setting by breaking down the MRR and MAP
scores based on the four reference types: cell,
linked paragraph, row, and multi-row. These re-
sults are shown in Table 5, along with the number
of samples for each reference type in the test set.
We find that TaPas achieves the best overall results
for row states, which also comprise the largest frac-
tion of samples. Meanwhile, multi-row achieves a
high MRR score but a low MAP score, indicating
that TaPas ranks some of the correct row candi-
dates very low. Cell and linked paragraph states are
limited to a single cell within the table, but linked
paragraph samples achieve noticeably better results.
This is likely because the paragraph text will con-
tain more information than a cell’s text, making it
easier to determine the correct reference.

5.3 Dialogue Generation

We adopted SacreBLEU (Post, 2018) and
BERTSscore (Zhang et al., 2019) as the automatic
evaluation metrics. As shown in Table 6, concate-
nating references can consistently improve both
metrics. This shows that the collected references
are necessary for generating dialogue. It can be
seen that differences are more noticeable for Sacre-
BLEU as opposed to BERTscore. This is due to
the naturally similar outputs of BERTscore, where
the ranking of the scores is a more reliable view of

the metric.

We conduct further error analysis and find three
main types of errors as listed in Table 7: incoherent,
non-fluent, and unfaithful. As shown in Table 7,
the generated response “Alanis Nadine Morissette
is a Canadian-American singer, songwriter, and ac-
tress.” is not an appropriate response to “What is
the vocal range of this singer?”. In this case, the
generated response is incoherent based on the dia-
logue. Sometimes the response has the correct in-
formation, but it is not a fluent sentence. One exam-
ple is the generated statement “Yes, they performed
to win the song La det swinge”. The final primary
error type is that the generated response may be un-
faithful to the perceived knowledge. For example,
given a paragraph mentioning several years and
events in history, the generated response mentions
“1998”, while the answer should be “2005”.

6 Conclusion

In this paper, we presented a novel dataset, HY-
BRIDIALOGUE, for information-seeking dialogue
where knowledge is grounded in both tables and
text. While previous work has combined table and
text modality in the question-answering space, this
has not been utilized in the dialogue setting. Our
results in the various tasks demonstrate that there
is still significant room for improvement and illus-
trate the need to build models that can adapt well to
this hybrid format. In addition to the baseline tasks,
future research can utilize HYBRIDIALOGUE to ex-
plore automatic multihop question decomposition.



Ethical Considerations

We will be providing open access to our dataset for
use in future research. This includes the samples
of dialogues written by Mechanical Turk workers,
the references that each dialogue turn is associated
with, and the Wikipedia pages in which the refer-
ences are located. The dataset will be open-sourced
under the MIT License.

For the dataset collection task, we required Turk-
ers to have a HIT Approval Rate of greater than
96% and be located in AU, CA, IE, NZ, GB, or
the US. We also required workers to have had 500
HITs approved previously. Workers were shown an
interface containing text input fields and navigation
tools. Turkers were also given an instruction page
containing a video demo and a completed example.
The time to complete the task is around 5 minutes,
and Turkers were paid $1.1 per conversation, which
translates to an hourly wage of $13.2 per hour.
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