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Abstract

Large Foundational Language Models are ca-001
pable of performing many tasks at a high level002
but are difficult to deploy in many applications003
because of their size and proprietary ownership.004
Many will be motivated to distill specific ca-005
pabilities of foundational models into smaller006
models that can be owned and controlled. In the007
development of a therapeutic chatbot, we wish008
to distill a capability known as reflective listen-009
ing, in which a therapist produces reflections of010
client speech. These reflections either restate011
what a client has said, or connect what was said012
to a relevant observation, idea or guess that en-013
courages and guides the client to continue con-014
templation. In this paper, we present a method015
for distilling the generation of reflections from016
a Foundational Language Model (GPT-4) into017
smaller models. We first show that GPT-4, us-018
ing zero-shot prompting, can generate reflec-019
tions at near 100% success rate, superior to020
all previous methods. Using reflections gen-021
erated by GPT-4, we fine-tune different sizes022
of the GPT-2 family. The GPT-2-small model023
achieves 83% success on a hold-out test set and024
the GPT-2 XL achieves 90% success. We also025
show that GPT-4 can help in the labor-intensive026
task of evaluating the quality of the distilled027
models, using it as a zero-shot classifier. Using028
triple-human review as a guide, the classifier029
achieves a Cohen-Kappa of 0.66, a substantial030
inter-rater reliability figure.031

1 Introduction032

Motivational Interviewing (MI) is a counselling033

technique that is used to guide people towards034

behaviour change (Miller and Rollnick, 2012).035

MI has seen success in smoking cessation (Lind-036

son et al., 2019) and alcohol consumption reduc-037

tion (Nyamathi et al., 2010), among other be-038

haviours. Our long-term goal is to automate MI-039

based therapeutic conversations in smoking cessa-040

tion.041

A key technique in MI (and many other talk042

Conversation
MI Clinician: What are some things you don’t
like about your smoking addiction?
Client: I don’t like making other people un-
comfortable with my smoking.

MI Clinician (Simple Reflection): You don’t
enjoy making people feel uncomfortable with
your smoking.
MI Clinician (Complex Reflection): You
might be feeling self-conscious about your
smoking.

Table 1: Example of Simple vs Complex Reflection

therapies) is reflective listening, a conversational 043

approach in which a clinician which mirrors the 044

client’s thoughts and emotions, enabling them 045

to recognize their own beliefs and contradic- 046

tions (Miller and Rollnick, 2012). The core skill 047

of reflective listening is to respond to client utter- 048

ances with a reflection. Reflections are divided 049

into two major types: simple reflections which 050

rephrase what a client has said, and complex re- 051

flections which attempt to infer something based 052

on a recent utterance, or to guess something based 053

on general knowledge (Miller and Rollnick, 2012). 054

Both types of reflections are illustrated in the con- 055

versation snippet in Table 1. 056

There has been recent work to automate the gen- 057

eration and classification of MI reflections using 058

GPT-2 (Radford et al., 2019) and GPT-3 (Brown 059

et al., 2020). (Ahmed et al., 2022) showed that a 060

few-shot prompted GPT-3 generates MI reflections 061

scoring over 89% accuracy from human annotation 062

and (Shen et al., 2020) demonstrated a fine-tuned 063

GPT-2 generates reflections which are scored by 064

human reviewers as nearly identical to clinician 065

curated reflections. Furthermore, (Ahmed, 2022) 066

showed that a fine-tuned BERT (Devlin et al., 2019) 067

can classify reflections as acceptable at 80% accu- 068
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Figure 1: Knowledge Distillation Overview

racy. In this work we explore the use of zero-shot069

prompting of GPT-4 (OpenAI, 2023) to both gen-070

erate and classify MI reflections. We use the high-071

quality reflections from the generator to fine-tune072

a smaller, proprietary models. The latter provides073

greater privacy for sensitive health communications074

since the information pathways can be fully con-075

trolled when a model is owned.076

In collaboration with MI-experts, we designed077

prompts to generate both simple and complex re-078

flections and classify them with GPT-4. We present079

a method to distill the reflection generation capabil-080

ity from GPT-4. A dataset was created consisting081

of questions (that were presented to clients), their082

answers and generated GPT-4 reflections. These083

are used to fine-tune smaller language models, and084

we sought to determine the the trade-off between085

size of the smaller model and its performance.086

In the larger context of a smoking-cessation chat-087

bot that would use the generated reflections, there088

are situations when a simple reflection is called for,089

and other times when complex reflection is appro-090

priate (Miller and Rollnick, 2012). For this reason091

we will distill two models, one for each type of092

reflection.093

Figure 1 illustrates the overall approach used094

in this work. The fine-tuning datasets are created095

based on portions of transcripts from a previous096

chatbot created by the authors (which will be cited097

upon acceptance of the work) and simple or com-098

plex reflections generated by GPT-4. Next, as a099

form of knowledge distillation, we fine-tune the100

GPT-2 (Radford et al., 2019) family of models on101

the simple reflection or complex reflection dataset.102

To evaluate the student models we employ both103

human reviewers and use the GPT-4 model itself as104

a zero-shot classifier. That classification is done in 105

two stages, the first to check for adherency to the 106

principles of MI (Miller and Rollnick, 2012), and 107

then to classify acceptable MI-adherent reflections 108

as simple or complex. The idea of using a large 109

foundational model as an zero-shot evaluator has 110

just begun to appear in the literature (Kamalloo 111

et al., 2023; Chiang and Lee, 2023) and is not yet 112

well studied. If it can be shown to be successful, 113

it will reduce the costly human effort in determin- 114

ing the effectiveness of distilled and other models. 115

Previous works in MI reflection generation such 116

as (Shen et al., 2020) and (Ahmed, 2022) have used 117

human curated datasets to train classifiers. 118

The contributions of this paper are: (1) State- 119

of-the-art success rate in generation of reflections 120

(2) An example of end-to-end task-specific distil- 121

lation from a foundational language model and (3) 122

demonstration of the effectiveness of using a foun- 123

dational language models to evaluate reflections, 124

which has the potential to reduce the amount of 125

human labour in generative model work. 126

2 Related Work 127

Generative Reflections 128

There have been past attempts to generate MI re- 129

flections using transformer-based language models. 130

The work in (Shen et al., 2020) showed that GPT-2 131

could generate counseling-style MI reflections by 132

fine-tuning on the dialogue context and responses 133

retrieved from similar counseling sessions. Hu- 134

man reviewers scored a test set of generated re- 135

flections at 4.13 on a 5-point likert scale while 136

scoring known-good reflections at 3.84, suggest- 137

ing that the human reviewers preferred the qual- 138

ity of generated reflections over known-good ones. 139
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These reflections were proposed to be used in clini-140

cian training, allowing for easier access to context141

specific reflections. This work was subsequently142

improved (Shen et al., 2022) by including com-143

monsense and domain specific knowledge while144

generating responses, similar to what counselors145

do. These generated reflections scored lower on146

human review scores. On reflection coherence, ac-147

curacy and preference, human reviewers scored148

ground-truth reflections higher than generated do-149

main specific reflections.150

(Ahmed et al., 2022) investigated the use of151

prompting and fine-tuning transformer-based lan-152

guage models to generate and classify MI reflec-153

tions for smoking cessation. Human reviewers154

scored reflection acceptability on a prompted GPT-155

2 XL as 54%, a prompted GPT-3 as 89%, and a156

fine-tuned GPT-2 XL at 80%. For reflection classi-157

fication, (Ahmed, 2022) fine-tuned a BERT model158

to achieve 81% accuracy in classifying reflections.159

We view the previous work in MI reflection gen-160

eration and classification as preliminary and seek161

to build upon it. With GPT-4, our goal is to cre-162

ate an improved reflection generation which scores163

higher with human reviewers than that of (Shen164

et al., 2022) and (Ahmed, 2022), and create a more165

accurate reflection classifier than (Ahmed, 2022)166

which agrees with human decisions.167

Knowledge Distillation168

Knowledge distillation is a technique in machine169

learning where a student model is trained to repro-170

duce the behaviour of a teacher model, typically to171

achieve model compression (Gu et al., 2023). (Hin-172

ton et al., 2015) showed the first method of knowl-173

edge distillation in which a student neural network174

was trained to mimic a teacher model’s perfor-175

mance on MNIST and speech recognition. The stu-176

dent was trained using a loss function which opti-177

mized a combined objective of minimizing the loss178

of the ground-truth labels and the teacher model’s179

output logits as labels.180

Knowledge distillation has since been success-181

fully applied to language models, with Distil-182

BERT (Sanh et al., 2020), a transformer-based lan-183

guage model trained using a loss function for the184

student model similar to (Hinton et al., 2015) for185

the purpose of compressing BERT (Devlin et al.,186

2019). Subsequently, researchers have also consid-187

ered Task-specific knowledge distillation, which188

seeks to distill a subset of the teacher model’s ca-189

pability into the student. Two examples of this190

are (Tang et al., 2019) which sought to distill only 191

sentiment analysis, and (Liu et al., 2022) which 192

focused on the tasks specific to the GLUE dataset 193

benchmark (Wang et al., 2019). 194

Other knowledge distillation works use different 195

loss functions during training, while others em- 196

ployed pre-trained models as the student. (He et al., 197

2022) showed a method for task-specific knowl- 198

edge distillation using pre-trained transformer lan- 199

guage models as the student and fine-tuning for 200

training. First, a teacher language model is in- 201

structed to generate a dataset of additional prompts 202

and output text using an initial set of prompts. Next, 203

this dataset is annotated for data quality and used 204

to fine-tune the smaller student models. 205

The Self-Instruct approach (Wang et al., 2023) is 206

another application of knowledge distillation which 207

fine-tuned a pre-trained language model. First, a set 208

of 175 seed prompts (describing text instructions 209

for many tasks) were created and used to gener- 210

ate more instructions using GPT-3 (Brown et al., 211

2020). Next, GPT-3 also generates inputs for the in- 212

structions and then the corresponding output. This 213

creates a text dataset of instructions, inputs and out- 214

puts. Finally, the dataset is used to fine-tune GPT-3, 215

the same model which generated the dataset. Moti- 216

vated by Self-instruct, (Taori et al., 2023) created 217

Alpaca, an instruction following LLaMA (Touvron 218

et al., 2023) language model created through fine- 219

tuning on text generated by InstructGPT. The Al- 220

paca method also uses GPT-3 to generate a knowl- 221

edge distillation dataset, but shrinks the student 222

architecture to the LLaMA-7B model (Touvron 223

et al., 2023), a compression of 25 times. Alpaca’s 224

quality of generation were shown to be close to the 225

GPT-3 teacher model, showing that this method of 226

knowledge distillation through generated text can 227

be used to create models a fraction of the size with 228

competitive performance. 229

The present work combines ideas from previous 230

research in generative MI reflections and knowl- 231

edge distillation. We use a style of zero-shot 232

prompting similar to (Wang et al., 2023) with 233

GPT-4 to generate MI reflections with the same 234

goal as (Shen et al., 2020) and (Ahmed, 2022). 235

Next, we distill knowledge by fine-tuning smaller 236

transformer-based language models similar to (He 237

et al., 2022). 238
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3 Method239

The goals of this paper are to generate high-success240

rate reflections using GPT-4, to distill that capabil-241

ity into smaller models and measure their success242

rate, and to determine how well a zero-shot prompt-243

based GPT-4 model can evaluate the quality of244

reflections. This section describes the methods for245

each of these steps.246

3.1 Dataset Collection247

To generate MI reflections from GPT-4, we need in-248

put questions and answers from a MI conversation.249

Mentioned previously, we use transcripts from the250

smoking cessation MI chatbot created by the au-251

thors. Table 2 shows an excerpt of a conversation252

transcript. The chatbot adopts a pattern of ask-253

ing open-ended questions (QUESTION), retrieving254

answers (ANSWER), and generating reflections255

(REFLECTION) as shown in Table 2. We gather256

question and answers without the reflection as in-257

puts to generate a reflection with GPT-4. In total,258

4194 question-answer pairs are divided into 2394259

training set examples, 599 validation set examples,260

and 1201 holdout testing set examples.261

3.2 Reflection Generation with GPT-4262

Reflection generation is done using zero-shot263

prompting with GPT-4. We use the question-264

answer pairs described in Section 3.1 with a265

prepended instruction to generate either a simple266

or complex reflection. The input prompt and reflec-267

tion are gathered into a dataset, and used to fine-268

tune student models, as discussed in Section 3.3.269

The instruction for simple and complex reflec-270

tion generation prompts were developed iteratively271

on a private test set. First, we hand-wrote an initial272

prompt and tested it on just a few (1-5) examples.273

We then increased the size of the test set, noting274

the examples in which the prompt generated non-275

MI-adherent reflections, and made modifications276

accordingly. While evolving the prompt we priori-277

tized maintaining its generality, ensuring that the278

language use would accommodate many examples,279

rather than just a few specific ones. For example,280

in one of the iterations, we noticed that a few gener-281

ated reflections included questions rather than state-282

ments, making these reflections non MI-adherent.283

The prompt was modified by adding the sentence284

"The reflection must be a statement and not a ques-285

tion", which is a general instruction. Throughout286

this iterative design process, we also consulted with287

Context
Bot: (QUESTION) To start, what is the thing
you like most about smoking?
Client: (ANSWER) Stress relief.
Bot: (REFLECTION) You enjoy smoking be-
cause it helps you cope with stressful situa-
tions.
Bot: Did that make sense?
Client: Yes.
Bot: That’s great to hear, thanks for letting me
know!
Bot: (QUESTION) Now, what is the thing you
like least about smoking?
Client: (ANSWER) I spend a lot of money on
cigarettes.
Bot: (REFLECTION) You dislike spending
money on cigarettes.

· · · (more turns)

Table 2: MI Chatbot Transcript Excerpt

MI-experts to get feedback and suggestions on the 288

wording of the prompt. 289

The full prompt for generating reflections with 290

GPT-4 uses OpenAI’s chat-complete (OpenAI, 291

2023) format, which divides the input prompt 292

into three segments: System Role, System Message, 293

and User Message. The System Role is the instruc- 294

tion of the desired task, which in this work is the 295

prompt for generating a simple or complex reflec- 296

tion. The System Message and User Message are 297

questions and answers, respectively, from our MI 298

dataset like the one seen in Table 2. Figure 2 shows 299

the full prompt for simple and complex reflection 300

generation, with an example for each. Addition- 301

ally, the prompt for simple and complex reflection 302

generation can be viewed by itself in Table 5, Ap- 303

pendix A. Hereinafter, we refer to GPT-4 for reflec- 304

tions as the GPT-4 Reflection Generator. 305

We perform a separate validation of the GPT-4 306

Reflection Generator through a human review. This 307

is described in Section 3.6. 308

3.3 Fine-tuning Knowledge Distillation 309

Process 310

After gathering the dataset of MI conversation ques- 311

tions, answers, and GPT-4 generated reflections, we 312

use fine-tuning to distill that reflection capability in 313

a student model. We motivate this method by not- 314

ing that state-of-the-art foundational language mod- 315

els such as GPT-4 (OpenAI, 2023) do not provide 316
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Figure 2: Reflection Data Generation

access to the output logits or probabilities used in317

next word prediction, which are required in a distil-318

lation method such as (Hinton et al., 2015). Further-319

more, it has been shown in recent research (Hwang320

et al., 2022) that using specific labels rather the321

soft logit target for distillation can be more effec-322

tive when the student-teacher architectures are very323

different, which is likely true between GPT-4 and324

GPT-2. Below we describe the text formatting used325

and details of fine-tuning.326

Table 6 in Appendix B shows example fine-327

tuning entries for simple and complex reflections.328

The text that the student model is trained on con-329

sists of the appropriate prompt (described above,330

either simple or complex) followed by the ques-331

tion, answer, and reflection. We use a triple # sign332

to separate the Instruction and Conversation, as333

suggested in the fine-tuning data for the Alpaca334

language model (Taori et al., 2023).335

3.4 Student Model Selection336

We selected the GPT-2 (Radford et al., 2019) fam-337

ily transformer-based language models as students.338

The GPT-2 family was selected because of the open339

source status of the models, range in architecture340

size, and demonstration in past works for reflection341

generation. All models have been pre-trained on342

the WebText dataset, a 40GB corpus of diverse text. 343

We investigated how the different model sizes in 344

the GPT-2 family affects the knowledge distillation 345

outcome. The GPT-2 family has a large variety 346

of sizes, with the smallest to the largest being an 347

increase of 12 times. 348

3.5 Reflection Evaluation with GPT-4 349

To evaluate reflections, we use a zero-shot prompt- 350

based GPT-4 (OpenAI, 2023) in two ways: 351

1. MI-Adherence: Classify the reflection as MI- 352

adherent (Miller and Rollnick, 2012). Reflec- 353

tions classified as not MI-adherent are not sent 354

to step two. This classifier checks if the re- 355

flection abides by the principles of MI. This 356

is the most basic qualification of an MI reflec- 357

tion and gives an indication of how well the 358

reflection model is performing. 359

2. Reflection Type Classification: Classify the re- 360

flection as Simple or Complex. We know that 361

it is possible for the simple generator to pro- 362

duce complex classifications and vice-verse. 363

Figure 3 illustrates the evaluation pipeline ex- 364

plained above. Furthermore, the MI-adherence 365

prompt and reflection type classification prompt 366

can be be seen in Table 5 in Appendix A. 367
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Figure 3: Reflection Evaluation Pipeline

As described in Section 3.2, the design of the368

prompt for evaluation was done through human-369

based evolution and testing using a private test-set370

in collaboration with MI-experts. Each prompt was371

hand-written and evolved until we were able to372

reach an acceptable accuracy on a test-set, then373

the size of the test-set was increased. This process374

repeated until we were satisfied with the overall375

performance.376

We provide a separate measurement of the per-377

formance of each prompt in Section 5.2 by recruit-378

ing human annotators to also classify MI-adherence379

and reflection type classification, then calculating380

the Cohen kappa (McHugh, 2012) on the classifi-381

cations. The Cohen kappa (McHugh, 2012; Cohen,382

1960), is a validated metric to measure inter-rater383

reliability between multiple reviewers (in this case384

GPT-4 and humans). The score ranges from -1385

to 1 representing perfect disagreement and agree-386

ment and any score of 0.6 or above is considered387

substantial (McHugh, 2012).388

3.6 Human Review389

We recruited five annotators to evaluate reflections390

from GPT-4 and each distilled student model. The391

five annotators consist of four males and one fe-392

male at an average age of 23, located in North393

America. Each annotator has a basic understand-394

ing of MI having read (Miller and Rollnick, 2012)395

and taken coursework 1. (Wu et al., 2023) observed396

that lay-people are able to label MI reflections with397

consistent inter-group correlation.398

From the holdout-set of 1201 examples with re-399

flections, 61 (∼5%) are randomly sampled with400

1http://test.teachdev.ca/ola/index.html

stratification2 from each model for human review. 401

We review 10 models in total: the GPT-4 Reflection 402

Generator for simple and complex reflections and 403

four student GPT-2 models of different sizes for 404

simple and complex reflections. This gives a total 405

of 610 review examples. 406

The human review process closely follows the 407

same two step pipeline for reflection review as ex- 408

plained in Section 3.5: For MI-adherence, anno- 409

tators classify reflections using their own under- 410

standing of MI. For reflection type classification, 411

annotators classify reflections as either simple or 412

complex. Reflections are assumed as simple unless 413

there is a plausible assumption about the client’s 414

underlying emotions, values, or chain of thought, 415

similar to the prompt created for complex reflec- 416

tions in Figure 2. 417

Three annotators independently make a binary 418

decision for MI-adherence, and the majority from 419

the three choices is taken. Next, if the reflection 420

is MI-adherent, then the three annotators make an- 421

other binary decision of reflection type classifica- 422

tion and the majority result, from the three, is cho- 423

sen. We use the two aggregate decisions to calcu- 424

late the agreement score explained in Section 3.5. 425

4 Experiment 426

4.1 Experimental Setup 427

The four GPT-2 student models are implemented 428

using PyTorch (Paszke et al., 2019) and were 429

acquired from the HuggingFace Transformers li- 430

brary (Wolf et al., 2020). Training and inference 431

was done using 4 NVIDIA A10G Tensor Core 432

2Reflections were stratified by the question asked, to en-
sure there is diverse context
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MI-adherence Classified as Simple Classified as Complex
Model - Task Size GPT-4 HR GPT-4 HR GPT-4 HR
GPT-2 Small - Simple 124M 0.76 0.90 0.78 0.69 0.22 0.31
GPT-2 Medium - Simple 355M 0.91 0.87 0.77 0.81 0.23 0.19
GPT-2 Large - Simple 774M 0.93 0.90 0.79 0.71 0.21 0.29
GPT-2 XL - Simple 1.5B 0.93 0.92 0.80 0.82 0.20 0.18
GPT-4 - Simple >>> 0.99 1.00 0.91 0.97 0.08 0.03
GPT-2 Small - Complex 124M 0.83 0.85 0.25 0.17 0.76 0.83
GPT-2 Medium - Complex 355M 0.86 0.92 0.25 0.05 0.75 0.95
GPT-2 Large - Complex 774M 0.86 0.97 0.23 0.17 0.77 0.83
GPT-2 XL - Complex 1.5B 0.90 0.92 0.26 0.11 0.74 0.89
GPT-4 - Complex >>> 0.98 1.00 0.26 0.13 0.74 0.87

Table 3: MI-adherence and reflection type classification scores of distilled student models and teacher GPT-4
Reflection Generator. HR stands for Human Review.

GPUs and the DeepSpeed ZeRO (Rajbhandari et al.,433

2020) parallelism and CPU offloading. All models434

were trained using a hyperparameter search. We435

searched for Batch Size in [8, 16, 32, 64] and Learn-436

ing Rate in [0.00005, 0.0005, 0.001]. The chosen437

hyperparameters are given in Appendix C, Table 7438

. All fine-tuning used 4 epochs with early stopping.439

We used the Adam Optimizer (Kingma and Ba,440

2017) with zero weight decay. For inference, we441

used decoding parameters as temperature=0.6 with442

top-k=100 and top-p=1.0. The code used to train443

and test models will be released upon acceptance444

of the work.445

5 Results and Analysis446

In this section we report the quality (using hu-447

man review) of the reflections generated by the448

prompted GPT-4 Reflection Generator. Then, we449

compare the quality of the automatic evaluation us-450

ing GPT-4 (with the evaluation prompt, described451

in Section 3.5) with human review. Finally, we452

present and discuss the performance of distilled453

GPT-2 models.454

The generation and evaluation results for all of455

these models are given in one large table, Table 3,456

but are discussed separately in Section 5.1 and Sec-457

tion 5.3. Each of the values in Table 3 gives the458

fraction of the test set that was deemed acceptable459

by the evaluation method. For example, the 0.99460

score in MI-Adherence for the GPT-4 simple Re-461

flection Generator indicates that 99% of the 1201462

generated simple reflections were judged as MI-463

adherent by the GPT-4 MI-Adherence classifier.464

The right-most four columns of Table 3 give the465

fraction of the reflections that were deemed, by the466

GPT-4 Reflection Type Classifier or the human re- 467

view, to be a simple reflection or complex reflection. 468

Student models are listed in each row of the table, 469

in order of increasing model size, and are grouped 470

by which reflection generation task they performed 471

- simple or complex. The table also includes the re- 472

sults from the GPT-4 Reflection Generator in blue. 473

To find the number of examples used to calculate 474

reflection type classification scores, multiply the 475

original set size (1201 for GPT-4 and 61 for human 476

review) by the respective MI-adherence score (re- 477

flections must first be MI-adherent before reflection 478

type classification as mentioned in Section 3.5). 479

5.1 GPT-4 Reflection Generation 480

Rows 6 and 11 (with blue text) of Table 3 give the 481

scores of the prompted (simple and complex) GPT- 482

4 Reflection Generator, and we focus here only 483

on the human review (HR) columns. A key result 484

is that the GPT-4 Reflection Generator achieves 485

a 100% success rate on MI-adherence, for both 486

simple and complex reflections. This is much better 487

than prior work on reflection generation, which 488

achieved 89% using GPT-3 (Ahmed, 2022) and 489

4.13/5 in (Shen et al., 2020). This success makes 490

it a candidate for distillation, and indeed is what 491

motivated the present work. 492

The simple prompted GPT-4 reflections were 493

labelled as simple 97% of the time, while the com- 494

plex reflections were deemed as complex 87% of 495

the time. For those that were not complex, it may 496

have been because the client response itself was 497

not amenable to a complex reflection. 498
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Task MI-A RT-CLS
Simple 0.671 0.604
Complex 0.429 0.711
All 0.54 0.66

Table 4: Inter-Rater Reliability Cohen kappa scores
between GPT-4 and Human Reviewers on three eval-
uation tasks. MI-A and T-CLS refer to Motivational
Interviewing Adherence and Reflection Type Classifica-
tion respectively.

5.2 GPT-4 Reflection Classification499

Section 3.5 describes a method for using GPT-4 to500

evaluate the quality of reflections produced by mod-501

els, as an alternative to laborious human review. In502

this section we compare it to human review, using503

the Cohen kappa Inter-Rater Reliability (McHugh,504

2012; Cohen, 1960) coefficient. Table 4 presents505

the Cohen kappa coefficient between GPT-4-based506

evaluation and human evaluation for MI-adherence507

(MI-A) and reflection type classification (RT-CLS).508

Within each column, the agreement is shown indi-509

vidually for simple and complex reflections, with a510

final value combining both types of reflections in511

the last row.512

The Cohen kappa scores are calculated on the513

samples that overlap between the larger 1201 entry514

holdout set used to test the GPT-4 based method,515

and the 61 entry holdout set used in human review.516

For MI-adherence, the simple and complex reflec-517

tion kappa is calculated on 305 examples each (61518

examples for five models) and the final row is calcu-519

lated on 610. Reflection type classification scores520

are calculated on 272 examples for simple reflec-521

tions and 261 for complex reflections giving a total522

of 533 in the combined row.523

Table 4 shows that there is substantial agreement524

(0.671) between human and GPT-4 based classi-525

fication of the generated simple reflections classi-526

fication for MI-adherence. There is near substan-527

tial agreement for complex reflection classification528

(0.429). Overall, the bottom row kappa of 0.54529

suggests that there is near substantial agreement530

between the GPT-4 classifier and human review,531

validating our use of GPT-4 for MI-adherence.532

For reflection type classification, we observe sub-533

stantial agreement for simple reflections, complex534

reflections, and the combined final row. This vali-535

dates our use of GPT-4 for reflection type classifi-536

cation as we observe substantial agreement on all537

kappas.538

5.3 Performance of Distilled Reflection 539

Generation Models 540

In this section we discuss the results of student 541

models shown in Table 3. 542

MI-Adherence: The third and fourth column of 543

Table 3 show MI-adherence scores. In almost 544

every case the result is superior the success rate 545

achieved by (Ahmed, 2022) for a fine-tuned GPT- 546

2-XL model (which achieve an 80% success rate). 547

Our method creates both a simple and complex 548

GPT-2 Medium reflector which scores higher in 549

MI-adherence while being four times smaller that 550

the GPT-2 XL of (Ahmed, 2022). Furthermore, 551

as model size increases, MI-adherence scores in- 552

crease. 553

Reflection Type Classification: The 5th, 6th, 7th, 554

and 8th columns of Table 3 give reflection type clas- 555

sification scores for distilled simple and complex 556

reflection models. The distilled simple reflection 557

generation models are almost as good as the sim- 558

ple GPT-4 Reflection Generator are at producing 559

simple reflections. The distilled complex reflec- 560

tion generation models are as good as the complex 561

GPT-4 Reflection Generator at producing complex 562

reflections. 563

6 Conclusion 564

We have presented a method for generating sim- 565

ple and complex MI reflections using GPT-4, and 566

shown that it is capable of near-perfect success, be- 567

yond the previous state of the art. We showed how 568

to distill those capabilities into to smaller, GPT-2- 569

based student models, and that the range of sizes 570

results in success rates ranging from 76% to 93%. 571

One issue in distillation work is the labour to de- 572

termine the success of the distilled models; we 573

have shown that a classification prompt with GPT- 574

4 as an evaluator is reliable. This paper provides a 575

case study of distillation of a specific task from an 576

expensive, privacy-challenged large foundational 577

model into an owned, smaller pre-trained language 578

model. 579

Limitations 580

The results presented are specific to the example 581

dataset that we have used, and may not generalize 582

to other kinds of reflections, as mentioned in Sec- 583

tion 3.1. Also, the evaluation techniques described 584

in Section 4.1, used a much smaller size of holdout 585

set for the human review (compared to the hold- 586

out set using the GPT-4-based review). This was 587
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done in order to reduce the labour of labelling, but588

results in a smaller sub-set which is less accurate.589

Finally, the reflection classification process for590

human reviewers presented in Section 3.6 may not591

accurately capture what it means to generate an592

acceptable reflection. Previously mentioned works593

like (Shen et al., 2020) and (Shen et al., 2022) used594

specific qualities of a reflection like coherence, ac-595

curacy, and preference, while our work mainly uses596

MI-adherence. In future work we aim to incorpo-597

rate these criteria for a more complex reflection598

classification.599

Ethics Statement600

We guarantee that the data we gather for reflection601

generation comes from experiments that users have602

willingly participated in, and the overall process603

received ethics board approval. All human review-604

ers were recruited through local word-of-mouth605

contact and were fairly compensated for their time.606

Collected and generated data was reviewed to en-607

sure personally identifiable or sensitive information608

was removed.609

We also guarantee that all our deployment of gen-610

erative language models for reflection generation611

is approved under an ethics board. Using genera-612

tive language models for reflection generation in a613

chatbot has associated risks. Inaccurate or inappro-614

priate reflections are capable of moving individuals615

with addictions even farther away from healthy be-616

haviour change (Miller and Rollnick, 2012).617
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Prompt
Name

Prompt

Simple
Reflection
Generation

The following is an interaction between a therapist and a client. Act as the therapist
and give a reflection to the client’s response. The reflection must be a statement and
not a question. The reflection must be a rephrasing of the client’s response.

Complex Re-
flection Gen-
eration

The following is an interaction between you and a user. You are a therapist and the user
is someone having smoking issues. Give a SHORT reflection to the user’s response.
The reflection must be a plausible guess or assumption about the user’s underlying
emotions, values, or chain of thought. The reflection must be very short. The reflection
must be a statement and not a question. Don’t always use “it seems like" or “it sounds
like" or “you" at the beginning. Don’t always use the phrase “important to you" or
“important for you".

MI-
Adherence

Decide whether the “reflection" sentence in the following smoking-related conver-
sation meets the standards for Motivational Interviewing. If it does, output “True";
otherwise, output “False".
Additionally, a good reflection must:
1. Be a statement, not a question.
2. Not be MI-inconsistent in the following ways: giving advice or information without
permission, or confronting the person by disagreeing, arguing, correcting, shaming,
blaming, criticizing, labeling, ridiculing, or questioning the person’s honesty, or direct-
ing the person by giving orders, commands, or imperatives, or otherwise challenging
the person’s autonomy.
3.Not incentivize people to smoke more, or discourage people from quitting smoking.
4.Not exaggerate or understate the sentiment of the sentence to be reflected.
5. Not be factually wrong about smoking.
6. Be grammatically correct.

Reflection
Type Classi-
fication

Decide whether the “reflection" sentence in the following smoking-related conversa-
tion is a SIMPLE or COMPLEX reflection. If it is simple, output “simple"; otherwise,
output “complex".
A simple reflection must be a rephrasing of the client’s response. In contrast, a com-
plex reflection must not be just a rephrasing of the client’s response, but instead a
plausible guess or assumption about the user’s underlying emotions, values, or chain
of thought.

Table 5: All GPT-4 Prompts

786 787
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B Fine-tuning Text Format788

This section shows the text formatting this work789

uses for fine-tuning.

Simple Reflection Entry
### Instruction:
The following is an interaction between a ther-
apist and a client. Act as the therapist and
give a reflection to the client’s response. The
reflection must be a statement and not a ques-
tion. The reflection must be a rephrasing of
the client’s response.
### Conversation:
Therapist: Now, what is the thing you like least
about smoking?
Client: That I have to hide it from my family.
Therapist: You feel the need to keep your
smoking habit a secret from your family.

Complex Reflection Entry
### Instruction:
The following is an interaction between you
and a user. You are a therapist and the user
is someone having smoking issues. Give a
SHORT reflection to the user’s response. The
reflection must be a plausible guess or assump-
tion about the user’s underlying emotions, val-
ues, or chain of thought. The reflection must
be very short. The reflection must be a state-
ment and not a question. Don’t always use
"it seems like" or "it sounds like" or "you" at
the beginning. Don’t always use the phrase
"important to you" or "important for you".
### Conversation:
Therapist: Now, what is the thing you like least
about smoking?
Client: That I have to hide it from my family.
Therapist: You’re feeling guilty and secretive
about your smoking habit.

Table 6: Simple and Complex Reflection Dataset Entry
Example

790

C Hyperparameters 791

This section shows the final hyperparameters se- 792

lected.

Model Learning Rate Batch Size
GPT-2 Small - Sim-
ple

0.0005 32

GPT-2 Medium -
Simple

0.00005 64

GPT-2 Large - Sim-
ple

0.00005 64

GPT-2 XL - Simple 0.00005 64
GPT-2 Small -
Complex

0.0005 32

GPT-2 Medium -
Complex

0.00005 64

GPT-2 Large -
Complex

0.00005 64

GPT-2 XL - Com-
plex

0.00005 64

Table 7: Hyperparameters Results for GPT-2 Student
Models
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