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ABSTRACT

Given the often sensible and sometimes nonsensical outputs that modern Large
Language Models (LLMs) generate, how should we interpret confident claims
such as ‘Strawberry has two “r”s’? One tool that can be applied to such overconfi-
dent and hallucinatory claims is uncertainty quantification. In particular, this paper
investigates a semantic density method to quantify uncertainty in LLM-generated
medical explanations. Semantic density makes use of semantic similarity com-
parisons instead of lexical matching, and delivers per-response estimates of un-
certainty. The results demonstrate that the semantic density framework remains
performant when applied in specialized domains, and raises additional considera-
tions around the utility of the ROUGE metric for semantic evaluations.

1 INTRODUCTION

As the performance of Large Language Models (LLMs) improves, their usage has increasingly
shifted from natural language tasks to generalized tasks such as agentic execution, code execution,
and robot learning. By utilizing them as part of a wider system, especially one that actively interacts
with reality, the need for output evaluation and sanitation has become more pressing than ever. In
particular, task-agnostic and data-independent metrics that can be applied on both open-sourced
and close-sourced LLMs can be regarded as the holy grail for AI safety. Given that LLMs are
probabilistic models, uncertainty quantification (UQ) methods are well-suited to this role. However,
a consequence of the increasing size and complexity of modern LLMs is that traditional UQ methods
are too computationally intensive for application to LLMs outside of research applications.

Given a generative model with parameters θ ∼ P (θ), the most direct method to quantify uncertainty
given an input x ∈ X is to measure the characteristics of the posterior distribution P (Y |θ,X = x).
Unfortunately, it is intractable to compute the exact marginal likelihood to obtain the posterior distri-
bution by applying Bayes Theorem to LLMs, due to the sheer number of parameters in θ. Therefore,
most methods focus on estimating the posterior distribution via sampling-based or optimization-
based methods, while other methods retrain base models with additional modules that output UQ
estimates directly (Sankararaman et al., 2022). With modern LLMs, this is largely infeasible and
highly unscalable due to the computational resources required to retrain and fine-tune each model.

Thus, we choose to look at test-time methods that attempt to extract UQ estimates from sampling
LLM responses without retraining. Notable methods include those that directly estimate uncertainty
based on output sequences (Lin et al., 2024) or direct elicitation (Xiong et al., 2024), as well as
those that sample output logits to characterize the output logits distribution as a proxy to measure
uncertainty (Malinin & Gales, 2021; Mielke et al., 2022; Kadavath et al., 2022; Qiu & Miikkulainen,
2024). For methods that utilize output logits, a key assumption made is that the logits are calibrated,
with high confidence corresponding to a correct response (whether measured via factuality, rele-
vance, or other metrics). While there are methods that focus on calibrating LLM outputs (Mielke
et al., 2022), this work assumes that calibration is not of concern.
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With a logits-based approach, information regarding the lexical sequence of outputs is readily avail-
able. However, a lexically valid answer may not necessarily be a semantically correct answer. There-
fore, the set of generated outputs in this work is evaluated based on semantic consistency in addition
to utilizing per-token logits in the output sequence. This allows for the quantification of uncertainty
based on the semantic similarity between model outputs, which is more relevant in encouraging lex-
ically diverse and varied generation outputs and a better proxy for performance on complex natural
language processing tasks such as summarization and long-form question-answering.

In this work, the semantic density framework proposed by Qiu & Miikkulainen (2024), which ex-
tends semantic entropy as introduced by Kuhn et al. (2023) to generate per-response uncertainty
estimates instead of per-prompt estimates, is evaluated. As the preceding works are evaluated on
general long-form question answering datasets only, this work explores the performance of seman-
tic density in specialized datasets of interest, namely explanation generation based on PubMedQA
(Jin et al., 2019) and MedExQA datasets (Kim et al., 2024). This work1 thus explores whether the
general semantic space utilized in previous works is applicable in specialized domains.

2 METHODOLOGY

Semantic density utilizes the concept of a semantic space to measure the semantic similarity between
different responses to a given input prompt. Given its causal model architecture and semantically-
rich representation, a pre-trained natural language inference (NLI) model (specifically, Deberta-
large-mnli (He et al., 2021)) is used by Kuhn et al. (2023) as a reference semantic space from which
to compare the semantic similarity of outputs. Qiu & Miikkulainen (2024) then modifies an early
variant of KDE to compute the semantic distance of a specific response y∗ to the other responses
based on the NLI model’s output logits together with the output logits from the generation LLM.

The same experimental method and evaluation method used by Qiu & Miikkulainen (2024) and
Kuhn et al. (2023) is utilized in our experiments. The following uncertainty metrics are computed for
comparison against semantic density (SD): semantic entropy (SE) (Kuhn et al., 2023), degree (Deg)
(Lin et al., 2024), length-normalized likelihood (NL) (Murray & Chiang, 2018), length-normalized
entropy (NE) (Malinin & Gales, 2021) and P(True) and predictive entropy (PE) from Kadavath et al.
(2022). Generation LLMs tested were the following: Mistral-7B-v0.1 (Jiang et al., 2023), Meta-
Llama-3-8B (AI@Meta, 2024), and Llama-2-7b-hf (Touvron et al., 2023).

After the sample of responses is collected from each generation LLM, a binary label correct/incorrect
is then computed based on the ROUGE-L score (Lin & Och, 2004) thresholded at 0.3 for each
response. The uncertainty quantification methods below are subsequently evaluated against this
binary label based on their Area Under the Receiver Operating Characteristic (AUROC) score.

Semantic density is evaluated on two medical question-answering datasets, PubMedQA and
MedExQA, based on the task of free-form explanation generation. PubMedQA provides one refer-
ence explanation per sample, while MedExQA has two reference explanations per sample. The test
split is used for both datasets, with MedExQA’s 5 subject splits merged into a single test set. We
note that PubMedQA is usually evaluated against provided ‘yes/no/maybe’ ground-truth labels; in
this case, we evaluate against the accompanying explanations as the ground truth for generation.

3 PERFORMANCE ON MEDICAL EXPLANATION GENERATION

The AUROC score of each method is presented in Table 1. Semantic density outperforms other
methods in 4 of the 6 cases, and is within the top three performing metrics for the remaining 2 cases.

3.1 BASELINE PERFORMANCE WITHOUT UNCERTAINTY

The average ROUGE-L performance for each model for the most likely generation (beam 0) is as
shown below in Table 2. Our empirical Llama-2-7b-hf performance on the MedExQA dataset is
higher than the baseline performance of 0.0492 reported by Kim et al. (2024). The low ROUGE-L
performance (especially with many samples having 0 score) means that further experiments should
be explored with better performing models more reflective of models in deployment.

1The source codes for this paper are provided at: https://github.com/plebianstribe/semantic-density-medexp.
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Table 1: Performance of different uncertainty/confidence models across various LLMs and datasets
PubMedQA

AUROC SD SE P(True) Deg NL NE PE

Mistral-7B-v0.1 0.699 0.599 0.664 0.526 0.653 0.578 0.578
Meta-Llama-3-8B 0.700 0.560 0.531 0.581 0.494 0.582 0.582
Llama-2-7b-hf 0.713 0.567 0.681 0.626 0.484 0.601 0.601

MedExQA
AUROC SD SE P(True) Deg NL NE PE

Mistral-7B-v0.1 0.857 0.902 0.568 0.285 0.746 0.859 0.859
Meta-Llama-3-8B 0.805 0.764 0.821 0.616 0.608 0.712 0.712
Llama-2-7b-hf 0.918 0.600 0.717 0.461 0.352 0.531 0.531

Table 2: Average ROUGE-L scores for Beam 0 across various LLMs and datasets
PubMedQA Mistral-7B-v0.1 Meta-Llama-3-8B Llama-2-7b-hf

0.150 0.173 0.194
MedExQA Mistral-7B-v0.1 Meta-Llama-3-8B Llama-2-7b-hf

0.106 0.118 0.123

The distribution for semantic density against ROUGE-L values for the best performing beam for
each model is visualized in Figure 1 for both PubMedQA and MedExQA. Note that the KDE plot is
not generated for the positive MedExQA class as there are insufficient samples to plot.

The semantic density values seem to have no clear trend when compared against ROUGE-L values.
This may stem from ROUGE being agnostic towards semantic content, instead relying on overlap-
ping subsequences to compute a score. Thus, its possible that additional experiments utilizing a
different metric that considers semantic content for evaluating responses against reference answers
may result in different AUROC scores.

Figure 1: Distributions of semantic density estimate against ROUGE-L score

3.2 FUTURE WORK

Given the widespread literature on manual prompting methods such as CoT (Wei et al., 2022; Ko-
jima et al., 2022) and MedPrompt (Nori et al., 2023) that improve the performance of LLMs, the
application of UQ methods together with such strategies seems interesting. While there are some
recent works in this area (Harsha Tanneru et al., 2024; Ling et al., 2024), it remains relatively under-
studied. Applying uncertainty quantification to automated prompting methods such as APE (Zhou
et al., 2023) and OPRO (Yang et al., 2024) , could also yield additional insights into their underlying
principles, and bridge the usage of UQ methods with general-purpose prompting strategies to reduce
hallucinations in knowledge-intensive tasks.
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