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ABSTRACT

Web-crawled pre-training datasets are speculated to be key drivers of zero-shot
generalization abilities of Vision-Language Models (VLMs) like CLIP, across a
range of downstream classification and retrieval tasks, spanning diverse visual
concepts. However, it is unclear how meaningful the term “zero-shot” gener-
alization is for CLIP, as its pre-training datasets (e.g., YFCC-15M, LAION-2B
etc.) likely contain many samples of the “zero-shot” concept. To study this, for
the first time, we analyze the composition of concepts in the pre-training datasets
of CLIP. We robustly demonstrate that far from being “zero-shot”, CLIP’s zero-
shot classification performance is strongly predictable by the frequency of a con-
cept seen during pre-training. Precisely, the downstream zero-shot performance
improves linearly as the pre-training concept frequency grows exponentially i.e.,
they follow a log-linear scaling trend. Our data-centric investigation further high-
lights two key findings: (1) The extreme “data-hunger” of CLIP, i.e., growing
inability of “zero-shot” prediction on long-tailed concepts, and (2) A surprising
degree of mis-alignment across image-text pairs in the pre-training datasets.

1 INTRODUCTION

Vision-Language Models (VLMs) like CLIP (Radford et al., 2021) are qualitatively different from
the large-scale pre-trained models of the past era of computer vision (e.g., ImageNet-21K-trained
BiT (Kolesnikov et al., 2020) and BeIT (Bao et al., 2021))—CLIP is now the de-facto standard
for downstream tasks like image recognition (Zhai et al., 2023; Li et al., 2021; Yang et al., 2022;
Goel et al., 2022; Zhai et al., 2022) and image-text retrieval (Gadre et al., 2023; Kim et al., 2021;
Castro & Heilbron, 2022; Udandarao et al., 2020; Yu et al., 2022). This is attributed to the robust
“zero-shot” generalisation of CLIP to a wide variety of downstream tasks containing diverse visual
concepts (Udandarao et al., 2023; Zhang et al., 2022; 2021; Zhou et al., 2022; Prabhu et al., 2023).

What properties underlie this remarkable concept generalisation of CLIP? A major differentiating
factor for CLIP is its pre-training on vast web-crawled datasets encompassing several diverse visual
concepts (Schuhmann et al., 2022; Byeon et al., 2022). Past work suggests that this mammoth data-
scale is a key driver of such generalisation (Nguyen et al., 2022; Mayilvahanan et al., 2023; Fang
et al., 2022; 2023; Nguyen et al., 2023). Nevertheless, it remains unclear how the different properties
of the pre-training data distribution affect the downstream performance of CLIP models.

In this work, we deconstruct 3 popular image-text pre-training datasets (CC-3M (Sharma et al.,
2018), CC-12M (Changpinyo et al., 2021), and YFCC-15M (Thomee et al., 2016)), to better under-
stand their underlying composition—we first showcase that their constituent concept distribution is
extremely long-tailed, comprising several rare concepts. To quantify the impact of this concept dis-
tribution on CLIP’s performance, we perform a correlation study between the frequency of concepts
seen in the pre-training datasets and CLIP’s zero-shot accuracy, across 17 downstream datasets. Our
findings reveal that CLIP’s performance scales linearly as the concept frequency grows exponen-
tially i.e., they follow a log-linear scaling trend. Our analysis further uncovers a high degree of
concept mis-alignment in pre-training datasets—several paired images and texts do not capture the
same concepts. Taken together, our findings point out key issues with current web-scale image-
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Table 1: Summary of pre-training and downstream datasets, and models used in experiments.
Category Dataset/Model
Pre-training CC-3M (Sharma et al., 2018) CC-12M (Changpinyo et al., 2021)
Datasets YFCC-15M (Thomee et al., 2016)

ImageNet (Deng et al., 2009) StanfordCars (Krause et al., 2013) CUB (Wah et al., 2011)
UCF101 (Soomro et al., 2012) Caltech101 (Fei-Fei et al., 2004) SUN397 (Xiao et al., 2010)

Downstream Caltech256 (Griffin et al., 2007) Flowers102 (Nilsback & Zisserman, 2008)
Datasets DTD (Cimpoi et al., 2014) OxfordPets (Parkhi et al., 2012) Food101 (Bossard et al., 2014)

EuroSAT (Helber et al., 2019) FGVCAircraft (Maji et al., 2013) Birdsnap (Berg et al., 2014)
Country211 (Radford et al., 2021) CIFAR-10, CIFAR100 (Krizhevsky et al., 2009)

Models ResNet50 (He et al., 2016) ResNet101 (He et al., 2016) ViT-B-16 (Dosovitskiy et al., 2020)

text datasets, and show how these issues percolate into current CLIP training strategies, leading to
inherent challenges in learning rare, long-tailed concepts and thereby hampering true generalisation.

2 CONCEPTS IN PRE-TRAINING DATA AND QUANTIFYING FREQUENCY

We first describe our notion of “concepts”, followed by our procedure for obtaining concept fre-
quencies from both images and text captions of pre-training datasets, and how we combine them to
get image-text matched frequencies.

Defining Concepts. To analyze concept frequencies within pre-training datasets, we first establish
the specific concepts we aim to examine. In the context of zero-shot classification, we define con-
cepts as the class names of the classification datasets. For example, for ImageNet, concepts are the
set of 1000 classes e.g., “tench”, “goldfish”, “stingray” etc.

Concept Frequency from Text Captions. To efficiently run text searches for each concept, we
pre-cache and index all captions of the pre-training datasets. Our pre-caching first involves lemma-
tization to normalize word forms in captions (Koskenniemi, 1984). Subsequently, we perform part-
of-speech tagging using Spacy (Honnibal & Montani, 2017) to extract common and proper nouns.
These extracted nouns are broken down into unigrams and cached in inverted unigram dictionaries.
In these dictionaries, each unique noun is linked to a list of sample indices, where each index cor-
responds to a pre-training sample containing the caption with that particular unigram. This allows
O(1) searching for all sample indices of a given unigram across the pre-training dataset. To de-
termine the frequency of each concept, we decompose it into individual unigrams and query these
within our text dictionary. For each unigram, we first get the list of sample indices from our pre-
cached dictionary and then perform an intersection of these lists to identify samples containing all
unigrams. The samples in the intersection give us the frequency of the concept in the text captions.

Concept Frequency from Images. For images, we do not pre-cache concepts but search them
on-the-fly. For efficient searching, we rely on a pre-trained open-set image tagging model,
RAM++ (Huang et al., 2023). We collate the set of all concepts present in our downstream evalu-
ation datasets and pass them in as possible outputs from the RAM++ model. The model then tags
each image in our pre-training dataset with all relevant concepts from our concept list in a multi-
label fashion. This is compiled into a list of all pre-training images that have been tagged with each
specific concept, allowing calculation of concept frequencies from the pre-training image set.

Image-Text Matched Concept Frequencies. Having obtained frequencies using both text-based
search and image-based search, we compute an image-text matched frequency by identifying pre-
training samples where both the image and its caption align with the query concept—we intersect the
lists obtained from our image and text searches and determine the sample count in the intersection.

3 CORRELATION BETWEEN PRE-TRAINING FREQUENCY AND ZERO-SHOT
PERFORMANCE ACROSS CONCEPTS

In this section, we examine how the frequencies of concepts in pre-training datasets (computed using
methods from Sec. 2) influence the zero-shot performance of CLIP models on those same concepts.

Experimental Setup. We analyze the concept frequencies within 3 popular pre-training datasets. In
each case, we examine their correlation with zero-shot classification performance on 17 downstream
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(a) CC-3M Text Search
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(b) CC-3M Image Search
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(c) CC-3M Image-Text Search
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(d) CC-12M Text Search
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(e) CC-12M Image Search
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(f) CC-12M Image-Text Search
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(g) YFCC-15M Text Search
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(h) YFCC-15M Image Search
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(i) YFCC-15M Image-Text Search

Figure 1: Log-linear relationships between concept frequency and CLIP zero-shot accuracy.
Across all tested models (RN50, RN101, ViT-B-16) and pre-training datasets (CC-3M, CC-12M,
YFCC-15M), we observe the strong linear relationship between CLIP’s zero-shot accuracy on a
concept and the log of the concept’s pre-training frequency.

datasets, across three CLIP models as detailed in Table 1. The downstream datasets cover a range of
categories, including objects, scenes, and fine-grained distinctions. We show results with the three
methods for computing concept frequencies: text search, image search, and image-text search.

To assess CLIP’s performance for each individual concept, we calculate the mean zero-shot classifi-
cation accuracy for that concept based on its performance within the relevant dataset. For example,
the accuracy for the concept “tench” is computed by averaging the zero-shot accuracy scores for all
“tench” images within the ImageNet dataset (i.e., across 1000 classes).

Plotting Style. For improved readability, we apply a logarithmic transformation to our concept
frequencies. Additionally, we average zero-shot accuracy for all samples using equally spaced bins
on the log(concept frequency) axis of our plots (as in Kandpal et al. (2023); Razeghi et al. (2022)).

Main Result: Log-linear scaling between concept frequency and zero-shot performance. All our
plots from Fig. 1 reveal a consistently strong linear correlation between zero-shot performance and
log-scaled pre-training concept frequencies. This points towards the extreme sample-inefficiency of
current CLIP models in learning concepts from pre-training datasets. Further, this strongly empha-
sises CLIP’s inability to perform well on long-tailed concepts, which is a key limitation.

Auxiliary Finding 1: Long-tailed concept distribution of pre-training datasets. In Fig. 2, we
plot the distribution of pre-training concept frequencies—evidently, it is severely long-tailed. More
than two-thirds of the entire concept distribution accounts for almost negligible frequencies when
compared to the pre-training dataset sizes. This analysis explains our previous result—VLMs inherit
long-tailed biases of their pre-training datasets, and hence are inherently limited on long-tailed data.

Auxiliary Finding 2: Mis-aligned image-text pairs. Our analysis additionally allows us to deter-
mine concept mis-alignment in pre-training datasets i.e., how many of the paired pre-training images
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(a) Text search counts (b) Image search counts (c) Image-text search counts

Figure 2: Concept distribution of pre-training datasets is extremely long-tailed. We showcase
the distribution of pre-training frequencies of all concepts aggregated across all our 17 downstream
datasets (about 3200 in total). Across all three pre-training datasets, we observe very heavy tails.
We normalise the concept frequencies and remove concepts with 0 counts for improved readability.
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(a) CC-3M Text Mis-alignment
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(b) CC-12M Text Mis-alignment
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(c) YFCC-15M Text Mis-alignment
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(d) CC-3M Image Mis-alignment
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(e) CC-12M Image Mis-alignment
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(f) YFCC-15M Image Mis-alignment

Figure 3: High mis-alignment degree between paired images and texts. Concept frequencies
estimated with only text-search (top row) and only image-search (bottom row) are always over-
estimated compared to those estimated with paired image-text search, suggesting a high degree of
mis-alignment between image-text pairs present in the pre-training datasets.

and texts are actually paired? (contain the same concepts). In Fig. 3, we plot the pre-training fre-
quencies obtained from image-text search as a function of frequencies obtained from text or image
alone. For an ideal image-text dataset that has completely aligned paired image-text samples, all the
points in the scatter plots would lie on the x=y line. However, we see that the scatter plots largely
deviate from this line, confirming the high concept mis-alignment in these pre-training datasets.

4 CONCLUSION

In this work, we took a deep-dive into the pre-training datasets of CLIP models (specifically, CC-
3M, CC-12M and YFCC-15M) to understand their constituent concepts and their composition. Our
analysis showcased that all the considered datasets are extremely long-tailed in their concept dis-
tributions. We further studied how this long-tailed nature impacts the downstream performance of
CLIP models, showcasing that the zero-shot performance of CLIP on a specific concept can be re-
liably predicted by the frequency of the concept in the pre-training dataset—this relationship scales
log-linearly. Lastly, we uncovered a key abnormality of current pre-training datasets—high degree
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of concept mis-alignment between the paired images and texts. Our experiments suggest that cur-
rent CLIP models suffer from extreme data-inefficiency, leading to poor performance on long-tailed
concepts—hence questioning the validity of the term “zero-shot” in this context.
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A NOTE ON PAPER VERSIONS

An extended version of this paper is now available on arxiv. It has two additional authors and several
more experimental results.

B LIMITATIONS AND FUTURE DIRECTIONS

Our frequency counting methods currently suffer from several issues, which we hope can be ac-
counted for in the future: (1) Overly-restrictive exact-text-matching—as our current method for
measuring hits with the text-search relies on exact-matching of the concepts, our measured frequen-
cies can be a gross underestimate of the true frequency, e.g., for the “airplane” concept, we will
miss counting all samples that contain the terms “aircraft”, “jet”, “airliner” etc. One simple solution
to mitigate this would be to incoporate synonyms into the search process or performing a semantic
search using an embedding model, (2) Unreliability of image-tagging model—despite the RAM++
model being a very strong image tagger, it still has some limitations: low image-resolutions, very
small object scales, failure in modeling long-tailed concepts etc. Future work can mitigate this using
better image tagging models or including ensembles of image taggers and object detectors. Another
direction could be to incorporate hierarchies (e.g., Wordnet (Miller, 1998)) in the search process to
map long-tailed concepts to more frequent every-day concepts.
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