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Abstract

Despite rapid advancements in multimodal large lan-
guage models (MLLMs), their ability to process low-
resource African languages in document-based visual ques-
tion answering (VQA) tasks remains limited. This paper
evaluates three state-of-the-art MLLMs—GPT-4o, Claude-
3.5 Haiku, and Gemini-1.5 Pro—on WAEC/NECO stan-
dardized exam questions in Yoruba, Igbo, and Hausa. We
curate a dataset of multiple-choice questions from exam
images and compare model accuracies across two prompt-
ing strategies: (1) using English prompts for African lan-
guage questions, and (2) using native-language prompts.
While GPT-4o achieves over 90% accuracy for English,
performance drops below 40% for African languages, high-
lighting severe data imbalance in model training. No-
tably, native-language prompting improves accuracy for
most models, yet no system approaches human-level per-
formance, which reaches over 50% in Yoruba, Igbo, and
Hausa. These findings emphasize the need for diverse train-
ing data, fine-tuning, and dedicated benchmarks that ad-
dress the linguistic intricacies of African languages in mul-
timodal tasks, paving the way for more equitable and effec-
tive AI systems in education.

1. Introduction

The rapid advancements in artificial intelligence (AI)
have led to the emergence of multimodal large language
models (MLLMs) capable of processing and understand-
ing both textual and visual information [2, 13]. Notable
examples include OpenAI’s GPT, Anthropic’s Claude and
Google’s Gemini. These models exhibit impressive capabil-
ities in interpreting combined visual-textual inputs, allow-
ing them to extract text from images and answer questions
about that content. However, their ability to accurately pro-
cess text from images in low-resource languages remains
an open question [1]. Despite the progress in multilin-
gual NLP, most state-of-the-art models are primarily trained

on high-resource languages, resulting in suboptimal per-
formance for many African languages. Low-resource lan-
guages are severely underrepresented in the datasets used
to train and evaluate MLLMs [1, 5], and African languages
such as Yoruba, Igbo, and Hausa present unique linguistic
and orthographic challenges that differ significantly from
dominant languages on which these models are typically
trained [12]. The scarcity of high-quality training data for
these languages exacerbates the performance disparity be-
tween high- and low-resource languages [9]. Recent bench-
marks confirm that multimodal models perform very well
on English but struggle on many African languages due to
data limitations [2]. In this work, we present a novel eval-
uation of state-of-the-art MLLMs using real exam ques-
tions from WAEC and NECO standardized assessments
from West Africa, spanning visual inputs and low-resource
African languages. We assess whether these models can
read and reason over multimodal exam content in Yoruba,
Igbo, and Hausa without relying on external OCR or pre-
processing. Our findings highlight both the potential and
current limitations of MLLMs in African educational con-
texts, offering actionable insights for the development of
more inclusive and equitable AI systems.

1.1. Research Objectives

This study aims to systematically evaluate the perfor-
mance of GPT-4o, Claude-3.5 Haiku and Gemini-1.5 Pro
in natural language comprehension for African languages
by addressing the following objectives:

• Objective 1: Assess the ability of multimodal
LLMs to accurately extract and process text from
WAEC/NECO examination images.

• Objective 2: Compare performance under different
prompt languages, analyzing whether using English
vs. native-language prompts affects answer accuracy.



2. Related Works

2.1. Multimodal Large Language Models and Their
Capabilities

Multimodal large language models integrate multiple
data modalities, such as text and images, to enhance com-
prehension and reasoning [2, 13]. These models build on
advances in vision-language pre-training that combine vi-
sual encoders with language models [6,14]. State-of-the-art
MLLMs have achieved impressive performance on many
text-based visual tasks, including image captioning, docu-
ment understanding, and visual question answering. In gen-
eral, these models perform well on tasks in high-resource
languages. However, studies have shown that their effec-
tiveness diminishes significantly in low-resource languages
such as Yoruba, Igbo, and Hausa [1, 16]. For instance, the
IrokoBench evaluation found a substantial drop in GPT-4o’s
performance on African language understanding compared
to English. Similarly, a culturally diverse VQA bench-
mark [15] demonstrated that even powerful vision-language
models fail to generalize across linguistically diverse or cul-
turally unfamiliar inputs. [17] introduced M3Exam, a mul-
tilingual, multimodal exam benchmark, and reported ma-
jor performance discrepancies between high-resource and
low-resource languages. While current MLLMs can pro-
cess Latin-script inputs with high accuracy, they struggle
with the complex morphology and orthographic variations
present in many African languages [7]. This gap under-
scores that simply scaling to multimodal inputs is not suffi-
cient for broad multilingual competency.

2.2. Challenges in Multilingual NLP for Low-
Resource African Languages

The lack of training data remains a fundamental chal-
lenge in multilingual NLP research, particularly for African
languages [1]. Unlike English or other widely spoken lan-
guages, Yoruba, Igbo, and Hausa have relatively limited
corpora and annotated datasets available for training or fine-
tuning large models. This data scarcity negatively impacts
model performance on both text-only and multimodal tasks
[16]. Even large multilingual language models like XLM-
R [3] or BLOOM struggle on African languages that were
underrepresented in their training data. In addition, many
African languages have unique linguistic properties – for
example, tonal phonology and extensive use of diacritics
in Yoruba, or complex noun classes in some Bantu lan-
guages – which prove difficult for pre-trained LLMs to han-
dle. These orthographic and grammatical nuances are often
lost or misinterpreted by models not specifically adapted to
them [12]. Recent studies such as [9] highlight that vision-
language models exhibit poor understanding of culturally or
linguistically specific content, reinforcing the importance of
developing benchmarks that reflect real-world linguistic di-

versity. There have been efforts to bolster NLP for African
languages – for example, the Masakhane project’s participa-
tory approach to machine translation [10] and the creation
of language-specific models like AfriBERTa [11], but these
are text-only initiatives. Until similar resources and bench-
marks are created on the multimodal front, AI models will
continue to exhibit biases favoring high-resource languages
over under-represented ones [2,8]. Our work addresses this
gap by providing a focused evaluation on Yoruba, Igbo, and
Hausa, thereby pushing towards more inclusive multimodal
model development.

2.3. Standardized Exam Benchmarks in AI Re-
search

Standardized exams have become a widely adopted
benchmark for evaluating AI models. The structured for-
mat of exam questions—where each item follows a consis-
tent style and has a known correct answer offers a controlled
environment for assessing an AI’s reading comprehension,
reasoning, and problem-solving abilities. Several recent
studies have used exam-based benchmarks to evaluate large
language models. For example, M3Exam [17] compiles real
multilingual exam questions and shows that GPT-4o and
similar models perform well on high-resource languages
but struggle on under-represented languages. Similarly, the
MEGAVERSE benchmark [2] evaluated LLMs across 83
languages and highlighted substantial performance gaps in
low-resource linguistic settings. Our study follows a simi-
lar methodology of exam-driven evaluation but narrows the
focus specifically to structured educational content in popu-
lar Nigerian languages. By concentrating on WAEC/NECO
multiple-choice questions in Yoruba, Igbo, and Hausa, we
provide an in-depth look at model capabilities in a context
that had not been examined in prior multilingual bench-
marks. This approach also complements efforts like [4]. A
MMLU which included a broad range of subjects and some
languages: we add the dimension of image-based text un-
derstanding in an educational assessment scenario.

3. Methodology
3.1. Dataset Curation

The dataset for this study was curated from past
WAEC and NECO examination questions in Yoruba, Igbo,
Hausa, and English. We targeted multiple-choice questions
(MCQs) from recent years to ensure a representative sam-
ple of modern usage. The curation process involved several
steps:

3.1.1 Data Collection

We obtained past examination papers from students and
bookshops that sell educational materials. However, ac-



quiring exam questions for language subjects (Hausa, Igbo,
Yoruba) online proved extremely challenging, if not nearly
impossible, due to their limited availability compared to
more widely documented subjects. To ensure a sizable
dataset in each target language, we focused on examination
papers from the years 2008–2024. Table 1 below summa-
rizes the provisional composition of the dataset.

3.1.2 Question Segmentation

Each question‘ was manually cropped from scanned exam-
ination sheets to isolate it as an individual image. This en-
sured that each image contained exactly one question for
the model to answer, standardizing the input format. Only
multiple-choice questions were included to maintain a uni-
form evaluation style.

3.1.3 Answer Key Verification

Many exams came with official answer keys, which we
treated as gold-standard answers. For questions lacking of-
ficial keys (or in cases where only the exam paper was avail-
able), we consulted linguistic and subject matter experts flu-
ent in Yoruba, Igbo, or Hausa to determine the correct an-
swer. These expert-verified answers were cross-checked to
ensure accuracy.

Year English Yoruba Igbo Hausa

2008 0 20 0 0
2009 0 16 0 0
2010 0 19 0 0
2011 0 20 0 0
2012 0 17 0 0
2013 0 20 0 0
2014 0 20 0 0
2015 0 19 0 0
2016 0 20 0 0
2017 0 0 0 0
2018 29 19 0 0
2019 30 19 0 0
2020 30 19 0 0
2021 60 38 24 0
2022 60 40 45 20
2023 60 36 45 20
2024 0 36 0 36

Total 269 378 114 76

Table 1. Dataset composition by year and language. WAEC and
NECO Combined

3.2. Model Selection and Evaluation Criteria

We selected three state-of-the-art multimodal LLMs for
benchmarking: GPT-4o (OpenAI), Claude-3.5 Haiku (An-
thropic), and Gemini-1.5 pro (Google DeepMind). These
models although uneven in sizes, were chosen due to
their cutting-edge performance and diverse origins (indus-
try leaders in AI). We accessed GPT-4o, Claude-3.5 Haiku,
and Gemini-1.5 Pro via their official API endpoints, While
other emerging models (such as Mistral) could be consid-
ered, we limited our testing to these three due to time and
resource constraints. Our evaluation was based on two pri-
mary criteria:

• Answer Accuracy: The percentage of questions for
which the model’s answer matched the expert-verified
correct answer. This is a direct measure of perfor-
mance on the multiple-choice questions.

• Language-wise Performance: We compare accu-
racy across the four languages (English, Yoruba, Igbo,
Hausa) to identify any performance disparities.

3.3. Experimental Setup

We designed a uniform evaluation pipeline and prompt-
ing strategy to ensure a fair comparison between models.
Key aspects of the experimental setup are outlined below:

3.3.1 Prompting Strategy

We employed two query strategies for each question image:

1. An English-prompted query.

2. A native-language-prompted query.

In the English prompt condition, the model was in-
structed in English (e.g. “Analyze the image and answer
the question) while being given an image containing a
Yoruba/Igbo/Hausa question. In the native prompt condi-
tion, we translated the instruction into the question’s lan-
guage (Yoruba, Igbo, or Hausa) so that the model received
the prompt in the same language as the question. This al-
lows us to test whether prompting in the local language im-
proves understanding or not. Each model thus answers ev-
ery question twice: once with an English prompt and once
with a native-language prompt.

3.3.2 Prompt Template

We crafted a consistent system message for all models, em-
phasizing the task and format. Below is a simplified exam-
ple of the prompt content used (shown here in English for
brevity):

System Prompt:



“You are a knowledgeable assistant for answering
exam questions. Carefully read the question in
the image and evaluate each of the four choices.
Provide the answer by indicating the option (A,
B, C, D, or E) with the highest probability of be-
ing correct, along with probability scores for each
option in JSON format.”

User Prompt:

“Analyze the following question image and deter-
mine the correct answer (A, B, C, D, or E). Re-
spond in JSON with your probabilities for each
option.”

For native-language trials, the prompts were translated
appropriately (e.g. to Yoruba). All models were thus given a
very similar cue and format requirement, to the extent their
API allowed system instructions.

3.4. Evaluation Metric

We used a strict accuracy metric for each model’s re-
sponses. A model receives a score of 1 for a question if its
highest-probability choice matches the correct answer, and
0 otherwise. We then compute overall accuracy as well as
per-language accuracy.

The above methodology enables a controlled and fair
evaluation of each model’s ability to interpret exam images
and answer questions in multiple languages. All model out-
puts and metadata are logged for analysis.

4. Results
The evaluation results provide insights into the perfor-

mance of GPT-4o, Gemini-1.5 Pro, and Claude-3.5 Haiku
on multiple-choice exam questions in Yoruba, Hausa, Igbo,
and English. We analyze accuracy under two prompting
conditions:

1. Prompting in English.

2. Prompting in the respective African language.

We also compare the models’ performance to human
baseline scores.

4.1. Model Performance Across Languages

The Table 2 below presents the accuracy scores for each
model across different languages and prompt conditions:

4.2. Key Observations

• Higher Accuracy in English: As expected, models
performed significantly better on English-only ques-
tions, with GPT-4o achieving the highest accuracy
(90.33%), followed by Gemini-1.5 Pro (73.61%) and

Prompt GPT-4o Accuracy Gemini-1.5 Pro Accuracy Claude-3.5 Haiku Accuracy
Yoruba Exam Questions

Yoruba Prompt 32.80% (124/378) 29.63% (112/378) 26.72% (101/378)
English Prompt 31.74% (121/378) 33.86% (128/378) 25.92% (98/378)

Hausa Exam Questions
English Prompt 39.47% (30/76) 36.84% (28/76) 28.95% (22/76)
Hausa Prompt 43.42% (33/76) 44.74% (34/76) 23.68% (18/76)

English Exam Questions
English Prompt 90.33% (243/269) 73.61% (198/269) 55.39% (149/269)
Yoruba Prompt 79.55% (214/269) 72.49% (195/269) 39.03% (105/269)
Hausa Prompt 80.30% (216/269) 72.86% (196/269) 40.89% (110/269)
Igbo Prompt 81.04% (218/269) 72.12% (194/269) 36.43% (98/269)

Igbo Exam Questions
English Prompt 27.19% (31/114) 31.58% (36/114) 18.42% (21/114)
Igbo Prompt 28.95% (33/114) 35.96% (41/114) 23.68% (27/114)

Table 2. Accuracy scores for GPT-4o, Gemini, and Claude across
different languages and prompt conditions.

Claude-3.5 Haiku (55.39%). This confirms that the
models handle high-resource languages much better
than low-resource ones.

• Effect of Prompting English Questions in African
Languages: Interestingly, when English questions
were prompted in Yoruba, Hausa, and Igbo, accuracy
dropped compared to using English prompts. GPT-
4o’s accuracy dropped from 90.33% (English prompt)
to 79.55% (Yoruba prompt), 80.30% (Hausa prompt),
and 81.04% (Igbo prompt). Gemini-1.5 Pro and
Claude-3.5 Haiku showed similar trends, highlighting
how translation and linguistic context impact compre-
hension.

• Native Language Prompts Improve Accuracy: For
Yoruba, Hausa, and Igbo, prompting the model in the
native language generally resulted in higher accuracy
than when the prompt was in English. The effect was
particularly noticeable in Hausa (e.g. GPT-4o: 43.42%
Hausa-prompted vs. 39.47% English-prompted).

4.3. Comparison with Human Performance

We also compared model results with human perfor-
mance, where participants from an independent NLP com-
munity answered the same exam questions. The results are
presented in Table 3 below:

Language Human Accuracy
Hausa 68.0%
Igbo 52.3%
Yoruba 56.0%

Table 3. Comparison of human accuracy on multiple-choice exam
questions across three African languages.

Human accuracy was significantly higher than all model
performances across the three African languages, reinforc-
ing that even non-expert humans outperform state-of-the-art



AI models on structured educational tasks in Yoruba, Igbo,
and Hausa.

These results provide strong evidence of the performance
gap between AI models and human linguistic abilities, par-
ticularly in low-resource African languages.

5. Future Work
This study evaluates proprietary models from OpenAI,

Anthropic, and Google due to their state-of-the-art per-
formance and reliable API access, which allows for a
standardized evaluation pipeline under limited computa-
tional resources. However, we acknowledge that this fo-
cus limits generalizability, especially for communities rely-
ing on open-source systems. Future work will incorporate
multilingual and open-source MLLMs—such as LLaVA,
XLM-V, and Mistral-based vision-language systems—to
enable broader analysis and support reproducibility in low-
resource settings.

Future research can also build upon this work by ex-
panding and improving multimodal datasets for African lan-
guages, ensuring high-quality resources that help bridge
performance gaps. Fine-tuning LLMs on domain-specific
or culturally relevant data may further enhance reason-
ing capabilities in these languages. Another crucial direc-
tion is the development of standardized evaluation bench-
marks for African multimodal NLP, enabling more con-
sistent cross-model comparisons. Investigating OCR ac-
curacy for African scripts is equally important, as many
languages have distinctive orthographies and diacritics that
present unique challenges for vision-language systems. Fi-
nally, extending evaluation beyond Yoruba, Igbo, and Hausa
to cover more African languages would offer a richer un-
derstanding of multilingual and multicultural challenges in
NLP.
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