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Abstract

Despite significant strides in multimodal tasks,001
Multimodal Large Language Models (MLLMs)002
are plagued by the critical issue of hallucina-003
tion. The reliable detection of such hallucina-004
tions in MLLMs has, therefore, become a vital005
aspect of model evaluation and the safeguard-006
ing of practical application deployment. Prior007
research in this domain has been constrained by008
a narrow focus on singular tasks, an inadequate009
range of hallucination categories addressed,010
and a lack of detailed granularity. In response011
to these challenges, our work expands the in-012
vestigative horizons of hallucination detection.013
We present a novel meta-evaluation benchmark,014
MHaluBench, meticulously crafted to facili-015
tate the evaluation of advancements in hallu-016
cination detection methods. Additionally, we017
unveil a novel unified multimodal hallucination018
detection framework, UNIHD, which leverages019
a suite of auxiliary tools to validate the occur-020
rence of hallucinations robustly. We demon-021
strate the effectiveness of UNIHD through022
meticulous evaluation and comprehensive anal-023
ysis. We also provide strategic insights on the024
application of specific tools for addressing var-025
ious categories of hallucinations1.026

1 Introduction027

The recent emergence of MLLMs (Ho et al., 2020;028

OpenAI, 2023; Durante et al., 2024) that more029

closely mirror human cognition and learning has030

unleashed unprecedented possibilities for the fu-031

ture of artificial general intelligence (AGI). Despite032

MLLMs’ impressive abilities, they are suscepti-033

ble to generating seemingly credible content that034

contradicts input data or established world knowl-035

edge, a phenomenon termed “hallucination”(Liu036

et al., 2024; Rawte et al., 2023; Wang et al., 2023a;037

Huang et al., 2023c; Tonmoy et al., 2024). These038

hallucinations hinder the practical deployment of039

1Code and datasets will be released.

Which team does the athlete
on the right side in the below
picture belong to ?

S1[The athlete on the right side,
wearing the red uniform in the
image, belongs to the American
soccer team Club América.], S2[The
scene is filled with the excitement
of a soccer match.]

S1.1: The athlete on the right side wears the 
         red uniform.
S1.2: The athlete on the right side belongs to   
         Club América.
S1.3: Club América is the American soccer
         team.
S2.1. The scene is filled with the excitement     
         of a soccer match.

User
Query

World
Knowldge

S1[The side of a car with the
Volkswagen logo reads 'Travel
Around the World'.], S2[A man
wearing glasses and a dark coat
stands beside it.]

User
Query

S1.1: The Volkswagen logo is on the side of      
         the car.
S1.2: The side of the car reads 'Travel Around    
         the World'.
S2.1: A man is standing beside the car.
S2.2: The man wears glasses and a dark coat.

(a) Image-to-Text

Text

Detect Claims from Response Detect Claims from User Query

(b) Text-to-Image

Figure 1: Unified multimodal hallucination detection aims
to identify and detect modality-conflicting hallucinations at
various levels such as object, attribute, and scene-text, as well
as fact-conflicting hallucinations in both image-to-text and
text-to-image generation. Our benchmark emphasizes fine-
grained detection, with “S1” representing the segment and
“S1.1” and “S1.2” denoting its corresponding claims.

MLLMs and contribute to the dissemination of mis- 040

information. Consequently, detectors that could de- 041

tect multimodal hallucinations (Yang et al., 2023) 042

within responses from MLLMs are urgently needed 043

to alert users to potential risks and drive the devel- 044

opment of more reliable MLLMs. 045

Although several works (Zhou et al., 2023; Zhai 046

et al., 2023; Li et al., 2023b; Wang et al., 2023c) 047

have been conducted to evaluate or detect halluci- 048

nations from MLLMs, these efforts operate in iso- 049

lation and have certain limitations when compared 050

with the aspects illustrated in Figure 1: (1) Task 051

Singularity: Current research has primarily concen- 052

trated on specific tasks, such as image captioning 053

while neglecting that text-to-image generation, an 054

important component of AGI, also suffers from hal- 055

lucinations induced by MLLMs. (2) Limited Hal- 056

lucination Categories: Prior studies have focused 057

on identifying hallucinations at the object level, yet 058
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they fail to consider the prevalence of scene-text or059

factual inconsistencies that also frequently occur060

in MLLMs. (3) Incomplete Granularity: It would061

be more valuable to assess hallucinations at a fine-062

grained level, examining individual claims within a063

response, rather than evaluating the entire response064

holistically. Considering these constraints hinder065

rapid progress in practical hallucination detection,066

it raises the question: Can we develop a unified per-067

spective for detecting hallucinations from MLLMs?068

To further investigate this problem, we have069

broadened the concept of multimodal hallucination070

within MLLMs to a holistic framework, integrat-071

ing both image-to-text generation such as Image072

Captioning (IC) and Visual Question Answering073

(VQA), as well as text-to-image-synthesis (T2I)074

– to align with MLLMs’ capabilities of perform-075

ing varied multimodal tasks. We are committed to076

exploring a broad spectrum of hallucinatory cat-077

egories and the intricate nuances of claim-level078

hallucination through a lens that integrates both079

modality-conflicting and fact-conflicting halluci-080

nations. Based on the outlined perspectives, We081

have developed the MultiModal Hallucination De-082

tection Benchmark (MHaluBench) to assess the083

progress of unified multimodal hallucination detec-084

tors for MLLMs and embodied the data framework085

depicted in Figure 1.086

At its core, leveraging MLLMs’ inherent self-087

detection mechanisms to pinpoint diverse halluci-088

nations encounters significant hurdles. we have089

further developed a tool-augmented framework for090

unified hallucination detection, named UNIHD,091

which integrates evidence from multiple auxiliary092

tools through the following procedure: (1) Essen-093

tial Claim Extraction involves extracting the core094

claims within the generated response for image-to-095

text generation or user queries in text-to-image gen-096

eration; (2) Autonomous Tool Selection via Query097

Formulation prompts MLLMs (GPT-4/Gemini) to098

autonomously generate pertinent questions for each099

claim. These questions are crafted to determine the100

specific type of tool required for each claim and to101

establish the input for the tool’s operation; (3) Par-102

allel Tool Execution deploys a suite of specialized103

tools to operate concurrently, providing evidence104

from their outputs to reliably validate potential hal-105

lucinations; (4) Hallucination Verification with Ra-106

tionales aggregates the collected evidence to in-107

struct the underlying MLLM to judge whether the108

claim hallucinatory with rationals for explanation.109

We have conducted a thorough evaluation of110

the UNIHD framework, utilizing the underlying 111

MLLM against the MHaluBench benchmark. Our 112

findings underscore the effectiveness of our ap- 113

proach and confirm that multimodal hallucination 114

detection remains a formidable challenge. In a 115

nutshell, We conclude our contributions as: 116

• We propose a more unified problem setting for 117

hallucination detection in MLLMs, encompass- 118

ing a broad spectrum of multimodal tasks and 119

hallucination categories, thus enriching the uni- 120

fied understanding of hallucination in MLLMs. 121

• We unveil MHaluBench, a meta-evaluation 122

benchmark that encompasses various halluci- 123

nation categories and multimodal tasks. This 124

benchmark is equipped with fine-grained analyt- 125

ical features, gauging the progress of hallucina- 126

tion detectors. 127

• We introduce UNIHD, a task-agnostic, tool- 128

enhanced framework for the detection of hal- 129

lucinations in content produced by MLLMs. Our 130

extensive experiments demonstrate the efficacy 131

of this method, underscoring that MHaluBench 132

continues to be a challenging yet vital task. 133

Image-to-Text 

Text-to-Image 

...
1. whether the output text
contradicts the information
presented in the input image.
2. whether the output text
conflicts with world knowledge.

1. whether the output image
contradicts the information
presented in the input text.
2. whether the output image
conflicts with the world 
knowledge underlying the text.

Figure 2: Unified multimodal hallucination detection.

2 Preliminaries 134

We explore a unified perspective on hallucination in 135

MLLMs (illustrated in Figure 2) with the aspiration 136

of developing a unified detection framework. 137

Unified View of Multimodal Hallucination Tax- 138

onomy. A prerequisite for unified detection is the 139

coherent categorization of the principal categories 140

of hallucinations within MLLMs. Our paper su- 141

perficially examines the following Hallucination 142

Taxonomy from a unified perspective: 143

• Modality-Conflicting Hallucination. MLLMs 144

sometimes generate outputs that conflict with 145

inputs from other modalities, leading to issues 146

such as incorrect objects, attributes, or scene 147

text. An example in Figure 1 (a) includes an 148

2



Datasets
Response Purpose Granularity Hallucination Types Modality Scenario

Generated by Object Attribute Scene Text Fact Task

FactCC (Kryscinski et al., 2020) Synthetic Check. Sentence ✔ Text Text2Text
QAGS (Wang et al., 2020) Model Check. Summary ✔ Text Text2Text
HaluEval (Li et al., 2023a) ChatGPT Det. Response ✔ Text Text2Text
POPE (Li et al., 2023b) - Eval. Response ✔ Multi. Image2Text
HaELM (Wang et al., 2023c) - Det. Response Multi. Image2Text
AMBER (Wang et al., 2023b) - Eval. Response ✔ ✔ Multi. Image2Text

MHaluBench (Ours) MMLMs Det. Res.,Seg.,Claim ✔ ✔ ✔ ✔ Multi. Image2Text/Text2Image

Table 1: A comparison of benchmarks w.r.t existing fact-checking or hallucination evaluation. “Check.” indicates verifying
factual consistency, “Eval.” denotes evaluating hallucinations generated by different LLMs, and its response is based on different
LLMs under test, while “Det.” embodies the evaluation of a detector’s capability in identifying hallucinations.

MLLM inaccurately describing an athlete’s uni-149

form color, showcasing an attribute-level conflict150

due to MLLMs’ limited ability to achieve fine-151

grained text-image alignment.152

• Fact-Conflicting Hallucination. Outputs from153

MLLMs may contradict established factual154

knowledge. Image-to-text models can generate155

narratives that stray from the actual content by in-156

corporating irrelevant facts, while text-to-image157

models may produce visuals that fail to reflect158

the factual knowledge contained in text prompts.159

These discrepancies underline the struggle of160

MLLMs to maintain factual consistency, repre-161

senting a significant challenge in the domain.162

Unified Detection Problem Formulation. Uni-163

fied detection of multimodal hallucination necessi-164

tates the check of each image-text pair a = {v, x},165

wherein v denotes either the visual input provided166

to an MLLM, or the visual output synthetic by it.167

Correspondingly, x signifies the MLLM’s gener-168

ated textual response based on the v or the tex-169

tual user query for synthesizing v. Within this170

task, each x may contain multiple claims, de-171

noted as {ci}i=1···n. The objective for hallucina-172

tion detectors is to assess each claim from a to173

determine whether it is “hallucinatory” or “non-174

hallucinatory”, providing a rationale for their judg-175

ments based on the provided definition of halluci-176

nation. Text hallucination detection from LLMs177

denotes a sub-case in this setting, where v is null.178

3 Construction of MHaluBench179

To facilitate research in this area, we introduce the180

meta-evaluation benchmark MHaluBench, which181

encompasses the content from image-to-text and182

text-to-image generation, aiming to rigorously as-183

sess the advancements in multimodal hallucina-184

tion detectors. Our benchmark has been metic-185

ulously curated to include a balanced distribu-186

tion of instances across three pivotal tasks, which187

encompasses 200 exemplars for the task of IC188

200 for VQA, and an additional 220 dedicated 189

to Text-to-Image Generation. The comparison of 190

MHaluBench with other benchmarks is detailed in 191

Table 1 and the statistical details are provided in 192

Figure 3 and Figure 4. 193

3.1 Hallucinatory Example Collection 194

Image-to-Text Generation. We focus on IC and 195

VQA tasks, drawing samples from the MS-COCO 196

2014 validation set (Lin et al., 2014) and the 197

TextVQA test set (Singh et al., 2019). We com- 198

pile generative outputs from mPLUG (Ye et al., 199

2023), LLaVA (Liu et al., 2023c), and MiniGPT- 200

4 (Zhu et al., 2023) to form the core dataset for 201

MHaluBench. These models are representative of 202

current leading MLLMs, characterized by their di- 203

verse content generation capabilities and a notable 204

presence of hallucinations, as depicted in Figure 8. 205

Text-to-Image Generation. We source initial 206

captions from DrawBench (Saharia et al., 2022) 207

and T2I-CompBench (Huang et al., 2023a). These 208

captions are augmented through ChatGPT to in- 209

clude more specific information such as objects, 210

attributes, and factual details, among others. The re- 211

fined caption guides the DALL-E 2 (Ramesh et al., 212

2022) and DALL-E 3 model (Betker et al., 2023) 213

in producing visually detailed images. 214

3.2 Segment and Claim Extraction 215

Beyond evaluating overall responses, we introduce 216

segmentation at both the segment and claim levels 217

for a multi-granular assessment of hallucinations, 218

enabling more precise feedback to improve model 219

performance (Lightman et al., 2023). We leverage 220

ChatGPT’s advanced instruction-following ability 221

to extract detailed segments and related claims. 222

For image-to-text tasks, we split and extract the 223

model’s textual output into segments and claims; 224

for text-to-image cases, we break down user queries 225

into fundamental intent concepts, which are subse- 226

quently regarded as claims. 227
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Figure 3: Claim-Level data statistics of MHaluBench.

3.3 Human Annotation and Agreement.228

Our annotation criteria evaluate whether image-229

to-text output conflicts with the input image or230

world knowledge and whether text-to-image visu-231

als conflict with claims or world knowledge. Ex-232

tracted claims are labeled as hallucinatory or non-233

hallucinatory, with a segment deemed hallucina-234

tory if it contains any such claim; otherwise, it is235

labeled non-hallucinatory. An entire response is236

labeled hallucinatory if it includes even one hal-237

lucinatory segment. We allocate the dataset uni-238

formly across three annotators with graduate-level239

qualifications for independent categorization. De-240

cisions in uncertain cases were initially held by241

individual annotators and later resolved by major-242

ity rule. Inter-annotator reliability, measured by243

Fleiss’s Kappa (κ), shows significant agreement244

(κ = 0.855) in a random subset of 100 annotations,245

indicating a high level of concordance within the246

range 0.80 ≤ κ ≤ 1.00.247

4 UNIHD: Unified Hallucination248

Detection Framework for MLLMs249

We present UNIHD in Figure 5 and follow. The250

specific prompts are listed in Appendix A251

4.1 Essential Claim Extraction252

To identify fine-grained hallucinations within the253

response, claim extraction is a prerequisite. Fol-254

lowing the procedure in §3.2, we employ the ad-255

vanced instruction-following abilities of MLLMs256

for efficient claim extraction. Specifically, GPT-257

4V/Gemini is adopted as the base LLM to effi-258

ciently derive verifiable claims from the outputs259

of image-to-text models (extracting each response260

into individual claims) and text-to-image models261

(deconstructing user queries into distinct claims) 2.262

2In subsequent experiments, our framework builds upon
the pre-annotated claims available in MHaluBench, and the
claim extraction is only necessary in the open-domain setting.

0 20 40 60 80 100

Image-to-Text

Text-to-Image

Proportion (%)

Object Attribute Scene-text Fact

Figure 4: Distribution of hallucination categories within
hallucination-labeled claims of MHaluBench.

4.2 Autonomous Tool Selection Via Query 263

Formulation 264

After extracting essential claims from the input 265

image-text pair a = {v, x}, the challenge of 266

hallucination detection is to aptly match each 267

claim with appropriate aspect-oriented tools. We 268

approach this issue by assessing whether the 269

underlying MLLMs can generate pertinent queries 270

for a given set of claims {ci}i=1···n to provide 271

relevant input to the specific aspect-oriented tool. 272

To facilitate this, we prompt underlying MLLMs 273

like GPT-4V/Gemini to autonomously formulate 274

meaningful queries. Demonstrated in Figure 5, this 275

module yields custom queries for each claim, or 276

“none” when a tool is unnecessary. For example, 277

the framework determines that claim1 calls for the 278

attribute-oriented question “What color is 279

the uniform of the athlete on the 280

right side?” and the object-oriented inquiry 281

“[‘athlete’, ‘uniform’]”, bypassing the need 282

for scene-text and fact-oriented tools. 283

4.3 Parallel Tool Execution 284

Leveraging queries autonomously generated from 285

various perspectives, we simultaneously deploy 286

these tools in response to the queries, gathering 287

a comprehensive array of insights to underpin the 288

verification of hallucinations. The specific tools 289

employed in our framework are detailed below, se- 290

lected for their ability to effectively address a wide 291

range of multimodal hallucination scenarios: 292

• Object-oriented tool: We employ the open-set 293

object detection model Grounding DINO (Liu 294

et al., 2023d) for capturing visual object infor- 295

mation, crucial for detecting object-level hallu- 296

cinations. For instance, inputting “[‘athlete’, 297

‘uniform’]” prompts the model to return two 298

uniform objects and two athlete objects, along 299

with their normalized location coordinates. 300

• Attribute-Oriented Tool: Dealing with attributes 301

such as positions, colors, and actions, we harness 302

underlying MLLMs (such as GPT-4V and Gem- 303
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S1[The athlete on the right side,
wearing the red uniform in the image,
belongs to the American soccer team
Club América.], S2[The scene is filled
with the excitement of a soccer
match.]

S1[The side of a car with the
Volkswagen logo reads 'Travel
Around the World'.], S2[A man
wearing glasses and a dark coat
stands beside it.]

Prompt: Describe
the above image.

  Claim Extraction
claim1: The athlete on the right side
wears the red uniform.
claim2: The athlete on the right side
belongs to Club América.
claim3: Club América is the American
soccer team.
claim4: The scene is filled with the
excitement of a soccer match.

Objcet: {'claim1': ['athlete', 'uniform'], 'claim2':
['athlete'], 'claim3': ['none'], 'claim4':['none']} 
Attribute: {'claim1': ["What color is the uniform
of the athlete on the right side?'], 'claim2':
['none'], 'claim3' ['none'], 'claim4': ['none']}
Scene-text: {'claim1': ['none'], 'claim2': ["What is
written on the athlete's uniform on the right side?"],
'claim3': ['none']}
Fact: {'claim1': ['none'], 'claim2': ['none'], 'claim3':
['What is Club América?', 'Is Club América an
American soccer team?']}

 Hallucination Verification with Rationales

 [     ...] Parallel Tool Execution  

Object detection evidecne:
uniform [0.077, 0.179, 0.355, 0.705]
uniform [0.304, 0.333, 0.888, 0.809]
athlete [0.072, 0.036, 0.481, 0.931]
athlete [0.153, 0.199, 0.977, 0.924]
Attribute detection evidence:
1. The athlete on the right side wearing 
    white uniform.
Scene text recognition evidence:
DALLAS [0.447, 0.525, 0.533, 0.661]
Panasonic [0.392, 0.161, 1.0, 0.322]
Search engine returned evidence:
1. Club América: Soccer club
2. Club América is a professional football 
    club based in Mexico City.  Nicknamed   
    Las Águilas, it competes in Liga MX,  
    the top tier of Mexican football. ....

  Claim Extraction

Instruction:
<Task Role Description>
<Explanation of the Hallucination Types>
<Structured Tool Outputs>
Input: <Image and Corresponding Claim List>

       Output:
  [{"claim1":"hallucination","reason":"The object detection expert
model identified two athletes, with the athlete on the right
wearing white uniform, and the athlete on the left wearing red
uniform. Therefore, there's a hallucination."},
{"claim2":"hallucination","reason":"The scene text on the  
uniform of the athlete on the right indicates the team he belong
to. Based on ......, he should belong to the DALLAS team not
Club América. Therefore, there's a hallucination."},  {"claim3":
"hallucination", "reason":...}, {"claim4":"non-hallucination", ...}]
    

Im
ag

e-
to

-T
ex

t
Text-to-Im

age

Objcet: {'claim1': ['car'], 'claim2': ['car'], 'claim3':
['man', 'car'], 'claim4': ['man', 'glasses', 'coat']}
Attribute: {'claim1': ['none'], 'claim2': ['none'],
'claim3': ['Is there a man standing beside the car?'],
'claim4': ["What color is the man's coat?"]}
Scene-text:  {'claim1': ['none'], 'claim2': ['What
does the side of the car read?'], 'claim3': ['none'],
'claim4': ['none']}
Fact: {'claim1': ['The design of the Volkswagen
logo','Volkswagen logo'], 'claim2': ['none'], 'claim3':
['none'], 'claim4': ['none']}

Object detection evidecne:
man [0.111, 0.05, 0.438, 0.998]
coat [0.121, 0.26, 0.439, 0.87]
car [0.36, 0.0, 0.999, 0.999]
Attribute detection evidence:
1: There is a man standing beside the car.
2: The man's coat appears to be dark gray.
Scene text recognition evidence:
TRAVEL [0.578, 0.322, 0.902, 0.409]
WORRLD [0.613, 0.725, 0.884, 0.818]
AROUND [0.655, 0.413, 0.809, 0.448]
YOURD [0.684, 0.634, 0.801, 0.673]
THE [0.705, 0.699, 0.754, 0.721]
Search engine returned evidence:
1. The Volkswagen logo is based on the
combination of two letters, "V" and "W,"
which represent the German words "Volks"
and "Wagen," meaning "people\'s car"...

Hallucination Verification with Rationales
Instruction:
<Task Role Description>
<Explanation of the Hallucination Types>
<Structured Tool Outputs>
Input: <Image and Corresponding Claim List>

       Output:
  [{"claim1": "hallucination", "reason": "No sufficient detail to
confirm if the depicted logo is the Volkswagen logo with its
specific characteristics such as the 'V' over the 'W' and the color
scheme......}, {"claim2":"hallucination", "reason": "The side of the
car reads 'TRAVEL AROUND YOURD THE WORRLD' instead
of 'Travel Around the World'. There are spelling errors in 'YOURD'
and......,{"claim3": "non-hallucination", "reason": "......"},
{"claim4": "hallucination", "reason": " While there is no
information on the man wearing glasses......"}]
    

claim1: The Volkswagen logo is on the
side of the car.
claim2: The side of the car reads 'Travel
Around the World'. 
claim3: A man is standing beside the car. 
claim4: The man wears glasses and a
dark coat.

c c

Autonomous Tool Selection Via Query Formulation

Figure 5: The specific illustration of UNIHD for unified multimodal hallucination detection.

ini) to answer the specific attribute-level ques-304

tions. These responses are leveraged for halluci-305

nation verification within the same MLLMs, mir-306

roring a self-reflect akin to (Shinn et al., 2023).307

• Scene-Text-Oriented Tool: Should the gener-308

ated questions for scene text not be exclusively309

“none”, we then invoke MAERec (Jiang et al.,310

2023) as our scene-text detection tool, which is311

capable of identifying scene text within images312

along with their corresponding normalized four-313

dimensional coordinates.314

• Fact-Oriented Tool: To validate conflicting fac-315

tual hallucinations, we harness the Serper Google316

Search API to perform web searches using spe-317

cific fact-based questions. By extracting and scru-318

tinizing the top results, we obtain a range of snip-319

pets from the API’s responses for analysis.320

Moreover, UNIHD is tool-agnostic, facilitating the321

seamless integration of emerging tools and detec-322

tion strategies to amass tool knowledge, thereby323

bolstering the process of hallucination verification.324

325
4.4 Hallucination Verification with Rationales326

In the concluding phase of our process, we subject327

each claim, denoted as ci, to a binary prediction328

to ascertain its hallucinatory status. Claims are329

categorized as either HALLUCINATORY or NON-330

HALLUCINATORY based on the level of evidence 331

support. To accomplish this, we aggregate the col- 332

lected evidence from tools with the original image 333

and its corresponding claim list3 into a comprehen- 334

sive prompt. Subsequently, we instruct our chosen 335

MLLM (GPT-4V or Gemini) to assess each claim’s 336

hallucinatory potential. In doing so, the MLLM 337

also generates insightful explanations to elucidate 338

the rationale behind its judgment. 339

5 Experiment 340

5.1 Experimental Settings 341

Baselines. We compare UNIHD with two base- 342

lines, Self-Check (2-shot)4 and Self-Check (0- 343

shot) based on CoT (Wei et al., 2022), which as- 344

sess the capability of the underlying MLLM to 345

identify hallucinations without external knowledge 346

and have shown effectiveness across other various 347

tasks (Chern et al., 2023; Xie et al., 2023). We 348

prompt GPT-4V (gpt-4-vision-preview) 349

and Gemini (Pro Vision) to recognize fine-grained 350

3Note that the set a = {v, x}, corresponding to the list of
claims, is input into the detectors in a single batch. This oper-
ation allows the detectors to capture contextual information
while also enhancing efficiency.

4Self-Check (2-shot) utilize two complete demonstrations
based on a = {v, x} rather than only two claims.
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Tasks LLMs Methods Levels
Hallucinatory Non-Hallucinatory Average

P R F1 P R F1 Acc. P R Mac.F1

Image-to-Text

Gemini

Self-Check (0-shot)
Claim 83.17 42.15 55.95 55.64 89.48 68.61 63.34 69.41 65.82 62.28

Segment 89.30 47.71 62.19 43.76 87.68 58.38 60.38 66.53 67.69 60.29

Self-Check (2-shot)
Claim 84.24 66.75 74.48 67.35 84.60 75.00 74.74 75.80 75.68 74.74

Segment 90.44 71.08 79.60 57.35 83.80 68.10 75.11 73.89 77.44 73.85

UNIHD Claim 84.44 72.44 77.98 71.08 83.54 76.80 77.41 77.76 77.99 77.39
Segment 88.77 78.76 83.46 63.17 78.52 70.02 78.68 75.97 78.64 76.74

GPT-4v

Self-Check (0-shot)
Claim 79.37 74.17 76.68 70.52 76.22 73.26 75.09 74.94 75.19 74.97

Segment 84.78 80.07 82.35 61.64 69.01 65.12 76.56 73.21 74.54 73.73

Self-Check (2-shot)
Claim 82.00 79.98 80.98 76.04 78.35 77.18 79.25 79.02 79.16 79.08

Segment 86.54 85.13 85.83 69.05 71.48 70.24 80.80 77.80 78.30 78.04

UNIHD Claim 82.54 85.29 83.89 81.08 77.74 79.38 81.91 81.81 81.52 81.63
Segment 87.03 91.01 88.98 78.52 70.77 74.44 84.60 82.77 80.89 81.71

Text-to-Image

Gemini

Self-Check (0-shot)
Claim 73.85 24.62 36.92 55.45 91.50 69.06 58.48 64.65 58.06 52.99

Segment 87.27 30.00 44.65 32.53 88.52 47.58 46.15 59.90 59.26 46.11

Self-Check (2-shot)
Claim 85.37 53.85 66.04 66.91 91.00 77.12 72.66 76.14 72.42 71.58

Segment 91.67 61.88 73.88 46.02 85.25 59.77 68.33 68.84 73.56 66.83

UNIHD Claim 85.71 61.54 71.64 70.59 90.00 79.12 75.95 78.15 75.77 75.38
Segment 93.28 69.37 79.57 51.96 86.89 65.03 74.21 72.62 78.13 72.30

GPT-4v

Self-Check (0-shot)
Claim 88.55 59.49 71.17 70.08 92.50 79.74 76.20 79.31 75.99 75.45

Segment 93.69 65.00 76.75 49.09 88.52 63.16 71.49 71.39 76.76 69.96

Self-Check (2-shot)
Claim 84.39 74.87 79.35 77.93 86.50 81.99 80.76 81.16 80.69 80.67

Segment 89.63 75.62 82.03 54.65 77.05 63.95 76.02 72.14 76.34 72.99

UNIHD Claim 84.92 86.67 85.79 86.73 85.00 85.86 85.82 85.83 85.83 85.82
Segment 91.25 91.25 91.25 77.05 77.05 77.05 87.33 84.15 84.15 84.15

Table 2: Experimental results of UNIHD powered by Gemini and GPT-4V on Image-to-Text and Text-to-Image
Generation. The default F1 score is Micro-F1, whereas Mac.F1 represents the Macro-F1 score.

hallucinations and explain the reasoning behind351

this determination.352

Evaluation Perspective. We compute the re-353

call, precision, and Micro-F1 metrics individually354

for both hallucinatory and non-hallucinatory cate-355

gories. Additionally, we assess the overall perfor-356

mance by measuring the average Macro-F1 scores357

at the claim and segment levels. We categorize358

a segment as non-hallucinatory only if all associ-359

ated claims are classified as non-hallucinatory; it is360

deemed hallucinatory if any associated claims do361

not meet this criterion.362

5.2 Evaluation Results363

MHaluBench poses a challenging benchmark364

for multimodal hallucination detection. The365

segment-level and response-level outcomes are pre-366

sented in Table 2. Even though all hallucinatory367

instances in MHaluBench are obtained from open-368

source MLLMs’ outputs rather than being gener-369

ated by GPT-4V/Gemini itself, it is noteworthy that370

the majority of detectors achieve an overall Macro-371

F1 score ranging between 70%-80%, exhibiting372

subpar performance on MHaluBench.373

GPT-4V surpasses Gemini as the detector base.374

GPT-4V-powered detectors consistently outper-375

form Gemini counterparts, achieving higher Macro-376

F1 scores, especially in the text-to-image genera-377
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Self-Check (2-shot) UNIHD

Figure 6: Comparative analysis to examine the augmen-
tation in detection capabilities provided by specific tools
on samples labeled with hallucinations. The x-axis la-
bels “O”, “A”, “S” and “F” refer to object, attribute,
scene-text, and fact, respectively.

tion. For instance, Self-Check (0-shot) using GPT- 378

4V achieves a claim-level Macro-F1 of 72.82, sig- 379

nificantly surpassing Gemini’s Macro-F1 score of 380

52.98. However, Gemini-powered detectors exhibit 381

better performance in non-hallucinatory categories 382

for image-to-text tasks, indicating a potential bias 383

towards reduced sensitivity to hallucinations. 384

UNIHD Empowered by GPT-4V: Superior De- 385

tection Across the Board. Table 2 demonstrates 386

that UNIHD, leveraging GPT-4V, consistently out- 387

performs other baseline detectors in image-to-text 388

and text-to-image tasks. Despite the Self-Check 389
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EasyDetect Output:
  [ ..., {"claim3":"hallucination","reason":"According
to the external knowledge, Fanta originated in Germany,
not America, during World War II. Therefore, there's a
hallucination.."}, ... ]

Self-Check(2-shot) Output:
[ ..., {"claim3":"hallucination","reason":"The origin of Fanta being in America during World
War II cannot be verified through visual information in the image.", ...} ]

Comparison of Explanation Reasonability 

object detection evidence: 
skateboard [0.461, 0.415, 0.523, 0.554]
bicycle [0.76, 0.305, 0.987, 0.548]
skateboarder [0.355, 0.09, 0.569, 0.552]
water fountain [0.002, 0.845, 0.141, 0.982]
cement ramp [0.231, 0.511, 0.997, 0.996]
man [0.819, 0.134, 0.983, 0.534]
attribute detection evidence: ......
scene text recognition evidence: none
search engine returned evidence: non

Output:
[ { "claim6": "non-hallucination", 
    "reason": The object detection expert model has detected a water fountain, which
matches the visual information in the image.." }]

wrong prediction 

object detection evidence: 
car [0.001, 0.001, 0.999, 0.999]
attribute detection evidence: none
scene text recognition evidence:
POLICA  [0.156, 0.41, 0.855, 0.669]
POLICA MILITAR  [0.178, 0.585, 0.862, 0.774]
search engine returned evidence: none

Here is the claim list:
["claim1": "A police car has "POLICIA
MILITAR" written on the back."]

Output:
wrong prediction 

correct prediction 

Image-to-Text
User Query: What soda is painted on this building?
Here is the claim list:
["claim1": "The soda painted on the building is Fanta", "claim2": "Fanta is a fruit-
flavored carbonated soft drink.", "claim3": "Fanta originated in America during World
War.", "claim4": Fanta's origin was due to limited Coca-Cola availability]

EasyDetect Output:
  [{"claim1":"hallucination","reason":"The object
detection model has detected five bikes in the image,
not three as stated in the claim. Therefore, there's a
hallucination."}, ...]

Self-Check(2-shot) Output:
[ {"claim1":"hallucination","reason":"There are more than three bikes parked in the image.
Therefore, there's a hallucination.", ...} ]

User Query: Three bikes parked outside a local restaurant establishment.

Here is the claim list:
["claim1": "There are three bikes parked.", 
 "claim2": "The bikes are outside a local restaurant."]

Text-to-Image

correct prediction 

[ { "claim1": "non-hallucination", 
    "reason": "The object detection model has identified a car in the image. According to
the detection results of the scene text expert model, the text reads 'POLICA' and 'POLICA
MILITAR', which is consistent with the claim that a police car has 'POLICIA MILITAR'
written on the back. There is a typographical difference where 'POLICA' should be
'POLICIA', but the word 'MILITAR' confirms the intended label on the car. Therefore,
there's no hallucination." }]

Here is the claim list:
["claim1": "A skateboarder is performing a jump off a cement ramp.",
   ......
"claim6": "There is a water fountain nearby."]

UniHD (a) UniHD (b)

Figure 7: Case Study. The upper section depicts two exemplary cases where both UNIHD and Self-Check (2-shot)
arrive at correct judgments, with a comparative demonstration of UNIHD providing explanations of superior
reasonability. UNIHD (a) reveals a failure case where the tool presents erroneous evidence, leading to an incorrect
verification outcome. Conversely, UNIHD (b) highlights a scenario where, despite the tool offering valid and correct
evidence, GPT-4V persists in its original stance, resulting in a flawed verification.

(2-shot) showcasing GPT-4V and Gemini’s robust390

in-context learning, UNIHD markedly exceeds its391

performance, emphasizing the benefits of integrat-392

ing external tools for more robust evidence verifi-393

cation and reliable hallucination detection.394

5.3 Analysis395

Which Type of Hallucination Can Benefit the396

Most from Tool Enhancement? Figure 6 shows397

that UNIHD enhances the detection of scene text398

and factual hallucinations over Self-Check (2-399

shot), suggesting that GPT-4V or Gemini’s inherent400

limitations make the evidence provided by the tool401

especially valuable. However, UNIHD exhibits402

minimal improvement in identifying attribute-403

level hallucinations, potentially attributed to a404

lack of specialized tools for direct attribute detec-405

tion, with self-reflection methods based on GPT-406

4V/Gemini proving to be relatively weak.407

Explanation Reasonability of UNIHD. As408

shown in the upper portion of Figure 7, both the409

fact-level hallucination “Fanta originated in Amer-410

ica during World War.” and the object-level hal- 411

lucination “There are three bikes parked.” are 412

accurately identified by Self-Check (2-shot) and 413

UNIHD. Comparative analysis reveals that UNIHD 414

excels in synthesizing evidence to provide a more 415

credible and compelling rationale. 416

Failure Analysis of UNIHD. As shown in the 417

lower part of Figure 7, we present two instances 418

where UNIHD exhibits limitations. The left case 419

demonstrates situations where the tool either gen- 420

erates incorrect evidence or fails to provide useful 421

information, leading to erroneous judgments by the 422

MLLM. On the right, we observe cases where the 423

MLLM maintains its initial bias despite receiving 424

accurate evidence, resulting in incorrect decisions. 425

These scenarios highlight areas for further research 426

to enhance tool accuracy and to develop MLLMs 427

dedicated to better hallucination detection. 428

Text-to-Image Hallucination vs. Image-to-Text 429

Hallucination: Which is Easier to Detect? 430

Both baselines and the GPT-4V-enhanced UNIHD 431
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Figure 8: Comparison of claim-level hallucination ratios
across MLLMs. We randomly select a set of 20 prompts
from MHaluBench for each of the IC, VQA, and T2I.
Responses for these prompts are generated by each of
the evaluated MLLMs.

show significantly improved performance in identi-432

fying hallucinations in text-to-image content over433

image-to-text content. This can be traced back434

to the structured nature of manually written user435

queries for text-to-image tasks, which yield more436

uniform images. while image-to-text confronts437

the complexity of natural images with background438

noise and content generated by MLLMs, charac-439

terized by greater diversity and fewer constraints.440

Consequently, it is intuitively easier to detect dis-441

crepancies between text and corresponding images442

in text-to-image tasks.443

Explore UNIHD to Evaluate Hallucination of444

Modern MLLMs. We designate UNIHD pow-445

ered by GPT-4V as the golden detector to assess446

the frequency of hallucinations in MLLMs, in-447

cluding GPT-4V, and Gemini, among others. The448

findings illustrated in Figure 8 indicate that (1)449

GPT-4V exhibits the lowest claim-level hallucina-450

tion ratio across most tested conditions, and (2)451

the hallucination-based ranking of these MLLMs452

is generally in agreement with established leader-453

boards and human evaluation, demonstrating the454

potential of UNIHD for evaluating hallucinations.455

6 Related Work456

6.1 Hallucinations in MLLM457

The advent of MLLMs (OpenAI, 2023; Liu et al.,458

2023c; Ye et al., 2023; Zhu et al., 2023) has high-459

lighted the issue of hallucination (Zhang et al.,460

2023; Huang et al., 2023b; Rawte et al., 2023; Ji461

et al., 2023; Yin et al., 2023), a crucial concern462

impacting their dependability. Previous research463

has primarily focused on three areas: evaluating (Li464

et al., 2023b; Liu et al., 2023a), detecting (Wang465

et al., 2023c; Yang et al., 2023), and mitigating hal- 466

lucinations (Liu et al., 2023b; Huang et al., 2023c; 467

Semnani et al., 2023). In a complementary effort, 468

HaELM Wang et al. (2023c) scrutinizes the chal- 469

lenges associated with POPE (Li et al., 2023b) and 470

suggests training a model based on simulated hal- 471

lucination samples for detecting multimodal hallu- 472

cinations. Diverging from prior efforts, this paper 473

addresses a broader problem scope for hallucina- 474

tion detection, introducing a unified multimodal 475

hallucination detection framework, UNIHD, along 476

with meta-evaluation benchmarks, MHaluBench. 477

6.2 Harnessing Tool Resources for LLMs 478

Addressing the limitations of LLMs (Chen, 2023) 479

due to their pre-training confinement, researchers 480

have explored augmenting them with resources 481

like knowledge bases, search engines, and exter- 482

nal models, to expand their functionality. Notably, 483

Schick et al. (2023); Hao et al. (2023); Qiao et al. 484

(2023) have developed models that leverage exter- 485

nal tools to improve performance in downstream 486

tasks. More recently, Shen et al. (2023); Liang et al. 487

(2023) has unveiled frameworks integrating LLMs 488

with diverse AI models to tackle complex chal- 489

lenges. Building on this, researchers (Peng et al., 490

2023; Chen et al., 2024) have examined the utiliza- 491

tion of external knowledge to mitigate or evaluate 492

hallucinations in LLMs. Adapting these enhance- 493

ments for MLLMs introduces unique challenges, 494

necessitating the selection of appropriate tools for 495

effective oversight. Our research focuses on au- 496

tomating the selection of functionally diverse tools 497

to enhance multimodal hallucination detection. 498

7 Conclusion 499

We introduce a unified problem formulation for 500

multimodal hallucination detection that encom- 501

passes a diverse range of multimodal tasks and 502

hallucination types. A fine-grained benchmark 503

dataset, MHaluBench, is also proposed to pro- 504

mote this challenging direction. Alongside this, we 505

present the unified hallucination detection frame- 506

work, UNIHD, capable of autonomously select- 507

ing external tools with capturing pertinent knowl- 508

edge to support hallucination verification with ra- 509

tionales. Our experimental results indicate that 510

UNIHD achieves better performance across both 511

image-to-text and text-to-image generation tasks, 512

confirming its universality and efficacy. 513
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Limitations514

This paper focuses on constructing a unified hallu-515

cination detection framework for MLLMs, dubbed516

UNIHD. Despite the best efforts, our paper still517

have some limitations.518

The Scope of Multimodal Tasks. This paper519

primarily addresses the detection of multimodal520

hallucinations from a unified perspective, with a521

focus on image-to-text tasks (such as Image Cap-522

tioning and VQA) and text-to-image generation523

tasks. Nonetheless, it is important to recognize that524

our framework does not yet encompass other mul-525

timodal tasks, such as video captioning, which are526

also susceptible to hallucinations. Moving forward,527

we aim to explore the possibilities of incorporating528

these additional domains into our UNIHD.529

Limitations of Closed-Source MLLM Pricing530

and Inference Speed. Our UNIHD is primarily531

built upon powerful closed-source models as the532

foundation. However, closed-source models (Liu533

et al., 2023c; Zhu et al., 2023; Ye et al., 2023;534

Bai et al., 2023) often come with a cost, which535

introduces operational expenses. Additionally, our536

UNIHD relies on several external tools to provide537

evidence for enhanced illusion verification, result-538

ing in additional inference time. In the future, we539

will further explore training open-source dedicated540

illusion detection models with the tool to further541

improve effectiveness and reduce costs.542

The Scope of Hallucination Categories. In our543

commitment to developing a comprehensive hal-544

lucination detection framework, referred to as545

UNIHD, for MLLMs, we have made efforts to in-546

corporate various prevalent hallucination categories547

within MHaluBench and UNIHD, including object,548

attribute, scene-text, and factual aspects, among549

others. However, it is important to acknowledge550

that there are additional categories of hallucinations551

that have not been covered in our framework, as dis-552

cussed in the existing literature (Zhang et al., 2023;553

Wang et al., 2023a; Mishra et al., 2024; Huang554

et al., 2023b; Rawte et al., 2023) . Moving for-555

ward, our research will expand its scope to adopt a556

unified approach towards a wider range of halluci-557

nation categories, to strengthen the robustness of558

our detection mechanisms.559

Preliminary Attempts at Tool Utilization. In560

our early endeavors, we have configured a ded-561

icated tool for detecting a specific type of hal-562

lucination, exemplified by the assignment of the 563

Grounded DINO model as the object detection tool 564

of choice. However, it should be acknowledged 565

that the current selection of tools may not repre- 566

sent the optimum choice. It remains imperative to 567

rigorously explore which SOTA object detection 568

models are best suited for the task of multimodal 569

hallucination detection. This necessitates an ex- 570

tensive evaluation of available models to pinpoint 571

the most effective tool that aligns with the nuances 572

and complexities of our multimodal detection ob- 573

jectives. 574
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SYSTEM:
You are a brilliant object extractor.

USER:
Given a list of claim, extract the objects from each claim for me.
Extract the common objects and summarize them as general categories without repetition,
merge essentially similar objects.
Avoid extracting hypernyms, keep hyponyms!
Avoid extracting abstract or non-specific objects.
Extract object in the singular form.
Output all the extracted types of items separate each object type with a period.
If there is nothing to output, then output a single "none".
YOU MUST TO DISREGARD OBJECT WORDS THAT ARE NOT NATURAL OBJECTS,
SUCH AS SCENES, AREA, SKY, GROUND, WORDS, ATMOSPHERES, COUNTRIES,
NAMES, AND PLACES.IF THERE ARE NO NATURAL objects IN THE SENTENCE,
RETURN ’none’.
YOU MUST RETURN THE RESULTS IN A DICTIONARY ACCORDING TO THE GIVEN
ORDER OF THE LIST OF CLAIMS.
You MUST only respond in the format as described below. DO NOT RESPOND WITH
ANYTHING ELSE.
response format: {{"claim1":"object1.object2.object3","claim2":"none","claim3":"object1.object2",
...}}

Here are three examples:
claim list:
claim1: The image depicts a man laying on the ground.
claim2: The man is next to a motorcycle.
claim3: The sun is shining upon the ground.
claim4: The light is very bright.
output:
{{"claim1":"man","claim2":"man.motorcycle","claim3":"none", "claim4":"none"}}

claim list:
claim1: The image shows a device.
claim2: The device has the words S̈amsung.̈
claim3: Samsung is a Korean company.
output:
{{"claim1":"device","claim2":"device", "claim3":"none"}}

claim list:
claim1: A man wears a green shirt.
claim2: The man’s face is beaming with a smile.
claim3: The image shows the man in high spirits.
output:
{{"claim1":"man.shirt","claim2":"man","claim3":"man"}}

Now complete your output with following the above rules.
claim list:
{claims}
output:

Table 3: Prompt template of query formulation (object-level) for image-to-text generation.
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SYSTEM:
You are a brilliant question generator.

USER:
Given a list of claim and some objects(each object is connected by a period), you’re required to
generate questions about attributes of the given objects.
The generated questions may involve basic attributes such as colors, actions and position
mentioned in the claim.
Do not ask questions involving object counts or the existence of object. Do not ask questions
involving scene text.
When asking questions about attributes, try to ask simple questions that only involve one object.
Ask questions that can be easily decided visually. Do not ask questions that require complex
reasoning.
Do not ask semantically similar questions. Do not ask questions only about scenes or places.
Do not ask questions about uncertain or conjecture parts of the claim, for example, the parts
described with "maybe" or "likely", etc.
It is no need to cover all the specified objects. If there is no question to ask, simply output
’none’.
YOU MUST RETURN THE RESULTS IN A DICTIONARY ACCORDING TO THE GIVEN
ORDER OF THE LIST OF CLAIMS.
You MUST only respond in the format as described below. DO NOT RESPOND WITH
ANYTHING ELSE.

response format: {{"claim1":["question1", "question2"],"claim2":["none"],"claim3":["question1",
"question2"], ...}}

Here are three examples:
objects:
dog.cat
claim list:
claim1: There is one black dog on the left in the image.
claim2: There are two white cats on the right in the image.
output:
{{"claim1":["What color is the dog?", "Is there a dog on the left in the image?"],"claim2":["What
color are the cat?", "Are there two cats on the right in the image?"]}}

objects:
man.baseball cap.wall
claim list:
claim1: The man is wearing a baseball cap.
claim2: The man appears to be smoking.
claim3: ’hello world’ is written on the white wall.
output:
{{"claim1":["What is the man wearing?"], "claim2":["Does the man appear to be smoking?"],
"claim3":[What color is the wall?]}}

objects:
kitchen.man.apron
claim list:
claim1: The image depicts a kitchen.
claim2: There is a man in a white apron.
claim3: The man is standing in the middle of the kitchen.
claim4: The overall atmosphere is very pleasant.
output:
"claim1":["none"], "claim2":["What does the man wear?", "What color is the apron?"],
"claim3":["Is the man standing in the middle of the kitchen?"], "claim4": ["none"]

Now complete the following with following the above rules. DO NOT RESPOND WITH
ANYTHING ELSE.
objects:
{objects}
claim list:
{claims}
output:

Table 4: Prompt template of query formulation (attribute-level) for image-to-text generation.
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SYSTEM:
You are a brilliant question generator.

USER:
Given a list of claim, you’re required to generate questions about scene text to assist users in
verifying the accuracy of the claim.
If the information mentioned in this claim pertains to scene text, you’ll need to generate question
about the scene text.
If the claim is unrelated to the scene text information in the image, such as: objects, colors,
actions, position etc, simply return ’none’.
YOU MUST RETURN THE RESULTS IN A DICTIONARY ACCORDING TO THE GIVEN
ORDER OF THE LIST OF CLAIMS.
You MUST only respond in the format as described below. DO NOT RESPOND WITH
ANYTHING ELSE.
response format: {{"claim1":["question1", "question2"],"claim2":["none"],"claim3":["question1",
"question2"], ...}}

Here are three examples:
claim list:
claim1: There is a black device in the image.
claim2: The device is a brand of smartphones produced by Samsung Electronics.
output: {{"claim1":["none"],"claim2":["What is the brand of the device in the image?"]}}

claim list:
claim1: A stop sign is on the left.
claim2: The stop sign says stop eating animals.
output: {{"claim1":["none"],"claim2":["What does the stop sign say in the image?"]}}

claim list:
claim1: The words ’Hello World’ are written on the car.
claim2: A man is standing beside the car.
output: {{"claim1":["What are written on the car?"],"claim2":["none"]}}

Now complete the following with following the above rules. DO NOT RESPOND WITH
ANYTHING ELSE.
claim list:
{claims}
output:

Table 5: Prompt template of query formulation (scene-text-level) for image-to-text generation.
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SYSTEM:
You are a brilliant question generator.

USER:
Given a list of claim, you’re required to generate questions about related to factual visual
information.
For a claim based on factual knowledge, Your primary task is to generate a Python list of two
effective and skeptical search engine questions.
These questions should assist users in critically evaluating the factuality of a provided claim
using search engines.
If a claim is not based on factual knowledge, simply return ’none’.
YOU MUST RETURN THE RESULTS IN A DICTIONARY ACCORDING TO THE GIVEN
ORDER OF THE LIST OF CLAIMS.
You MUST only respond in the format as described below. DO NOT RESPOND WITH
ANYTHING ELSE.
response format: {{"claim1":["question1", "question2"],"claim2":["none"],"claim3":["question1",
"question2"], ...}}

Here are three examples:
claim list:
claim1: The image shows a black phone.
claim2: This black phone is manufactured by Huawei.
claim3: Huawei is a company located in Shenzhen, China.
output:
{{"claim1":["none"],"claim2":["none"],"claim3":["Where is Huawei headquartered?", "Huawei
company"]}}

claim list:
claim1: The image shows an app of twitter.
claim2: The CEO of twitter is Bill Gates.
output: {{"claim1":["none"],"claim2":["Who is the CEO of twitter?", "CEO Twitter"]}}

claim list:
claim1: The man is playing baseball.
claim2: The man is wearing a colorful shirt.
output: {{"claim1":["none"],"claim2":["none"]}}

Now complete the following with following the above rules. DO NOT RESPOND WITH
ANYTHING ELSE.
claim list:
{claims}
output:

Table 6: Prompt template of query formulation (fact-level) for image-to-text generation.
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SYSTEM:
You are a brilliant hallucination judger.

USER:
Given a list of claims from Multimodal Large Language Models and an image, you are required
to judge whether each claim in the list by the Multimodal Large Language Model model
conflicts with the image, following these rules:
1. You must carefully judge from four aspects, including the object, attributes, scene text and
fact. Here are specific descriptions of the four aspects for you to review:
"Object" specifically refers to whether the objects in the image exist and if the quantity of
objects conflicts with the object information in the claims;
"Attributes" specifically refer to whether the color, position, action of objects in the image
conflict with the attribute information in the claims;
"Scene Text" specifically refers to whether the textual information in the scene of the image
conflicts with the required textual information in the claims.
"Fact" specifically refers to relevant factual knowledge obtained by querying a search engine.
You can verify the factual accuracy of the claims based on the provided external knowledge.
2. You’ll also receive detection results from the expert model. The object detection expert model
will provide detected entity names along with their bounding box information in the image.
When deriving position relationships between entity instances, try to also use the bounding
boxes information, which are represented as [x1, y1, x2, y2] with floating numbers ranging from
0 to 1. These values correspond to the top left x1, top left y1, bottom right x2, and bottom right
y2. The scene text expert model will provide detected specific text along with their bounding
box information in the image. As long as there is a conflict between a single letter in the scene
text and the text information required in the claim, it’s considered a hallucination.
3. You must carefully judge whether the visual information in the image conflicts with each
claim. If there is a conflict, the result for that statement is labeled as ’hallucination’; otherwise,
it is labeled as ’non-hallucination’."
4. Finally, YOU MUST RETURN THE JUDGMENT RESULTS IN A DICTIONARY AC-
CORDING TO THE GIVEN ORDER OF THE LIST OF CLAIMS. You MUST only respond
in the format as described below. DO NOT RESPOND WITH ANYTHING ELSE. response
format: ["claim1":"hallucination", "reason":"The reason for your judgment.","claim2":"non-
hallucination", "reason":"The reason for your judgment.","claim3":"hallucination", "rea-
son":"The reason for your judgment.", ...]

[Begin of Example ] (Image Entered)
Here is the object detection expert model’s result:
people [0.345, 0.424, 0.408, 0.509]; people [0.197, 0.44, 0.28, 0.514]
people [0.517, 0.315, 0.561, 0.401]; people [0.441, 0.356, 0.47, 0.405]
chair [0.398, 0.595, 0.637, 0.901]; chair [0.621, 0.592, 0.789, 0.889]
umbrella [0.501, 0.334, 0.968, 0.88]

Here is the attribute detection expert model’s result: none information

Here is the scene text recognition expert model’s result: none information

Here is the external knowledge: none information

Here is the claim list:
claim1: The picture shows five people swimming.
claim2: On the beach, there is a chair, a umbrella, and a surfboard.
claim3: The green umbrella is on the right side of the chair.

Output: [ "claim1":"hallucination","reason":"The object detection expert model identified four
people, not five people. Based on the image information, they might be swimming. Therefore,
there’s a hallucination.", "claim2":"hallucination","reason":"According to the results of the
object detection expert model and my judgment, there are two chairs and an umbrella in
the picture, but there is no surfboard. Therefore, there’s a hallucination.", "claim3":"non-
hallucination","reason":"Based on the positional information of the bounding boxes and my
judgment, the umbrella is to the right of the chairs. The umbrella is green. Therefore, there’s no
hallucination." ]
......
[End of Example ]

<Input>:
<Output>:

Table 7: Prompt template of hallucination verification for image-to-text generation.
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SYSTEM:
You are a brilliant hallucination judger.

USER:
Given a list of claims from human prompts, an image generated by the text-to-image model, you are
required to judge whether the image conflicts with human-provided prompts, following these rules:
1. You must carefully judge from four aspects, including the object, attributes, scene text and fact.
Here are specific descriptions of the four aspects for you to review:
"Object" specifically refers to whether the objects in the image exist and if the quantity of objects
conflicts with the object information in the claims;
"Attributes" specifically refer to whether the color, position, action of objects in the image conflict
with the attribute information in the claims;
"Scene Text" specifically refers to whether the textual information in the scene of the image conflicts
with the required textual information in the claims.
"Fact" specifically refers to relevant factual knowledge obtained by querying a search engine. You
can verify the factual accuracy of the claims based on the provided external knowledge.
2. You’ll also receive detection results from the expert model. The object detection expert model will
provide detected entity names along with their bounding box information in the image. When deriving
position relationships between entity instances, try to also use the bounding boxes information, which
are represented as [x1, y1, x2, y2] with floating numbers ranging from 0 to 1. These values correspond
to the top left x1, top left y1, bottom right x2, and bottom right y2. The scene text expert model will
provide detected specific text along with their bounding box information in the image. As long as
there is a conflict between a single letter in the scene text and the text information required in the
claim, it’s considered a hallucination.
3. You must carefully judge whether the visual information in the image conflicts with each claim. If
there is a conflict, the result for that statement is labeled as ’hallucination’; otherwise, it is labeled as
’non-hallucination’."
4. Finally, YOU MUST RETURN THE JUDGMENT RESULTS IN A DICTIONARY ACCORD-
ING TO THE GIVEN ORDER OF THE LIST OF CLAIMS. You MUST only respond in the
format as described below. DO NOT RESPOND WITH ANYTHING ELSE. response format:
["claim1":"hallucination", "reason":"The reason for your judgment.","claim2":"non-hallucination",
"reason":"The reason for your judgment.","claim3":"hallucination", "reason":"The reason for your
judgment.", ...]

[Begin of Example ] (Image Entered)
Here is the object detection expert model’s result:
basketball [0.741, 0.179, 0.848, 0.285]
boy [0.773, 0.299, 0.98, 0.828]
car [0.001, 0.304, 0.992, 0.854]

Here is the scene text recognition expert model’s result:
worlld [0.405, 0.504, 0.726, 0.7]

Here is the external knowledge: none information

Here is the claim list:
claim1: The side of the car reads ’Hello World’
claim2: A boy is playing a yellow basketball beside a plant.

Output: ["claim1":"hallucination", "reason":"The object detection model has identified a car in
the image. However, based on the detection results of the scene text expert model and my judg-
ment, the text in the image is ’hello worlld’ not ’hello world’. Therefore, there’s a hallucina-
tion.","claim2":"hallucination", "reason":"The object detection model has identified a boy and a
basketball in the image. And the boy is visible in the image playing with a yellow basketball. But
according to the detection results of the object detection expert model and my judgment, there’s no
plant. Therefore, there’s a hallucination."]
......
[End of Example ]

<Input>:
<Output>:

Table 8: Prompt template of hallucination verification for text-to-image generation.
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