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ABSTRACT
In recent years, multi-task learning models based on deep learning
in recommender systems have attracted increasing attention from
researchers in industry and academia. Accurately estimating post-
click conversion rate (CVR) is often considered as the primary task
of multi-task learning in recommender systems. However, some
advertisersmay try to get higher click-through rates (CTR) by over-
decorating their ads, which may result in excessive exposure to
samples with lower CVR. For example, some only eye-catching
clickbait have higher CTR, but actually, CVR is very low. As a re-
sult, the overall performance of the recommender system will be
hurt. In this paper, we introduce a novelty auxiliary task called CT-
noCVR, which aims to predict the probability of events with click
but no-conversion, in various state-of-the-art multi-task models of
recommender systems to promote samples with high CVR but low
CTR. Plentiful Experiments on a large-scale dataset gathered from
traffic logs of Taobao’s recommender system demonstrate that the
introduction of CTnoCVR task significantly improves the predic-
tion effect of CVR under various multi-task frameworks. In addi-
tion, we conduct the online test and evaluate the effectiveness of
our proposed method to make those samples with high CVR and
low CTR rank higher.
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1 INTRODUCTION
As a result of the proliferation of the Internet, information overload
is becoming increasingly ubiquitous, which leads to obstacles for
customers to access desired information[10]. Recommender sys-
tems (RS) were proposed to filter and prioritize the information
tailored to users’ expectations, which effectively alleviates the in-
formation overload issue. Additionally, recommender systems can
help platforms andmarketers increase the effectiveness of informa-
tion distribution. Estimating the post-click conversion rate (CVR)
accurately is one of the crucial issues in recommender systems[7].

Taking a recommender for e-commerce as an explanatory ex-
ample of CVR estimation, the platform first recommends several
items to the users, who then click on some of the items and further
purchase their preferred items. This inherent and sequential user
action pattern of impression->click->conversion can be employed
to model the CVR. In this paper, we focus on modeling post-click
conversion rate, following the previous definition in[4], namely
𝑝𝐶𝑉𝑅 = 𝑝(𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 |𝑐𝑙𝑖𝑐𝑘 , 𝑖𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛).

In recent years, deep learning-based approaches[3–5, 9] have
been serving as a promising research direction in such recommender
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systems. To eliminate sample selection bias and data sparsity prob-
lems, Ma et al.[4] proposed an entire space deep learning model,
which treats 𝑝𝐶𝑉𝑅 as an intermediate variable derived by esti-
mating 𝑝𝐶𝑇𝐶𝑉𝑅 and 𝑝𝐶𝑇𝑅, where 𝑝𝐶𝑇𝐶𝑉𝑅 = 𝑝(𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛, 𝑐𝑙𝑖𝑐𝑘
|𝑖𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛). In addition, multi-task learning with deep learning
can satisfy different business requirements simultaneously by jointly
optimizing multiple objectives, so multi-task learning models in
recommender systems are attracting more and more attention[6,
11]. Despite the notable success of multi-task learning in recom-
mender systems, multi-task learning models do not always outper-
form the corresponding single-task models on all tasks, because
of the data distribution differences and inherent conflicts among
tasks. Ma et al.[3] proposed a novel multi-task learning approach,
Multi-gate Mixture-of-Experts (MMoE), which can explicitly learn
to model task relationships from data. MMOE demonstrates excel-
lent performance in multiple scenarios across different datasets.
Tang et al.[8] proposed Customized Gated Control (CGC) model
to eliminate the challenge of the seesaw phenomenon. In contrast
to MMOE, CGC separates special task-specific experts and shared
experts to capture common and task-specific knowledge respec-
tively, which mitigates harmful parameter interference between
them. The experimental results show that CGC can handle inter-
task rivalrousness better than MMOE.

However, in real industrial scenarios, advertisers often attempt
to gain higher click-through rates (CTR) by over-decorating ads,
resulting in overexposure of low CVR samples. For example, some
clickbait or brand exposure samples that are only eye-catching
have a high CTR but actually have a very lowCVR, which hurts the
overall performance of the recommender system.This problem has
been largely neglected in previous studies[1, 2, 12, 13].The Existing
multi-task learning frameworks in recommender systems default
to high CVR will be caused by high CTR. However, when there
is no CVR interaction signal in the sample space, CTR will play a
dominant role in the ranking. In this paper, we propose a novelty
auxiliary task to penalize the high CTR but low CVR samples un-
der various multi-task learning frameworks. This task aims to pre-
dict the probability of action with click but no-conversion, which
is noted as pCTnoCVR = 𝑝(𝑛𝑜𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛, 𝑐𝑙𝑖𝑐𝑘 |𝑥 ), given a sample 𝑥 .
The advantages of this task are mainly in two aspects. The first is
that it is not linearly related to the estimation of CTR, and is there-
fore less susceptible to high CTR, which potentially facilitates the
training of the CVR task. Secondly, the label of the CTnoCVR task
can be inferred by the label of CTR and CVR along with the entire
space, which to some extent complements the information of the
CVR task.

We deploy the proposed CTnoCVR task in three state-of-the-art
models, ESMM, MMOE, and CGC, and evaluate these models on
a large-scale publicly available dataset gathered from traffic logs
of Taobao1 recommender system. The offline experimental results
demonstrate that the introduction of CTnoCVR significantly im-
proves the performance of these three multi-task learning models.
In addition, CTnoCVR effectively promotes the samples with high
CVR but low CTR. We will open source our code on Github2.

1https://en.wikipedia.org/wiki/Taobao, Taobao largest Chinese online shopping
website.
2https://github.com/scalaboy/MutiTaskLearn.

The remainder of this paper is organized as follows: In Section
2, we present our proposed method. In Section 3, we introduce the
settings of the experiments, and the experimental results are re-
ported and discussed. Finally, we conclude our work briefly and
provide future research directions in Section 4.

2 THE PROPOSED METHOD
2.1 Problem Definition
Assuming 𝑆 = {𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 }|𝑁𝑖=1 is the observed dataset, where 𝑁 is
the total number of samples in the observed dataset. 𝑥𝑖 represents
the 𝑖𝑡ℎ sample with multiple fields(e.g. user field, item field, com-
bined field). 𝑦𝑖 , 𝑧𝑖 denote the labels of click and conversion to the
𝑖𝑡ℎ sample respectively, which are binary.

Table 1: Valid labels in observations

Label Values Is Validation Comments
y = 0 & z = 0 Yes no click and no conversion
y = 0 & z = 1 No -
y = 1 & z = 0 Yes click with no conversion
y = 1 & z = 0 Yes click with conversion

Herein, two probability distributions can be defined:
• post-view click-through rate (CTR): 𝑝𝐶𝑇𝑅 = 𝑝(𝑦 = 1|𝑥 )
• post-click conversion rate (CVR): 𝑝𝐶𝑉𝑅 = 𝑝(𝑧 = 1|𝑦 = 1, 𝑥 )

The above two distributions correspond to two main tasks of
CTR and CVR prediction, which are common in recommender sys-
tems. The main focus of this paper is to estimate the probability of
post-click conversion, namely 𝑝𝐶𝑉𝑅.

2.2 CTnoCVR: Auxiliary Task Construction
To promote samples with high CVR but low CTR, we propose a
punitive auxiliary task, namely post-view click-through&no-conversion
(CTnoCVR), which aims to predict the probability of event with
click but no-conversion. We denote 𝑐 as the label of the CTnoCVR
task, then we have 𝑝𝐶𝑇𝑛𝑜𝐶𝑉𝑅 = 𝑝(𝑐 = 1|𝑥 ).The binary label 𝑐 is
inferred based on the labels of the CVR and CTR task, and it is
defined as:

• 𝑐 = 1 if 𝑦 = 1 & 𝑧 = 0
• 𝑐 = 0 if 𝑦 = 0 or 𝑦 = 1 & 𝑧 = 1

Mathematically, the conditional probability of 𝑝𝐶𝑇𝑛𝑜𝐶𝑉𝑅 can be
decomposed as follows:
𝑝𝐶𝑇𝑛𝑜𝐶𝑉𝑅 = 𝑝 (𝑦 = 1, 𝑧 = 0 | 𝑥)

= 𝑝 (𝑦 = 1 | 𝑥)𝑝 (𝑧 = 0 | 𝑦 = 1, 𝑥)
= 𝑝 (𝑦 = 1 | 𝑥) [1 − 𝑝 (𝑧 = 1 | 𝑦 = 1, 𝑥)]
= 𝑝 (𝑦 = 1 | 𝑥) − 𝑝 (𝑦 = 1 | 𝑥)𝑝 (𝑧 = 1 | 𝑦 = 1, 𝑥)

(1)

𝑝𝐶𝑇𝑛𝑜𝐶𝑉𝑅 = 𝑝𝐶𝑇𝑅 − 𝑝𝐶𝑇𝑅 ∗ 𝑝𝐶𝑉𝑅 = 𝑝𝐶𝑇𝑅(1 − 𝑝𝐶𝑉𝑅) (2)

This task is not linearly related to the click-through rate (CTR)
prediction task, which means this task less susceptible to exces-
sively high CTR and is potentially beneficial to the CVR task train-
ing. Much like the CTCVR task[4], CTnoCVR is not merely trained
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with clicked-only samples. Instead, it can be trained over the entire
sample space to avoid data sparsity.

2.3 Take CGC Model as an Example
Considering that we achieve the best AUC of CVR prediction task
under the CGC framework, we take CGC model as an example to
explain how CTnoCVR task works and benefits to CVR prediction.

Figure 1: Comparison of Basic CGC Model and CGC Model
with CTnoCVR Task.

To make good use of entire data and balance advertising inten-
tion, two auxiliary tasks, namely 𝑝𝐶𝑇𝑅 and 𝑝𝐶𝑇𝑛𝑜𝐶𝑉𝑅 are em-
ployed, to accurately predict 𝑝𝐶𝑉𝑅. Our model generally contains
three basic building blocks, which is depicted in Fig. 1. To facilitate
the demonstration of the relationship between CTnoCVR on CTR
and CVR, we have kept and dashed CTCVR task in Fig. 1, but the
CTCVR task is not involved in the actual modeling in this paper.

The first one is the feature transformation block. The user field
𝑓𝑢𝑠𝑒𝑟 and item field 𝑓𝑖𝑡𝑒𝑚 are embedded separately, the representa-
tion of the field can be calculated by summing up the embedding
vectors. Then, all the field vectors are concatenated as input of the
next building block of CGC, denoted as 𝑥 . Embedding parameters
of CTR, CVR and CTnoCVR network are shared since this kind of
parameter transfer learning can alleviate the data sparsity of CVR
remarkably as shown in[4].

The second one is CGC block. CGC separates task-specific ex-
perts and shared experts[8], which is different from MMOE. The
shared experts and gating mechanismmake it possible for training
of CVR task can employ the information in training the CTR and
CTnoCVR tasks.𝐺 denotes a gate which is based on a single-layer
forward feed network with Softmax as the activation function.The
output of gating network for task 𝑘 is 𝑓 𝑘 (𝑥), which can be calcu-
lated as follows:

𝑓 𝑘 (𝑥) = 𝑤𝑘 (𝑥)𝑆𝑘 (𝑥) = Softmax
(
𝑊 𝑘

𝑔 𝑥
)
𝑆𝑘 (𝑥) (3)

𝑊 𝑘
𝑔 is a trainable parameter matrix with dimension of (𝑚𝑘 +𝑚𝑠 )×

𝑑 , where𝑚𝑘 and𝑚𝑠 represent the number of specific experts and

shared experts respectively and 𝑑 denotes the dimension of input
representation. 𝑆𝑘 is the selected matrix for task 𝑘 , which contains
task 𝑘’s specific experts and shared experts. Specifically,

𝑆𝑘 =
[
𝐸𝑇(𝑘,1) , 𝐸

𝑇
(𝑘,1) , · · · , 𝐸

𝑇
(𝑘,𝑚𝑘 ) , 𝐸

𝑇
(𝑠,1) , 𝐸

𝑇
(𝑠,2) , · · · , 𝐸

𝑇
(𝑠,𝑚𝑠 )

]
(4)

The last block is a stacked neural network for each task tower.
In this paper, each tower, denoted as ℎ, is a multiple-layer percep-
tion(MLP), which takes the output of gating network as input for
one task. The output of task 𝑘 tower is:

𝑦𝑘 = ℎ𝑘
(
𝑓 𝑘 (𝑥)

)
(5)

where 𝑦𝑘 is the prediction (sigmoid activation) of task 𝑘 .
Overall, all tasks trained together under the multi-task frame-

work can leverage shared representations and learn task similar-
ities and differences between tasks simultaneously. And all task-
specific functionalities can be learned for further prediction.

In this paper, three tasks are co-train together. The CTR and
CTnoCVR tasks are based on entire space to avoid data sparsity
problem, while the CVR task is trained with only clicked sample
data by giving zero weight to samples without click. CTnoCVR is
treated as an intermediate task between CVR and CTR to ensure
that CVR tasks can be trained on the entire space.

The loss function of themethod proposed in this paper is defined
as Eq (6). It consists of three loss terms from all the three tasks,
which is a linear combination of different tasks.

𝑙
(
𝜃𝑐𝑡𝑟 , 𝜃𝑐𝑣𝑟,𝜃𝑐𝑡𝑛𝑜𝑐𝑣𝑟

)
=

𝑁∑
𝑖=1

𝑙 (𝑦𝑖 , 𝑓 (𝑥𝑖 , 𝜃𝑐𝑡𝑟 ))

+ 𝜆1 ∗
𝑁∑
𝑖=1

𝑙 (𝑦𝑖 , 𝑓 (𝑥𝑖 , 𝜃𝑐𝑣𝑟 ))

+ 𝜆2 ∗
𝑁∑
𝑖=1

𝑙 (𝑐𝑖 , 𝑓 (𝑥𝑖 , 𝜃𝑐𝑡𝑛𝑜𝑐𝑣𝑟 ))

(6)

where 𝜃𝑐𝑡𝑟 , 𝜃𝑐𝑣𝑟 , 𝜃𝑐𝑡𝑛𝑜𝑐𝑣𝑟 are the parameters for sub-networks and
𝑙 (·) is the cross-entropy loss function. 𝜆1 and 𝜆2 are the lossweights
of the CVR and CTnoCVR tasks respectively.

3 EXPERIMENT
3.1 Dataset and Evaluation Metrics
3.1.1 The Ali-CCP. AlibabaClick andConversion Prediction dataset3
is adopted for evaluation.This is a dataset gathered from real-world
traffic logs of the recommender system in Taobao. Users of Taobao.com
might click interested items and make a further purchase among
them. The statistic of the dataset is described in Table 2:

Table 2: Statistics of Experimental Dataset

Dataset #user #item #impression #click #conversion
Ali-CCP 0.4M 4.3M 84M 3.4M 18k

3https://tianchi.aliyun.com/dataset/dataDetail?dataId=408
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3.1.2 Metrics. Following previous study[4], we use Area under
the ROC curve (AUC) scores as the evaluation metric to reflecting
the ranking ability and report the averaged results with standard
deviations over 10 runs.

3.2 Parameter Settings
To build strong baselines and make a fair comparison, the parame-
ters for different models are optimized the same way. Specifically,
to find the optimal parameter, we sweep over the following ranges
respectively: the embedding size of all features in {12, 18, 24}, the
dimension in the MLP layers in {300, 200, 80}, number of experts
and units in {16, 8, 4}, the loss weights of the CVR task and CT-
noCVR task in {0.2, 0.5, 0.8, 1, 2, 4, 5}. In addition, a parameter called
score weight is introduced to enable the CVR task to better obtain
information from the CTnoCVR task. We sweep the score weight
over {0.0001, 0.0005, 0.001, 0.005, 0.01, 0.02, 0.03}.

3.3 The Necessity of CTnoCVR Task
Introduction

In this section, we test the effectiveness of introducing the CT-
noCVR task in two aspects. In the offline experiments, we intro-
duced the CTnoCVR task in three state-of-the-art multitask learn-
ing models, ESMM, MMOE, and CGC, respectively, and compared
the AUC of the CVR task before and after the introduction of this
task, and the experimental results are shown in Table 3. In addi-
tion, we conduct online tests and analyze the data for the ranking
of different types of samples before and after the introduction of
the CTnoCVR task shown in Table 4, and the analysis results are
shown in Fig. 2.

Table 3: Necessity of CTnoCVR Task Introduction in terms
of CVR AUC.

Model CVR
AUC

Improvement
Absolute Relative

ESMM Base 67.11 ± 0.57 - -
+CTnoCVR 68.02 ± 0.49 +0.91 +1.36%

MMOE Base 69.13 ± 0.21 - -
+CTnoCVR 69.61 ± 0.13 +0.48 +0.69%

CGC Base 69.03 ± 0.04 - -
+CTnoCVR 69.80 ± 0.09 +0.77 +1.12%

The experimental results presented in Table 3 illustrate the effec-
tiveness of the introduction of the CTnoCVR task.The introduction
of the CTnoCVR task brings different degrees of improvement in
different multi-expert frameworks. We observe that the most sig-
nificant improvement is achieved by introducing CTnoCVR tasks
in the ESMM framework. CVR AUC in the MMOE and CGC frame-
works are generally higher than that in the ESMM,which is mainly
due to the inter-task complexity and the seesaw phenomenon, and
the MMOE and CGC frameworks reduce the impact of this phe-
nomenon by controlling the shared information through the gat-
ing mechanism. In addition, the CGC framework generally outper-
forms MMOE due to the fact that CGC distinguishes task-specific
experts from shared experts, which to a certain extent mitigates
harmful parameter interference between them.

Table 4: CTR and CVR for Top 10 SKUs before and after
the introduction of the CTnoCVR task. (The online tests are
based on MMOE Framework.)

Before After
Sku
id

CTR
(%)

CVR
(%) Exposures Sku

id
CTR
(%)

CVR
(%) Exposures

1 6.01 0.67 541.1k 1 7.45 0.86 1233k
2 1.06 0.13 524.8k 2 1.15 0.15 509.2k
3 1.70 0.13 312.1k 3 2.11 0.19 300.6k
4 1.99 0.72 220.7k 4 2.02 0.7 254.9k
5 3.11 0.07 181.8k 7 2.32 0.3 200.7k
6 4.44 0.02 166.0k 5 4.22 0.12 103.5k
7 1.86 0.21 158.0k 8 7.30 0.72 57.7k
8 5.86 0.36 146.5k 11 2.90 0.00 41.5k
9 11.26 0.03 130.6k 10 40.53 0.00 14.6k
10 17.05 0.00 86.8k 9 41.03 0.17 6.38k

As observed fromTable 4, the introduction of the CTnoCVR task
penalizes those samples (e.g. sku 5 and sku 6) with high CTR and
low CVR, while increasing the exposure of those samples (e.g. sku
7) with low CTR and high CVR, which is consistent with our ini-
tial motivation for designing the CTnoCVR task. CTnoCVR is not
linearly correlated with CTR and is less affected by an abnormally
large CTR, so the models introducing CTnoCVR seldom tend to
push up those samples with falsely high click-through rates. In
addition to this, we observe that the model that introduces the CT-
noCVR task tends to rank those samples with lower 𝑝𝐶𝑇𝑛𝑜𝐶𝑉𝑅
upper.

Figure 2: Necessity of CTnoCVR task introduction in terms
of online ranking.

3.4 Ablation Study on Key Hyperparameters

Figure 3: The results of different loss weight and score
weight settings in MMOE and CGC model with CTnoCVR
task.
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In order to further evaluate the performance of models with CT-
noCVR task, we take two critical parameters, namely loss weight
for the CVR task and scoreweight for the CTnoCVR task. As shown
in Figure 3(a), a loss weight for CVR of 0.5 leads to the best perfor-
mance, which is probably due to data sparsity of the CVR task.The
CTnoCVR task reserves more information but also contains noises
and leads to higher model complexity. Increasing the score weight
slightly for the CTnoCVR task may enhance the CVR task capacity
to better obtain information, but also may fall into local optimum.
We try different settings, as can be seen in Figure 3(b), it finally
saturates at 0.01 while increasing it leads worse performance.

4 CONCLUSIONS AND FUTUREWORK
In this paper, a novel auxiliary task called CTnoCVR is proposed
and introduced to various multi-task learning frameworks to pro-
mote samples with high CVR but lowCTR. Experimental results on
a large-scale dataset fromTaobao show that the introduction of CT-
noCVR tasks significantly and robustly improves the performance
of different multi-expert frameworks. Such an improvement is re-
flected in two aspects. From the offline experiments, the CVR AUC
of the multi-taskingmodel with the introduction of this task is gen-
erally higher than that of the model without introducing it. From
the online test results, CTnoCVR makes the ranking of those sam-
ples with low CTR and high CVR upper. In future work, it would
be valuable to explore the extension of the CTnoCVR task to more
multi-task learning frameworks and the design of loss function.
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