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Abstract001

Deploying language models often requires han-002
dling model size vs. performance trade-offs to003
satisfy downstream latency constraints while004
preserving the model’s usefulness. Model005
distillation is commonly employed to reduce006
model size while maintaining acceptable perfor-007
mance. However, distillation can be inefficient008
since it involves multiple training steps. In009
this work, we introduce MODULARSTAREN-010
CODER, a modular multi-exit encoder with 1B011
parameters, useful for multiple tasks within the012
scope of code retrieval. MODULARSTAREN-013
CODER is trained with a novel self-distillation014
mechanism that significantly improves lower-015
layer representations—allowing different por-016
tions of the model to be used while still main-017
taining a good trade-off in terms of perfor-018
mance. Our architecture focuses on enhancing019
text-to-code and code-to-code search by sys-020
tematically capturing syntactic and semantic021
structures across multiple levels of representa-022
tion. Specific encoder layers are targeted as023
exit heads, allowing higher layers to guide ear-024
lier layers during training. This self-distillation025
effect improves intermediate representations,026
increasing retrieval recall at no extra training027
cost. In addition to the multi-exit scheme, our028
approach integrates a repository-level contex-029
tual loss that maximally utilizes the training030
context window, further enhancing the learned031
representations. We also release a new dataset032
constructed via code translation, seamlessly ex-033
panding traditional text-to-code benchmarks034
with code-to-code pairs across diverse program-035
ming languages. Experimental results highlight036
the benefits of self-distillation through multi-037
exit supervision.038

1 Introduction039

Large language models (LLMs) have significantly040

impacted the field of natural language processing,041

demonstrating remarkable performance across var-042

ious applications (Niu et al., 2023). However, the043

amount of computation required to operate state- 044

of-the-art models poses significant challenges for 045

the large-scale deployment of these models. 046

To mitigate these challenges, the research com- 047

munity has explored several model strategies to 048

reduce the operational cost of LLMs without sacri- 049

ficing their effectiveness. A prominent technique 050

in model compression is quantization (Jacob et al., 051

2017; Lin et al., 2023; Egiazarian et al., 2024), 052

which involves the reduction of numerical precision 053

in the model’s parameters. Quantization effectively 054

decreases memory requirements and enhances in- 055

ference speed, facilitating the deployment of large 056

language models in resource-constrained environ- 057

ments. Concurrently, knowledge distillation has 058

emerged as a powerful technique whereby a smaller 059

“student” model is trained to emulate the behav- 060

ior of a larger “teacher” model, as evidenced by 061

works such as DISTILBERT (Sanh et al., 2019) and 062

TINYBERT (Jiao et al., 2019). Additionally, prun- 063

ing methods selectively eliminate less influential 064

weights or neurons, further reducing model com- 065

plexity and aiming to preserve performance (Han 066

et al., 2015). 067

Recent efforts have increasingly focused on de- 068

veloping efficient architectures requiring fewer pa- 069

rameters. Model families such as LLaMA (Dubey 070

et al., 2024), Qwen (Hui et al., 2024), Mistral (Jiang 071

et al., 2023), and SmolLM (Allal et al., 2025) ex- 072

emplify a paradigm shift towards smaller, more 073

accessible architectures. These model families 074

are deployed at various resolutions—ranging from 075

lightweight variants optimized for heavily resource- 076

constrained environments to larger versions that 077

retain competitive performance. 078

In parallel, advancements in dynamic inference 079

strategies have introduced mechanisms that fur- 080

ther optimize computational efficiency. Techniques 081

like multi-exit networks enable early predictions 082

at intermediate layers, reducing unnecessary com- 083

putations. For instance, early-exit architectures 084
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Figure 1: Overview of our multi-exit self-distillation encoder, shown here with exit heads at selected layers (e.g.,
Layers 4, 9, 18, 27, and 36). Each exit head predicts an output embedding and adds a “layer loss,” contribution
weighted by a coefficient αi, summed into the overall objective L.

such as BranchyNet (Teerapittayanon et al., 2017)085

dynamically balance computation and accuracy086

by allowing predictions before full model execu-087

tion. Similarly, Matryoshka representation learn-088

ing (Kusupati et al., 2022) extends this idea to em-089

beddings, introducing a loss function that yields090

multi-granular representations. This approach al-091

lows downstream tasks to adjust computational092

complexity by pruning embedding dimensionality,093

further contributing to efficient model deployment.094

Building on these principles, we propose MODU-095

LARSTARENCODER, a modular multi-exit encoder096

architecture that integrates a novel intra-model self-097

distillation mechanism. In our design, specific in-098

termediate layers are supervised by both the pri-099

mary task loss and auxiliary distillation losses on100

specific exit heads, encouraging lower layers to101

learn better representations by mimicking the out-102

puts of higher layers. We apply a shared embed-103

ding head comprising a masked language modeling104

head and an in-context classification head across105

a chosen subset of layers. We then fine-tuned the106

model with different projection heads for each exit107

point. We reached state-of-the-art results on multi-108

ple retrieval tasks (such as code-to-code and text-to-109

code), fine-tuning one single modular model that110

can be sliced depending on the end-user computa-111

tional constraints.112

Our contributions are as follows:113

• We introduce a self-distillation framework that114

enables training multiple model resolutions115

within a unified layer stack, reducing redun-116

dancy and improving scalability. We believe117

this approach can significantly affect LLM 118

training pipelines that depend on multiple 119

model distillations. 120

• We train and plan to release MODU- 121

LARSTARENCODER, which consists of a pre- 122

trained and fine-tuned encoder: The former is 123

a modular pre-trained encoder with up to 1 bil- 124

lion parameters and four exit points, allowing 125

users to perform multiple exit fine-tuning de- 126

pending on downstream tasks. The latter is a 127

fine-tuned encoder for various retrieval tasks, 128

enabling the end user to select the model size 129

that meets their memory and computational 130

constraints. 131

• We plan to release SYNTHCODE2CODE2NL 132

a new dataset constructed via code trans- 133

lation, expanding popular text-to-code 134

datasets across diverse programming 135

languages with code-to-code pairs. SYN- 136

THCODE2CODE2NL comprises 1.071.367 137

triplets of natural language-code-code. 138

2 Methodology 139

2.1 Dataset 140

In the pre-training phase, we leveraged The Stack 141

V2 dataset (Lozhkov et al., 2024), a large open- 142

source code repository. Since many samples ex- 143

ceed typical context lengths, we split any tokenized 144

sample that surpassed 1536 tokens — 75% of our 145

2048 token limit — while preserving each reposi- 146

tory’s original structure. This strategy ensures that 147

our model sees manageable code segments. 148
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Table 1: SYNTHCODE2CODE2NL details: Average character count and sample size per language for the Code-
SearchNet dataset and the synthesized portion obtained through translation.

Language CSN samples CSN avg. char Synth. samples Synth. avg. char
English 1.071.367 180 - -
PHP 280.706 514 116.967 579
Python 274.454 474 117.374 518
Go 234.089 350 124.125 541
Java 282.118 505 116.098 707
C++ - - 141.956 938
Ruby - - 158.494 456
C - - 136.365 1029
JavaScript - - 159.988 557

Translate this  ''' print("Hello World") ''' 

from Python to Rust.

Here is the translated code '''

Qwen2.5Coder-
7B-Instruct

  fn main() {

      println!("Hello World!");

  }

Figure 2: Prompt provided to Qwen2.5-Coder-7B-Instruct for translating a given code snippet ( print("Hello
World") in the example) from a source programming language (Python) to a target one (Rust).

We created SYNTHCODE2CODE2NL, a dataset149

for fine-tuning that supports text-to-code and code-150

to-code search. Using the popular CODESEARCH-151

NET (Husain et al., 2019) as a seed dataset and152

selecting popular programming languages (Python,153

Java, Go, and PHP), we augmented it by transpiling154

available code snippets onto other languages.155

During the preprocessing phase of SYNTH-156

CODE2CODE2NL, we deduplicated the dataset157

using both the CodeSearchNet code column and158

the synthesized code column. After a manual in-159

spection, we discovered that both columns con-160

tained code snippets that differed only in identifiers161

or function arguments, as several tasks were se-162

mantically identical but paraphrased with different163

parameter requirements (e.g., two identical para-164

phrased tasks were asking for opening a socket on165

a different port). During the data near deduplica-166

tion phase, we relied on Locality Sensitive Hashing167

(LSH) with a Jaccard similarity threshold of 0.7168

and 256 permutations, analyzing character-level169

5-grams.170

To generate semantically similar code snippets171

for code-to-code search, we translated each snip-172

pet into a different language randomly sampled173

from Go, Ruby, Python, Java, C++, PHP, C,174

JavaScript. We prompted the QWEN2.5-CODER-175

7B-INSTRUCT model with the source code, the 176

name of the source language, and the name of the 177

target language (see fig. 2). During code transla- 178

tion, we choose the token with the highest proba- 179

bility as output (greedy search) to prevent semantic 180

discrepancies. 181

This process yielded pairs of code snippets in 182

distinct languages tied to the same natural language 183

description. As a result, every sample in the fine- 184

tuning dataset includes a natural language descrip- 185

tion and two code snippets from distinct languages. 186

SYNTHCODE2CODE2NL contains 1.071.367 sam- 187

ples where in the first code column we directly 188

processed code snippets from CodeSearchNet, in- 189

cluding Python, Java, PHP, and Go. The third col- 190

umn, artificially synthesized via code translation, 191

includes Go, Ruby, JavaScript, Python, C++, PHP, 192

C, and Java code snippets. Motivated by prelimi- 193

nary experiments indicating that near-deduplication 194

on the code columns improved model performance, 195

we then near-deduplicated the code columns of the 196

datasets. Table 1 shows the average number of char- 197

acters per language in SYNTHCODE2CODE2NL, 198

we emphasize that synthesized data is significantly 199

longer than human-written code. Appendix A pro- 200

vides examples of code translation. 201

3



def build_examples(repo_1, repo_2):
    is_negative = random(0, 1)
    input = empty_string

    while not empty(repo_1):
        input += <sep_token>

        # Positive case

        pos_sample = sample_random_snippet(repo_1)
        if len(input) + len(pos_sample) > context_length - 1:
            break
        input += pos_sample

        if is_negative and not empty(repo_2):

            # Negative (snippets from different repos)
            input += <sep_token>
            neg_sample = sample_random_snippet(repo_2)
            if len(input) + len(neg_sample) > context_length - 1:
                break

            input += neg_sample
        input += <cls_token>

    return input

Sample 1
repo 1

Sample 2
 repo 1

Sample 3
repo 1

Sample 1
repo 1

Sample 1
 repo 2

Sample 2
repo 1

Sample 2
repo 2

Sample 3
repo 1

SEP SEP SEP CLS

CLSSEPSEPSEPSEPSEP

Positive example

Negative example

Figure 3: On the left side the illustration of the in-context loss framework, where samples from different repositories
are concatenated. Positive examples share the same repository context, while negative examples come from different
repositories. On the right side, in-context loss framework pseudocode.

2.2 Architecture202

We built MODULARSTARENCODER on top of203

STARCODER-2 (Lozhkov et al., 2024), reducing its204

size from 15B to 1B parameters in bfloat16. Our205

architecture consists of 36 hidden layers, each with206

16 attention heads and 4 key-value heads, using207

Grouped Query Attention (GQA) (Ainslie et al.,208

2023). The model employs Rotary Positional En-209

coding (RoPE) (Su et al., 2021) with a base period210

θ = 10−6 and features a hidden dimensionality of211

1024 with an intermediate size of 12,288.212

To enhance efficiency, we replaced the213

causal self-attention layers with bidirectional self-214

attention, similar to recent work that “modernized”215

BERT (Warner et al., 2024). Unlike STARCODER-216

2, which uses sliding window attention, we opted217

for full attention to ensure greater modularity,218

avoiding the receptive field constraints of sliding219

window mechanisms (Zhu et al., 2021). Addition-220

ally, we extended the maximum input length to221

2048 tokens, accommodating longer code snippets222

compared to prior code encoders such as STAREN-223

CODER (Li et al., 2023).224

Finally, our implementation integrates225

FLASHATTENTION V2 (Dao, 2023) for faster226

inference. Table 2 summarizes the architectural227

details.228

2.3 Pre-training229

We pre-trained MODULARSTARENCODER with230

a batch size of 3.99M tokens for 245,000 train-231

ing steps, processing 1T tokens. The pre-training232

and fine-tuning were conducted on 512 NVIDIA233

Ampere (64GB) GPUs using the Leonardo super-234

computer (Turisini et al., 2023), requiring 450,000235

GPU working hours.236

To enable both token-level and snippet-level em- 237

beddings after pre-training, we employed a multi- 238

objective pre-training strategy that combined two 239

losses, as detailed in section 2.3.1 and section 2.3.2. 240

The pre-training was performed on THESTACKV2, 241

whose context length analysis revealed an average 242

of ≈ 630 tokens per code snippet. As described in 243

section 2.3.1, we concatenated multiple snippets to 244

facilitate our multi-loss methodology, allowing our 245

in-context classification loss to expand the average 246

context window to ≈ 1300 tokens, reaching the 247

maximum context length 20 248

We optimized the model using the AdamW op- 249

timizer with β1 set to 0.9, β2 to 0.95, ϵ to 1e-6, 250

and a weight decay of 1e-1. The learning rate was 251

initialized at 6.24e-4 and scheduled using a multi- 252

step learning rate decay (Bi et al., 2024) with 4,000 253

warmup steps. The learning rate was reduced at 254

120,000, 185,000, 220,000, 230,000, and 240,000 255

training steps, applying a decay factor of 0.36, and 256

from step 185,000 onward, further reduced by fac- 257

tors of 0.1, 0.031, 0.01, and 0.001. Table 2 sum- 258

marizes the hyperparameters for architecture, pre- 259

training, and fine-tuning. 260

2.3.1 Masked Language Modeling and In 261

Context Classification 262

The training objectives of BERT (Feng et al., 2020), 263

specifically Masked Language Modeling (MLM) 264

and Next Sentence Prediction (NSP), have become 265

a de facto standard. However, The NSP loss con- 266

strains the context window length to the sentence 267

length, leading to too many padding tokens and 268

redundant computation(Zeng et al., 2022), and has 269

been shown to not yield significant benefits after 270

fine-tuning (Warner et al., 2024; Aroca-Ouellette 271
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Table 2: Hyperparameters for Architecture, Pre-training,
and Fine-tuning

Architecture
Hyperparameter Value
Model size 1B parameters
Precision bfloat16
Hidden layers 36
Attention heads 16
Hidden dimensionality 1024
Positional encoding RoPE (θ = 10−6)
Context length 2048
Attention mechanism Grouped-Query Attention
Attention pattern Bi-directional

Pre-training
Batch size 3.99M tokens
Pretraining steps 245.000
Pretraining Tokens 1T
Loss function MLM + In-Context loss
Multi-layer loss yes
Optimizer AdamW
Weight decay 1e-1
Initial learning rate 6.24e-4
Learning rate schedule Multi-step
Warmup steps 4000

Fine-tuning
Dataset size 635.404 samples
Fine-tuning steps 20.000
Loss function CLIP loss
Multi-layer loss yes
Batch size 2048
Learning rate 1.0e-5
Temperature parameter 10.0

Hardware (Pre-training + fine-tuning)
GPUs 512 NVIDIA Ampere (64GB)
Overall Training hours 450.000

and Rudzicz, 2020). Given that the average num-272

ber of tokens per data sample in Stack v2 is 630, a273

large context window of 2048 results in substantial274

padding, making long-context training inefficient.275

While Wang et al. (2023) demonstrated the advan-276

tages of training LLMs with multiple objectives, we277

revisited the NSP loss and introduced an in-context278

classification (ICC) objective. We hypothesize that279

predicting whether multiple code snippets belong280

to the same context (in our case, the same repos-281

itory) can enhance semantic search performance282

while allowing efficient concatenation of multiple283

code fragments. Our final training objective is the284

summation of two losses: (1) MLM loss and (2)285

ICC loss: L = LMLM + LICC .286

In LMLM , a certain percentage of tokens are287

randomly masked and predicted using a classi-288

fication head. Following Zhang et al. (2024),289

we adopt a 15% masking rate with the standard290

80-10-10 token replacement strategy (Feng et al.,291

2020). The secondary objective, LICC , determines292

whether randomly concatenated inputs (separated 293

by a < SEP > token) originate from the same 294

repository (see fig. 3). Each concatenated sam- 295

ple has a 50% probability of containing source 296

code from different repositories. This approach 297

increases input density—reducing padding by ex- 298

panding the average input length from 630 to 1300 299

tokens—and potentially enhances cross-language 300

understanding. Since repositories are inherently 301

modular and often contain files written in multiple 302

languages, learning from repository-level context 303

may improve inter-language generalization. 304

2.3.2 Multi-layer Loss 305

To achieve layer-wise modularity in transformer 306

architectures, we apply the previously introduced 307

loss (section 2.3.1) across a selected set of lay- 308

ers, sharing classification heads (masked language 309

modeling and in-context classification) while in- 310

corporating a positional embedding of the layer 311

index. The total loss is computed as the sum of 312

individual layer losses, weighted by a factor α to 313

prioritize deeper layers: L =
∑

i∈ι Li · α where 314

α = i/|I| and I = {1, . . . , 36} represents all lay- 315

ers, and the selected subset ι = {4, 9, 18, 27, 36} 316

defines the layers where the loss is applied. The 317

selected subset was chosen to enable four model 318

variants equally spaced in depth (9, 18, 27, 36) 319

along with an additional “tiny” version (4) to see 320

the model performance in a lower number of param- 321

eters set. This approach allows for flexible model 322

deployment, enabling adaptive layer pruning while 323

maintaining performance trade-offs. 324

2.4 Fine-tuning 325

Following (Su et al., 2023), we fine-tune a single 326

model for both text-to-code and code-to-code re- 327

trieval using instruction prompting. The optimiza- 328

tion objective combines CLIP loss (Radford et al., 329

2021) with a multi-layer loss (details in 2.3.2). 330

To enhance representation learning, we replace 331

the standard single-head projection with five dis- 332

tinct projection heads, applied at different exit 333

points of the pre-trained model (layers 4, 9, 18, 334

27, and 36). We used a batch of 2048 elements, 335

ensuring that text-to-code and code-to-code were 336

equally distributed across the batch. 337

We performed data augmentation by randomly 338

replacing frequently occurring words (appearing 339

more than twice and having at least three charac- 340

ters) with random strings. We applied the augmen- 341

tation exclusively to code snippets in 30% of cases, 342
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Table 3: Performance of different models on text-to-code with CodeSearchNet using codeXGLUE. We reported the
results presented in codet5plus, unixcoder and modernBERT (Wang et al., 2023; Guo et al., 2022; Warner et al.,
2024).

CodeSearchNet
Model Ruby JS Go Python Java PHP avg. MRR avg. NDCG
MODULARSTARENCODER 74.1 74.0 82.5 92.5 78.7 84.5 81.0 84.2
Codet5+ 770M 78.0 71.3 92.7 75.8 76.2 70.1 77.4 -
OpenAI text-embedding-3-large 84.7 85.3 95.9 99.8 90.1 95.6 91.9 93.3
Unixcoder 74.0 68.4 91.5 72.0 72.6 67.6 74.4 -
ModernBERT-large - - - - - - - 59.5

leaving natural language descriptions unchanged.343

After conducting a grid search, we selected 1.0e−5344

as the learning rate, maintained throughout the fine-345

tuning process, and set the temperature parameter346

at 10.0.347

2.5 Evaluation348

We evaluated MODULARSTARENCODER on both349

text-to-code and code-to-code retrieval tasks using350

the CODEXGLUE benchmark (Lu et al., 2021).351

For text-to-code retrieval, we employed the CODE-352

SEARCHNET dataset, where the goal is to retrieve353

the most relevant code snippet given a natural lan-354

guage query. Specifically, the query corresponds to355

a documentation comment, and the model is tasked356

with ranking the correct code snippet among 999357

distractor snippets (Husain et al., 2019). This setup358

assesses the model’s ability to learn meaningful359

cross-modal representations between code and nat-360

ural language.361

For code-to-code retrieval, we relied on two362

datasets from CODEXGLUE: the Code Translation363

(CT) benchmark and POJ-104. The Code Trans-364

lation dataset consists of semantically equivalent365

code snippets in different programming languages,366

and we framed the task as cross-language code re-367

trieval rather than translation. In this setting, given368

a Java code snippet as a query, the model retrieves369

the corresponding C# implementation, testing its370

capability to capture cross-lingual semantic simi-371

larities between functionally equivalent programs.372

In contrast, the POJ-104 dataset contains C/C++373

programs that solve the same problem but with374

different implementations, making it a suitable375

benchmark for assessing retrieval of semantically376

similar code across diverse implementations. This377

setup evaluates the model’s capacity to generalize378

across structural variations while preserving seman-379

tic equivalence.380

Table 4: Performance of different models on Code Trans-
lation (CT) and POJ104 for code-to-code search with
codeXGLUE dataset.

CT POJ104
Model MRR mAP
MODULARSTARENCODER 98.9 56.5
Codet5+ 110M-embedding 98.4 24.5
OpenAI text-embedding-3-large 98.8 82.9
Unixcoder 97.6 41.0
ModernBERT-large 93.1 27.3

3 Results and Discussion 381

3.1 Benchmarks 382

Table 3 presents the results for CodeSearchNet 383

(t2c) task in terms of Mean Reciprocal Rank 384

(MRR) for each single language, average NDCG 385

and average MRR. Results for Unixcoder, Mod- 386

ernBERT, and CodeT5+ are reported from the 387

original papers (Guo et al., 2022; Warner et al., 388

2024; Wang et al., 2023). On CODESEARCHNET, 389

MODULARSTARENCODER achieves an MRR of 390

81.0, outperforming CODET5+ (Wang et al., 2023) 391

(770M), UNIXCODER (Guo et al., 2022), and 392

MODERNBERT-LARGE (Warner et al., 2024). Al- 393

though MODERNBERT-LARGE reports only aver- 394

age NDCG results (59.5). The only encoder that 395

surpasses MODULARSTARENCODER is OpenAI’s 396

text-embedding-3-large. 397

Table 4 presents results from both POJ104 and 398

CT dataset reported respectively in MRR for code 399

translation and mean average precision for POJ104. 400

For Code Translation (CT), we report MRR on 401

Java-to-C# retrieval. MODULARSTARENCODER 402

reaches the best performance among the tests. We 403

decided to replicate the experiments in a zero-shot 404

setting for code-to-code tasks, as our model does 405

not integrate POJ104 and code translation datasets 406

in the training set. 407

Referring to Table 4, on the POJ104 dataset in 408
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Table 5: Performance comparison of MODULARSTARENCODER model layers and baseline fine-tuned models on
the CodeSearchNet benchmark. The table displays the overall retrieval performance measured by Mean Reciprocal
Rank (MRR). We refer to the model fine-tuned with multiple exit points simultaneously as self-distilled; the others
are fine-tuned singularly for each exit point.

CodeSearchNet
Model Size Ruby Javascript Go Python Java PHP avg. MRR
Layer-4 110M 59.5 61.3 72.1 86.2 68.2 75.5 70.5
Layer-4 (self-distilled) 62.2 64.7 74.8 88.1 71.4 78.0 73.2
Layer-9 250M 64.9 65.7 74.3 87.3 72.0 78.8 73.8
Layer-9 (self-distilled) 67.6 69.4 78.9 90.2 75.5 82.3 77.3
Layer-18 500M 73.8 73.5 82.4 92.1 78.4 84.0 80.7
Layer-18 (self-distilled) 74.1 74.0 82.5 92.5 78.7 84.5 81.0
Layer-27 750M 72.3 71.8 80.8 90.8 76.9 82.3 79.1
Layer-27 (self-distilled) 73.2 73.3 81.7 92.1 77.8 83.8 80.3
Layer-36 1B 72.3 72.9 80.7 91.5 77.1 82.9 79.5
Layer-36 (self-distilled) 73.5 72.6 80.5 91.4 76.9 82.7 79.6

zero-shot, MODULARSTARENCODER achieves an409

mAP of 0.57, which is state-of-art between open-410

sourced models, even though it is significantly be-411

hind OpenAI text-embedding-3-large. However,412

direct comparison with OpenAI text-embedding-413

3-large remains challenging because it is closed-414

source, and details such as model size, training415

methodology, or potential data contamination are416

undisclosed.417

3.2 Ablation Study418

We conducted an ablation study by fine-tuning sin-419

gularly each exit point (also starting from MODU-420

LARSTARENCODER, pre-trained) and pruning the421

subsequent layers (e.g., for the baseline on layer 18,422

we retain only the first 18 layers and fine-tune the423

model using just one projection head on that layer).424

The multi-exit model consistently outperforms the425

single-exit baseline, indicating that lower-level lay-426

ers benefit from training signals propagated from427

deeper layers. This behavior is highlighted in Ta-428

ble 5, where our model, indicated by self-distilled,429

outperforms all the single exit baselines consis-430

tently. This finding underscores a promising new431

direction in self-distillation for large-scale code432

and text models, enabling high performance even433

in more compact configurations. Moreover, Fig-434

ure 4 illustrates that MODULARSTARENCODER435

maintains robust performance from layers 18 to 36,436

allowing users to scale down the network to match437

their memory, computational, or latency constraints438

while preserving strong retrieval accuracy.439

4 Related work 440

Since the introduction of ELMo (Peters et al., 441

2018), deep contextual information has enhanced 442

generating embeddings for textual retrieval or clas- 443

sification, reaching state-of-the-art results in sev- 444

eral tasks. BERT (Feng et al., 2020) followed 445

those findings, adapting the Transformer architec- 446

ture (Vaswani et al., 2017) to enable a bi-directional 447

representation with two different training object- 448

ing, namely the masked language modeling and 449

the next sentence prediction losses. (Lan et al., 450

2019; Liu et al., 2019) adapted the BERT archi- 451

tecture to obtain an enhanced pre-trained model 452

by removing or modifying the NSP, focusing on 453

pre-training data or hyperparameters optimization. 454

More recently, modernBERT (Warner et al., 2024) 455

tied the gap between modern decoders (Jiang et al., 456

2023; Hui et al., 2024; Dubey et al., 2024; Touvron 457

et al., 2023; Lozhkov et al., 2024) advancements 458

that rely upon models with an increased number of 459

parameters, trained upon more tokens, and being 460

capable of handling longer contextual information. 461

In code representation, large language models 462

must be adapted by training them on a curated cor- 463

pus focused on software and by leveraging code’s 464

syntactic and semantic structures, which differ sig- 465

nificantly from natural language. Feng et al. (2020) 466

adapted the BERT architecture to produce seman- 467

tically meaningful embeddings for source code, 468

resulting in codeBERT. This was accomplished 469

by including more source code in the training set 470

and focusing on a training loss that can leverage 471

bimodal (natural language and code) contextual in- 472
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Figure 4: Performance Comparison Across Layers: The graph illustrates the MRR and the Recall@1 for different
layers, comparing baseline models and a self-distilled model.

formation (Clark et al., 2020). GraphCodeBERT473

enhanced codeBERT (Feng et al., 2020) represen-474

tations by incorporating data flow graphs, captur-475

ing dependencies between variables and operations,476

and improving tasks like code summarization and477

clone detection. UniXcoder (Guo et al., 2022)478

extended this by introducing a unified encoder-479

decoder framework, integrating abstract syntax480

trees (ASTs) and data flow information. Wang et al.481

(2023) expanded these findings with codet5plus,482

stressing how multiple losses that leverage code483

semantics impact the model pertaining. The work484

incorporated text-code contrastive learning, text-485

code Matching, and text-code causal LM for better486

code understanding and generation.487

When trying to achieve better performance, re-488

search has shifted toward models with a high num-489

ber of parameters. While this trend appears ef-490

fective from a performance perspective, end users491

may face computational or memory limitations as492

LLMs vary from millions to billions of parame-493

ters. Sanh et al. (2019) pioneered the introduction494

of knowledge distillation, using a “teacher” model495

that guides a smaller model to emulate its behav-496

ior. This methodology has been widely adopted497

and improved upon recently (DeepSeek-AI et al.,498

2025; Hui et al., 2024), becoming a standard for499

obtaining high-performing smaller LLMs.500

Our work differs from previous work by adapt-501

ing a modern architecture (Lozhkov et al., 2024) to502

a code encoder-only based model and introducing503

a novel ’self-distillation’ mechanism. We replace504

the next sentence prediction loss with an in-context505

classification focused on the repository level and506

expand the context to 2048 tokens. Our novel507

self-distillation mechanism improves low-level lay-508

ers, resulting in a modular transformer architecture 509

without additional teacher models or further data 510

for distillation. 511

5 Conclusion 512

In this work, we introduced MODULARSTAREN- 513

CODER, a modular multi-exit encoder architecture 514

designed to improve efficiency and scalability in 515

code retrieval tasks. By integrating an intra-model 516

self-distillation mechanism, our approach enables 517

multiple resolution models to be trained within 518

a unified layer stack, reducing redundancy while 519

maintaining high retrieval performance. Our evalu- 520

ation on CODEXGLUE demonstrates that MOD- 521

ULARSTARENCODER achieves state-of-the-art re- 522

sults among open-source models, outperforming 523

prior baselines across text-to-code and code-to- 524

code retrieval tasks. Ablations further highlighted 525

the benefits of self-distillation, showing that lower 526

layers gain representational strength from deeper 527

layers, leading to superior performance compared 528

to single-exit models. 529

Beyond performance gains, MODU- 530

LARSTARENCODER offers practical benefits 531

by providing multiple exit points, allowing users 532

to balance computational efficiency and accuracy 533

based on resource constraints. The results suggest 534

that self-distillation provides a promising direction 535

for efficient large-scale encoders, reducing 536

deployment costs without sacrificing effectiveness. 537

Finally, we plan to release in open-access our 538

SYNTHCODE2CODE2NL and both pre-trained and 539

fine-tuned MODULARSTARENCODER models. 540

8



Limitations541

Due to our dependence on multiple GPUs, we542

encountered significant computational constraints.543

Parameter grid searches with smaller and embry-544

onic models were the only ways to extrapolate the545

best hyperparameter setup. The best hyperparam-546

eters for smaller models can differ from those for547

larger ones; thus, we faced a limitation in finding548

an optimal training setup. Ablating both the in-549

context classification and the multi-layer loss in a550

real scenario was impossible as we depended on551

smaller models to understand their performances.552

Therefore, computational resources pose a signif-553

icant constraint in this work, and we want to em-554

phasize how this factor undermines the possibility555

of replicating the experiments.556

Here, we highlight potential threats to the va-557

lidity of the research process, focusing on both558

external and internal factors.559

External validity When synthesizing the SYN-560

THCODE2CODE2NL code, we rely on code trans-561

lation; we understand that synthesized data adheres562

to stylistic writing patterns distinct from those of563

humans. We tested the model’s performance on564

standard benchmarks. However, the impact of uti-565

lizing code snippets as synthetic data in training566

large language models for generalization over hu-567

man text-to-code and code-to-code search is still568

not fully understood.569

Internal validity The ablation study focused on570

fine-tuning the model with and without multi-layer571

loss. However, this comparison does not account572

for how the model behaves when starting from573

a model not pre-trained on multi-layer loss. Al-574

though our experiments present promising results,575

further inspection is necessary to better understand576

this phenomenon.577
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GO
// readNextChunk creates an io.LimitedReader for the next chunk of data,

// and returns io.EOF if the last chunk has been read.

func readNextChunk(r wire.SyncScanner) (io.Reader, error) {

status, err := r.ReadStatus("read-chunk")

if err != nil {

if wire.IsAdbServerErrorMatching(err, readFileNotFoundPredicate) {

return nil, errors.Errorf(errors.FileNoExistError, "no such file or directory")

}

return nil, err

}

switch status {

case wire.StatusSyncData:

return r.ReadBytes()

case wire.StatusSyncDone:

return nil, io.EOF

default:

return nil, errors.Errorf(

errors.AssertionError,

"expected chunk id '%s' or '%s', but got '%s'",

wire.StatusSyncData, wire.StatusSyncDone, []byte(status),

)

}

}

Ruby
def read_next_chunk(r)

status, err = r.read_status("read-chunk")

if err

if AdbServerErrorMatching(err, readFileNotFoundPredicate)

return nil, FileNoExistError.new("no such file or directory")

end

return nil, err

end

case status

when wire.StatusSyncData

return r.read_bytes

when wire.StatusSyncDone

return nil, EOFError.new

else

return nil, AssertionError.new(

"expected chunk id '#{wire.StatusSyncData}' or '#{wire.StatusSyncDone}', but got '#{status}'"

)

end

end

Figure 5: Example of a code snippet translation from Go to Ruby.
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JAVA
public void get(URI uri, Credentials credentials) throws IOException {

get(uri, null, credentials);

}

C
#include <stdio.h>

#include <stdlib.h>

#include <string.h>

typedef struct {

    char *username;

    char *password;

} Credentials;

typedef struct {

    char *scheme;

    char *host;

    int port;

    char *path;

} URI;

void get(URI *uri, Credentials *credentials) {

    // Implementation of the get function

    printf("Fetching resource from %s://%s:%d%s\n", uri->scheme, uri->host, uri->port, uri->path);

    if (credentials != NULL) {

        printf("Using credentials: %s:%s\n", credentials->username, credentials->password);

    }

}

int main() {

    URI uri = {"http", "example.com", 80, "/index.html"};

    Credentials credentials = {"user", "pass"};

    get(&uri, &credentials);

   return 0;

}

Figure 6: Example of a code snippet translation from Java to C.
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Python
def toString(self):

        result = []
        k, v = self.optimalRepr()
        longest = reduce(lambda x, y: x if x > len(y) else len(y), k, 0)
        for ind in range(len(k)):

            result.append("%s : %s" % (k[ind].ljust(longest), v[ind]))
        return "\n".join(result)

PHP
public function toString() {

    /**

     * Return a printable view of the dictionary

     */

    $result = [];

    list($k, $v) = $this->optimalRepr();

    $longest = array_reduce($k, function($x, $y) {

        return $x > strlen($y) ? $x : strlen($y);

    }, 0);

    for ($ind = 0; $ind < count($k); $ind++) {

        $result[] = sprintf("%s : %s", ltrim($k[$ind], ' '), str_pad($v[$ind], $longest, ' ', STR_PAD_LEFT));

    }

    return implode("\n", $result);

}

Figure 7: Example of a code snippet translation from Python to PHP.
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