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Abstract

Modeling symmetry breaking is essential for
understanding the fundamental changes in the
behaviors and properties of physical systems,
from microscopic particle interactions to macro-
scopic phenomena like fluid dynamics and
cosmic structures. Thus, identifying sources of
asymmetry is an important tool for understanding
physical systems. In this paper, we focus on
learning asymmetries of data using relaxed group
convolutions. We provide both theoretical and
empirical evidence that this flexible convolution
technique allows the model to maintain the high-
est level of equivariance that is consistent with
data and discover the subtle symmetry-breaking
factors in various physical systems. We employ
various relaxed group convolution architectures
to uncover various symmetry-breaking factors
that are interpretable and physically meaningful
in different physical systems, including the phase
transition of crystal structure, the isotropy and
homogeneity breaking in turbulent flow, and the
time-reversal symmetry breaking in pendulum
systems. We open-source our code at https:
//github.com/atomicarchitects/
Symmetry-Breaking-Discovery.

1. Introduction

Symmetry play pivotal roles in the advancement of deep
learning (Zhang, 1988; Kondor & Trivedi, 2018; Bronstein
et al., 2021; Cohen & Welling, 2016a; Weiler & Cesa, 2019;
Zaheer et al., 2017; Cohen & Welling, 2016b). Specifically,
equivariant convolution (Cohen & Welling, 2016b; Esteves
et al., 2018) and graph neural networks (Satorras et al.,
2021a; Thomas et al., 2018; Cohen et al., 2019), which
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integrate symmetries into the design of the architectures,
have demonstrated notable success in modeling complex
data. By constructing a model inherently equivariant to the
symmetry group governing transformations of a physical
system, we ensure automatic generalization across these
transformations. This enhances not only the model’s robust-
ness to distributional shifts but also its sample efficiency
(Geiger & Smidt, 2022; Walters et al., 2021; Wang et al.,
2020; Helwig et al., 2023; Liao et al., 2023).

The symmetry of the outputs of any equivariant model will
have equal or higher symmetry than the inputs to the model
(Smidt et al., 2021). This suggests that equivariant models
might be too restrictive to be useful in describing symmetry
breaking. However, understanding the effects that give rise
to symmetry breaking is key for predicting the behavior
of complex systems, from the intricacies of particle inter-
actions to the dynamics of fluid flows (Fahle et al., 2001;
Weinberg, 1976; Beekman et al., 2019). Symmetry breaking
occurs in two forms: explicit, when the governing equa-
tions of a physical system lack symmetry, and spontaneous,
when a symmetric system transitions to a lower-energy state
with lower symmetry (Strocchi, 2005). Depending how this
phenomenon manifests in the data, it can be categorized as
either functional or distributional. Hence, our objective is to
construct models capable of identifying asymmetries across
these scenarios.

While traditional equivariant models may be unable to
describe some forms of symmetry breaking, Smidt et al.
(2021) shows that additional trainable equivariant symmetry-
breaking inputs can be used to learn asymmetries throughout
training with an equivariant model. Relaxed group convolu-
tion (Wang et al., 2022) furthers this idea by incorporating
trainable relaxed weights to ease the strict weight-sharing
scheme in equivariant convolutions. In Wang et al. (2022),
the authors empirically show the ability of relaxed group
convolutions to model approximate symmetries, but they do
not provide any theoretical guarantees or insights. Our work
advances the understanding of relaxed group convolutions
by both theoretically and empirically showing that they can
consistently capture the correct symmetry inductive biases
from the data in all scenarios of symmetry breaking. We also
demonstrate that after training, the relaxed weights can be
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used to discover both global and local symmetry-breaking
factors in various physical systems. Depending on the type
of asymmetry that we aim to learn, the relaxed weights can
be analyzed and interpreted in a variety of ways.

Our key contributions are summarized as follows:

* Theoretical and empirical evidence of the ability of re-
laxed weights to detect symmetry breaking and quantify
the degree of this breaking.

* Categorization of different types of symmetry breaking
that may be seen in physical data and how relaxed group
convolutions can be used in different cases.

* Discovery of symmetry-breaking factors in diverse phys-
ical systems using relaxed group convolution, including
phase transitions of crystal structure, isotropy and ho-
mogeneity breaking in turbulence, and time-reversal
symmetry breaking in pendulum systems.

* Superior performance of relaxed group convolution com-
pared to baselines with no symmetry and with strict
symmetry biases on the task of fluid super-resolution for
3D channel flow and isotropic flow.

2. Background
2.1. Equivariant Neural Networks

We say a function f: X — Y is G-equivariant if

Flpin(9)(2)) = pou(9) f () M

forall z € X and g € GG, where py, is the input representa-
tion of G acting on the vector space X and py is the output
representation of GG on the vector space Y. Equivariant deep
learning often involves techniques like weight sharing and
weight tying across group elements. Our focus is on group
convolution (Cohen & Welling, 2016a) and relaxed group
convolution (Wang et al., 2022) and their application to data
defined over a regular square or cubic grid.

We formally distinguish between invariant (scalar) weights
used in group convolutions and equivariant (non-scalar)
weights used in relaxed group convolutions. Let R be the
space of model weights. The group G not only acts on input
and output spaces, it may also act on weight space R? by
pw : G = GL,(R). The weight space then decomposes
as a direct sum of different representations of GG. We say
that the weights are invariant if they transform as the trivial
representation and equivariant if they transform as a direct
sum of non-trivial representations of G (e.g. the regular
representation) (Dre, 2008). See Appendix H for more
background on equivariant neural networks, group theory,
and representation theory.

2.2. Symmetry Breaking

Our method focuses on discovering symmetry-breaking fac-
tors from data. The relaxed weights are "analagous" to order
parameters used in Landau theory to describe phase transi-
tions (Landau, 1936). Symmetry breaking may arise from:
(1) Explicit symmetry breaking: the governing equations
of a physical system become variant under the broken sym-
metry. This could arise from an external force applied to
the system or certain boundary conditions. For instance,
symmetry-breaking factors, such as gravity, temperature
gradient and closed boundaries, break the Euclidean sym-
metry of a uniform layer of fluid. (2) Spontaneous symmetry
breaking: a symmetric system naturally evolves into degen-
erate lower symmetry states that are energetically favorable
without any external symmetry-breaking influence (Castel-
lani & Dardashti, 2021). For example, in the transition of
water to ice, the molecules shift from a random, symmet-
ric arrangement in the liquid state to a well-ordered, less
symmetric lattice in the solid state.

These forms of symmetry breaking manifest themselves in
the data, leading us to categorize potential instances of sym-
metry breaking as depicted in Figure 1. Assume a function
f: X —Y,andpy : X —» Randpy : Y — R are
the probability distributions of the input and output. The
expected group G acts on X and Y by px and py.

(1) Single sample symmetry breaking: This could occur
when the desired output of the neural network has lower
symmetry than the input (e.g. transforming a square to a
rectangle).! We aim to identify the symmetry operations that
differ between the input and output or the “missing infor-
mation” needed to make the input and output symmetrically
compatible. (See (Smidt et al., 2021) for more discussion.).
Formally, 3 x € X, Stab(f(z)) C Stab(x). Note that this
is a special case of (3) below.

(2) Distributional symmetry breaking: In many ideal physi-
cal contexts, the entire sample space exhibits symmetry, but
a given dataset may or may not. For example, the entire
sample space of isotropic flow will be closed under rota-
tions because of the axial symmetry of the flow. Nonethe-
less, certain boundary conditions and external forces may
break this rotational symmetry in a given data distribu-
tion px to varying degrees. Formally, this is stated as
Jr € X, px(z) # px(px(g)r).? Distributional sym-
metry breaking can be detected by an equivariant model
with invariant weights. See Appendix F for more details and
examples.

'When we refer informally to the symmetry of a sample x or a
set S we are referring to the stabilizers Stab(z) = {g € G|g -z =
x} and Stab(S) = {g € G|gs € S, Vs € S}.

Defining Stab(px) as {g € G : gpx = px }, distributional
symmetry breaking can also be stated as Stab(px) C G.
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Figure 1. Symmetry breaking can be either explicit, arising when the governing equations are asymmetric, or spontaneous, arising when a
symmetric system evolves to a lower symmetry without external influence. It can be also classified as either distributional or functional

based on how it manifests in data.

(3) Functional symmetry breaking: the mapping between
inputs and outputs is not fully equivariant. For instance,
a model with time-reversal equivariance, designed to fore-
cast future states based on historical observations, might
have trouble accurately predicting dynamics without time-
reversal symmetry, such as processes with increasing en-
tropy (Jucha et al., 2014). Formally, 3z € X and dg €

G, flpx(9)(x)) # py(g9)f(z). Functional symmetry
breaking requires equivariant weights to describe.

2.3. Regular Group Convolution

Group convolution (Cohen & Welling, 2016a) achieves
equivariance by sharing weights across all group elements.
CNNs, for example, achieve shift invariance by implement-
ing group convolution over the group G = Z? of discrete
translations.

Lifting Convolution The first layer of a G-convolutional
network typically lifts the input to a function on G. It
maps the input function fy on Z3 to functions on a group
G = (Z3,+) x H, where H is a group acting on Z3 that we
desire equivariance with respect to, such as Cy. The lifting
convolution is the same as conventional convolution with a
stack of filter banks transformed by the subgroup H,

=Y foly

YEZ3
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Group Convolution After the lifting convolution layer,
both the filter and input are now functions on G = (Z3, +)x
H. A G-equivariant group convolution then takes as input a
cin-dimensional feature map f1: G — R» and convolves

it with kernel ¥: G — R%u*¢n gver a group G,
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The last layer usually averages over the h-axis and outputs
a function on Z3.

2.4. Relaxed Group Convolution
Wang et al. (2022) defines relaxed lifting convolution and

relaxed group convolution as below.

Relaxed Lifting Convolution Unlike a strictly equivari-
ant layer, the relaxed lifting convolution employs additional
trainable weights w;(h) and may use several filters {1, }/,
instead of one shared filter.

(fox)(x,h) = Y f(y) D wi(h)gu(h™"
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Relaxed Group Convolution The group convolution
layer is relaxed in the same way.

(f1x®)(x, h) =

L
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Since the weights {w;(h)} can vary across group element
h, this can break the strict weight-sharing scheme®. The
relaxed weights {w;(h)} in both the relaxed lifting and re-
laxed group convolution transform as the regular representa-
tion of H and are the equivariant weights defined in Section

31t is not necessary for the weights w; (k) to be the same for all
[ or for all layers for equivariance to hold.
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2.1. The regular representation contains all irreducible repre-
sentations (irreps) of H as subrepresentations, and thus the
relaxed weights can express symmetry breaking correspond-
ing to any irrep. We will show that the weights {w;(h)}
with equal initialization learn to be unequal to break the
strict equivariance and adapt to the symmetries of the data
when data exhibits broken symmetry.

3. Theoretical Analysis
3.1. Learning symmetry breaking with loss gradients

In the relaxed group convolution, the initial relaxed (equiv-
ariant) weights {w;(h)} in each layer are set to be the same
for all h, ensuring that the model exhibits equivariance prior
to being trained. In this section, we prove that these relaxed
weights only deviate from being equal when the symmetries
of the input and the output are lower than that of the model.

Proposition 3.1. Consider a relaxed group convolutional
neural network f where the relaxed weights in each layer
are initialized to be identical across group elements to main-
tain G-equivariance. If f is trained to map an input x to
output y, the relaxed weights will change during training
such that f is equivariant to Stab(x) N Stab(y), which is the
intersection of the stabilizers of the input and the output.

In particular, if Stab(z) N Stab(y) < G, then w;(h) will not
be constant in i due to the gradients of the loss. The proof
can be found in Appendix A. This useful property allows
us to discover symmetry or identify symmetry-breaking
factors in data because the relaxed weights tell us whether a
transformation h stabilizes the input or output. We provide
a clear illustration of this through a simple 2D example.
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Figure 2. Visualization of tasks and corresponding relaxed weights
after training. A 3-layer Cy-relaxed group convolution network
with L = 1 is trained to perform the following three tasks: 1) map
a square to a square; 2) deform a square into a rectangle; 3) map a
square to a non-symmetric object.

7

As shown in Figure 2, in the first task where the output is
a square with Cy symmetry* , relaxed weights across all
layers remain equal throughout training. For the second task,
where the output is a rectangle exhibiting Cy symmetry, the
relaxed weights learn to be different. However, the weights
corresponding to the group elements i and g2 are the same,

*We ignore reflections in this example.

as are the weights for ¢ and g®. This reflects the symmetry of
the rectangle as the model becomes equivariant to Cs (180
degree rotations). In the final task, where the output lacks
any symmetries, the relaxed weights diverge entirely for
the four group elements, thereby fully breaking the model’s
equivariance.

3.2. Convergence of relaxed weights using mini-batch
gradient descent

Proposition 3.1 also indicates that relaxed group convolu-
tion can discover symmetries that lie in the data distribution
using full batch gradient descent, as the entire dataset can be
viewed as a single sample in this case. However, when deal-
ing with high-dimensional data, it often becomes necessary
to use mini-batch gradient descent, where mini-batches may
not represent the symmetries of the entire dataset. Thus, we
have the following proposition.

Proposition 3.2. Denote i the step size of the gradient de-
scent, M the number of mini-batches in each epoch, and
t the number of epochs respectively. Assume that the loss
Sfunction L is convex and has §-Lipschitz continuous gradi-
ents. Consider w* the optimal relaxed weights that can be
reached by full batch gradient descent, with K representing
the gradient noise variance at w*. Then the starting relaxed
weights w at the t-th epoch satisfy

,LL252M2
2282 M2 — 1
pra? MK
1 — 2u262M2

Elljw) - w*[] < (1 )tE[an — |

The convergence rate 1 — 2};31‘227]\%2_1 is bounded by % and
it will descrease as the batch size increases (i.e. M becomes
smaller). Given a sufficient number of epochs (i.e. when
t is large enough), the relaxed weights learned by mini-
batch gradient descent will converge to the optimal relaxed
weights learned by the full batch gradient descent. There-
fore, training relaxed group convolution with mini-batches
still allows for the post-training relaxed weights to uncover
the symmetries in the dataset.

3.3. Decomposition of relaxed weights into irreps

By projecting the relaxed weights onto the irreps of the
group, similar to calculating its Fourier components, one can
identify the type of geometric symmetry breaking and which
symmetries are preserved or broken. This is particularly
useful for larger groups.

Consider the relaxed weights from a neural network layer
illustrated in Figure 2, projected onto Cj’s four one-
dimensional irreps. For the first task, only the Fourier
component for the trivial representation is non-zero. In
the second task, Fourier components for both the trivial and
the sign representation are non-zero, suggesting that either



Discovering Symmetry Breaking in 3D Physical Systems with Relaxed Group Convolution

90 or 180-degree rotational symmetries are broken. Since
the remaining irreps are zero, we can conclude the output is
still invariant under 180-degree rotations. In the third task,
all Fourier components are non-zero. Thus, due to the prop-
erty that the relaxed group convolution reliably preserves
the highest level of equivariance that is consistent with data,
it can discover symmetry or symmetry breaking in data.

4. Related Work
4.1. Approximate Symmetry

Equivariant deep learning models have excelled in image
analysis(Chidester et al., 2018; Weiler & Cesa, 2019; Kon-
dor & Trivedi, 2018; Bao & Song, 2019; Worrall et al.,
2017; Finzi et al., 2020; Ghosh & Gupta, 2019), and their
applications have also expanded to physical systems due to
the deep relationship between physical symmetries and the
principles of physics (Geiger & Smidt, 2022; Wang et al.,
2020; Otto et al., 2023; Anderson et al., 2019; Satorras et al.,
2021b; Liu et al., 2022; Zitnick et al., 2022; Schiitt et al.,
2017; Passaro & Zitnick, 2023). However, real-world data
rarely conforms to strict mathematical symmetries, due to
noise, missing values, or symmetry-breaking features in
the underlying physical system. Thus, recent works have
tried to relax the strict symmetry constraints imposed on the
equivariant networks. Elsayed et al. (2020) first showed that
relaxing strict spatial weight sharing in 2D convolution can
improve image classification accuracy. Wang et al. (2022)
generalized this idea to arbitrary groups and proposed re-
laxed group convolution, which is biased towards preserving
symmetry but is not strictly constrained to do so. Petrache
& Trivedi (2023) further provides a theoretical study of how
the data equivariance error and the model equivariance error
affect the models’ generalization abilities. In this paper, we
further apply relaxed group convolution to various physical
systems cases and reveal its ability in symmetry discovery.
Alternatively, Finzi et al. (2021) proposed a mechanism that
sums equivariant and non-equivariant layers but it cannot
handle high-dimensional data due to the number of weights
in the fully-connected layers. van der Ouderaa et al. (2023)
proposed a method to empirically learn the amount of layer-
wise equivariance through approximate Bayesian model
selection but it does not have theoretical guarantees of learn-
ing the correct amount of symmetry from the data. McNeela
(2023) proposed the Lie algebra convolution that relaxes the
strict equivariance constraints in Lie group convolutions but
it cannot be used to find the symmetry-breaking factors.

4.2. Symmetry Discovery

Our method can also perform symmetry discovery as we
can uncover hidden symmetries in data by creating relaxed
group convolution layers of the largest possible group. This
differs from most existing methods for finding symmetries,

which often require intricate architecture and careful tun-
ing. For example, Desai et al. (2022); Yang et al. (2023b;a)
designed GAN-based architectures where the generator is
trained to generate group transformations that stabilize the
data distribution. Zhou et al. (2021) factorized the weight
matrix into a symmetry matrix, which learns the weight-
sharing pattern from the data, and a separate vector for
filter parameters. These two parts are trained separately
with MAML, which is an optimization-based meta-learning
method (Finn et al., 2017). Furthermore, Dehmamy et al.
(2021) proposed L-conv, a novel architecture that can learn
the Lie algebra basis and automatically discover symmetries
from data. Unlike these complex models and training ap-
proaches, our method simplifies the process. By utilizing
the equivariance property of gradients, the relaxed weights
in a single relaxed group convolution layer can discover
symmetry breaking with minimal training, either on a sin-
gle symmetric sample for one iteration or on a symmetric
dataset for several epochs.

5. Experiments

5.1. Discovering Symmetry Breaking Factors in Phase
Transitions of Crystal Structures

Phase Transition Modeling a phase transition from a
high symmetry (like octahedral) to a lower symmetry is
a common topic of interest in materials science (Onuki,
2002). This change can be understood as a transformation
in the arrangement or orientation of atoms within a crystal
lattice. For instance, perovskite crystal structures consist of
connected octahedral motifs that under certain conditions
distort and give rise to technologically relevant material
properties.

To illustrate, consider the perovskite of Barium Titanate
(BaT'i03), as shown in Figure 3. At high temperatures,
BaTi0Os has a cubic perovskite structure with the 77 ion
at the center of the octahedron. As one progressively cools
BaTiOs, it undergoes a series of symmetry-breaking phase
transitions. Initially, around 120°C, there is a shift from
the cubic phase to a tetragonal phase, where the Ti ion is
displaced from its central position. The space group of
the tetragonal system in our example is P4mm and the
point group is Cy,. This is followed by a transition to an
orthorhombic system at about -90°C, the space group and
the point group of which are Amm2 and Cl, respectively.

Model Design  We build relaxed octahedral group convolu-
tion layers to model the phase transition of crystal structures.
The octahedral group, denoted Oy, contains 48 elements.
It is a finite subgroup of O(3) that describes all the sym-
metries of a regular octahedron or a cube. The octahedral
group is compatible with the cubic lattice and the highest
symmetry group of crystals (Nabarro, 1947; Van der Laan
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Figure 3. Visualization of BaT'iO3: As temperature decreases, it
undergoes a series of symmetry-breaking phase transitions, transi-
tioning from a cubic structure to a tetragonal phase, and eventually
to an orthorhombic form.

& Kirkman, 1992; Woodward, 1997).

We train a 3-layer relaxed O}, group convolutional network
with a single filter basis to map from the cubic phase to a
tetragonal phase, and from the cubic phase to an orthorhom-
bic system. Since both the input and the network have Oy,
symmetry and the output is lower than Oy, the post-training
relaxed weights reveal the symmetry-breaking factors in
these two phase transitions.

Dataset We use the Cartesian coordinates of BaT'iO3 in
cubic, tetragonal, and orthorhombic phases from the Mate-
rial Project (Jain et al., 2013). We use 3D tensors to repre-
sent these systems where the voxels corresponding to atoms
are non-zero. We only focus on the point group symmetry
and do not consider translation symmetry breaking in this
experiment. Instead, we will explore translation symmetry
in the channel flow experiment.

Experimental Results Figure 4 visualizes the relaxed
weights from the two 3-layer models trained to predict the
tetragonal and orthorhombic structures from a cubic system.
The highlighted relaxed weights are the same as those of
the identity element, corresponding to preserved symmetry
operations. Since both the input and the model have Oy,
symmetry, based on Theorem 3.1, the highlighted elements
stabilize the output of the networks. Those two sets of
preserved symmetry operations found by the networks form
the Cy,, and Cs, groups respectively, which align with the
point group of the tetragonal system (P4mm) and the point
group of the orthorhombic system (Amm?2) (Bradley &
Cracknell, 2010). These results demonstrate the capability
of relaxed group convolution to automatically adapt to the
symmetry of the output.

We can further investigate the symmetry-breaking factors
by decomposing the relaxed weights that transform under
regular representation into the 10 irreducible representations
(irreps) of Oy,. The preserved symmetries after phase tran-

sitions are the intersection of the stabilizers of all non-zero
irreps. More details can be found in Appendix C. As the
asymmetry of mapping in this case is due to spontaneous
symmetry breaking, to recover all possible configurations,
one would need to take the orbit of degenerate solutions.

Cubic (Pm3m) ——s Tetragonal (P4mm)
(EYEAICEA)s4 C2 54 54 C2 54 ov ov ov ov ov ov C3 C3 €3 C3 €3 €3 €3 CYoH[oRoh[CYTAC4 | C4 C2 C4 C2 56 56 56 C4 56 C2 C4 C4 56 56 56 C2 56

Figure 4. Visualization of the relaxed weights of two 3-layer re-
laxed octahedral group convolution networks trained to map from
the cubic system to the tetragonal system and the orthorhombic
system. The labels on top of columns represent the classes of
the octahedral group. It is easier to annotate each set of relaxed
weights with the class names rather than the actual transforma-
tions. The highlighted relaxed weights correspond to the preserved
symmetry operations in these two systems that forms C4,, and C,
group respectively.

5.2. Discovering Isotropy Breaking in Turbulence

Isotropy Breaking Kolmogorov’s Hypothesis (Zakharov
et al., 2012; Pope, 2001) states that, at sufficiently high
Reynolds numbers, the small-scale turbulent motions are
statistically isotropic and independent of the large-scale
structure. This implies that larger eddies lack rotational
symmetry due to factors such as boundary conditions and
external forces. As they continue to break into smaller ed-
dies and these eddies become sufficiently small, they begin
to display rotational symmetries in their distribution. The
hypothesis raises the question of determining the specific
scale at which fluid symmetries are restored.

Model Design To identify the symmetries in eddies across
various frequencies using relaxed group convolution, it is
essential to separate the input velocity fields into different
scales. This is achieved by applying different bandpass
filters—applying Fourier transformation, frequency cutoff,
and inverse Fourier transformation to each frequency range,
as illustrated in the left subfigure of Figure 5. The middle
subfigure in Figure 5 visualizes the scale separation in the
energy spectrum. The black line represents the energy spec-
trum of the original velocity fields, while the other colored
lines correspond to different scales. The turbulence energy
spectrum is a quantitative representation of the distribution
of kinetic energy across different scales or frequencies of
turbulence in a fluid. It characterizes how energy in large
eddies transformed into small ones. More details about the
energy spectrum are in Appendix D

After scale separation, each scale is then processed through
a distinct relaxed group convolution layer. Since our focus
is on discovering symmetry, we aim to make our models
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Figure 5. Left: Model for detecting rotational symmetry. This model breaks down the input velocity field into multiple scales using
Fourier frequency cutoffs. Each scale is then processed through a distinct relaxed group convolution layer and the sum of the outputs from
these layers is trained to reconstruct the input. Middle: Visualization of scale separation in energy spectrum. The black line represents the
energy spectrum of the original velocity fields, while the other colored lines correspond to different scales. Right: Equivariance errors
learned by the model. As the wave number gets higher (indicating smaller eddies), the equivariance error tends to decrease towards zero,

indicating the isotropy crossover point.

and learning tasks as simple as possible for ease of use. The
sum of the outputs from these layers is trained to reconstruct
the input. By examining the relaxed weights in the layer
corresponding to each scale, the degree of symmetry present
at each scale can be determined. We define the equivariance
error of a relaxed group convolution layer f : X — Y as
follows,

L
Il = gy 20 2 o) @) ©)

=1 geG

where G is the relevant group (G is Cf in this experiment),
L is the number of filter banks used in the layer, and e is
the identity element in the group G. Since {w;(g)}qecq
are initialized as equal, || f||gg is zero before training. The
bigger || f||gk is after training, the more symmetry breaking
there is in the data. Note that the magnitude of relaxed
weights is affected by the magnitude of the input. Therefore,
the relaxed weights need to be normalized at each scale prior
to computing equivariance errors and making comparisons.

Dataset We use a 2D direct numerical simulation of a
turbulent boundary layer flow/channel flow from Gao et al.
(2023), which includes a 2000-step simulation of the veloc-
ity field at a resolution of 128 x 256. In this dataset, the
fluid flows from left to right, bounded by closed boundaries
at the top and bottom, as shown in Figure 5. Note that
while individual velocity frames do not exhibit symmetry,
the entire data distribution may have symmetry. This differs
from the earlier example with crystals. In this experiment,
our objective is to uncover the rotational invariance of the
distribution of the fluid velocities or, more specifically, to
detect the statistical isotropy inherent in turbulence.

Experimental Results The model is trained to reconstruct
each velocity field of the turbulent flow simulation using
mini-batch gradient descent. We employ an 80%-20% split
for training and validation and use early stopping based on

the validation loss. After training, the equivariance error
for each relaxed group convolution layer is calculated based
on Eqn.(6) to obtain the degree of symmetry breaking at
different scales. As shown in the right subfigure in Figure 5,
as the wavenumber increases (i.e. eddies become smaller),
the equivariance errors decrease and approach zero. This im-
plies that the smaller eddies have perfect rotation symmetry,
thus empirically validating the Kolmogorov Hypothesis!

Notably, since we use properties of the gradient to discover
symmetry, the choice of hyperparameters and the prediction
performance of the models do not influence this symmetry-
breaking result.

5.3. Discovering Homogeneity Breaking in Turbulence

Translation Equiv Error along Y Axis

Equivariance Error

0 50 100 150 200 250
Y Axis

Figure 6. Left: Translation equivariance error along the Y-axis.
The level of symmetry breaking increases near the top and bottom
boundaries. Right: The visualization of translation relaxed weights.
It shows increased variation in relaxed weights as they approach
the boundary areas.

Homogeneity Breaking The turbulence in idealized sce-
narios is also homogeneous, which means the time-averaged
properties of the flow are uniform and independent of po-
sition (Wang et al., 2020; Batchelor, 1953). This implies
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that the distribution of homogeneous turbulence exhibits
translation symmetry. Nevertheless, factors like noise and
boundary conditions may break this translation symmetry
to varying degrees. We will show that the positions of trans-
lation symmetry breaking can also be uncovered by the
relaxed translation group convolution.

Model Design The relaxed translation group convolution
layer relaxes the translation symmetry by assigning an ad-
ditional trainable parameter to each spatial position of the
input such that every input position does not necessarily
share the same convolution kernel. We use the same chan-
nel flow dataset and simply train a 3-layer relaxed translation
convolution neural network to map each velocity field to
itself. The resolution of the simulation is 256 x 128.

Experimental Results In Figure 6, the right subfigure is
the heatmap of translation relaxed weights of the first layer
of the model. We can see the increased variation in relaxed
weights as they approach the top and bottom boundaries.
We can calculate the equivariance error along the vertical
or Y-axis using Eqn. (6). We can then find out how much
translation symmetry is broken at different heights. The
left subfigure in Figure 6 shows the translation equivariance
error along the Y-axis. We can see that the level of symmetry
breaking increases near the top and bottom boundaries.

During simulations, perturbation is introduced into the
boundaries of simulations to replicate real-world distur-
bances, which primarily contribute to turbulence. Thus,
the translation symmetry or the homogeneity of the fluid is
expected to mostly be broken around the boundary regions.
This aligns precisely with our findings from the weights of
the relaxed translation group convolution networks. The
reason why Figure 6 is not perfectly symmetric along the
y-axis is that the simulation is not long enough to encompass
all possible samples.

Notably, this experiment further demonstrates relaxed group
convolution can parameterized to be sensitive not solely to
global symmetry breaking but also local symmetry breaking.

5.4. Discovering Time Reversal Symmetry Breaking

Time Reversal Symmetry Breaking Time reversal sym-
metry (Lamb & Roberts, 1998) holds for physical laws that
remain unchanged when the direction of time is reversed.
This symmetry is a key aspect in theoretical physics and
has profound implications in various fields such as quantum
mechanics, statistical mechanics, and thermodynamics. But
not all physical processes exhibit time-reversal symmetry,
such as processes that involve entropy increase (Luke et al.,
1998; Jucha et al., 2014).

A straightforward example is a pendulum’s motion. Figure
7 visualizes the pendulum simulations without and with
friction. In an ideal, frictionless environment, a pendulum

swinging back and forth demonstrates time-reversal symme-
try. Its motion looks natural and consistent whether viewed
normally or in reverse. However, when friction is intro-
duced, this symmetry breaks. Friction causes the pendulum
to lose energy and eventually stop. This process would not
look the same if time were reversed. This illustrates how
time reversal symmetry can be present in idealized systems
but is often broken in real-world scenarios with dissipative
forces like friction.

Model Design Since we want to discover time-reversal
symmetry, we have developed a one-dimensional relaxed
group convolution model that maintains equivariance with
the reflection {+1, —1} w.r.t the time dimension. Thus,
every layer only contains two scalar relaxed weights if we
only use a single filter basis (i.e. L = 1). If these two
weights differ after training, it would suggest a break in the
symmetry of time reversibility. To test this, we employed
a three-layer network adapted for relaxed time reflection
group convolution, aiming to predict the pendulum’s angle
variations over time. Both the input and the output contain
multiple frames.

Dataset Relaxed time reflection group convolution net-
works were trained using simulations of pendulum systems
initialized at various initial angles. Each simulation tra-
jectory is sliced and follows the standard preprocessing
procedure for time series predictions (Benidis et al., 2022).

Experimental Results We compare the relaxed time re-
flection weights from models trained on the simulations
without and with frictions. As shown in Figure 7, we can
see the relaxed weights stay the same across all three layers
when the model is trained on frictionless simulations. In
contrast, these weights vary when the models are trained on
simulations with frictions. These boxplots are based on 10
runs with different random seeds. This result demonstrates
the capability of relaxed group convolution in identifying
time-reversal symmetry.

Relaxed Weights for Time Reversal Symmetry of Pendulum
| Yithout Fricton (Energy Conserved) With Friction
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Figure 7. Left: Visualization of the pendulum simulations without
and with frictions. Right: the relaxed weights for time reflection
from models trained on simulations without and with frictions.
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5.5. Super-resolution of 3D Turbulence

We also evaluate the performance of regular, group equiv-
ariant, and relaxed group equivariant layers built into this
architecture in the tasks of upscaling 3d channel flow and
isotropic turbulence. We observe that imposing relaxed
equivariance consistently yields better prediction perfor-
mance. More importantly, Figure 9 in the appendix shows
that for isotropic flow, the relaxed weights remain nearly
constant across group elements, aligning with its rotational
symmetries. Channel flow, on the other hand, is driven by
pressure differentials and wall interactions, which makes
the turbulence inherently anisotropic. In such cases, the
relaxed group convolution is preferable, as it adeptly bal-
ances between upholding symmetry principles and adapting
to asymmetric factors. All details are in Appendix B.

6. Discussion

We theoretically show and empirically demonstrate that re-
laxed group convolution adapts to the highest level of equiv-
ariance that is consistent with the data distribution and find
that the relaxed weights post-training uncover symmetry-
breaking factors. We employ various relaxed group convo-
lution architectures to uncover symmetry-breaking factors
in different physical systems, including the phase transition
of crystal structure, the isotropy and homogeneity break-
ing in turbulence, and the time-reversal symmetry breaking
in pendulum systems. Our method can also perform sym-
metry discovery as we can uncover hidden symmetries in
data by creating relaxed group convolution layers of the
largest possible group. Thus, we include experimental re-
sults regarding symmetry discovery baselines in Appendix
E.

One potential limitation of our method is requires an assump-
tion of the largest possible group beforehand but general
physics usually provides a clear indication of the largest pos-
sible relevant symmetry group. Another limitation is that
our method may fail under spontaneous symmetry breaking
when the data contain multiple possible outputs with equal
probability. In this case, one would need a probabilistic
model that generates a set of outputs, which is one of our
future research directions. However, we still want to empha-
size that our method is effective in most symmetry-breaking
settings. Future work includes generalizing the proposed
method to graph neural nets and investigating the benefits
of relaxed weights in optimization.

Impact Statement

Our research on modeling symmetry breaking in physical
systems using relaxed group convolutions marks a signifi-
cant advancement in machine learning with applications in
physics and engineering. It offers insights into phenomena

from particle interactions to cosmic structures, with impli-
cations for material science and environmental modeling.
Ethically, the potential dual-use of such advanced model-
ing techniques necessitates careful consideration to ensure
their beneficial application to society. We advocate for eth-
ical vigilance and responsible use of this technology as it
continues to evolve.
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Appendix
A. Theoretical Analysis

Proposition A.1. Consider a relaxed group convolutional neural network f where the relaxed weights in each layer are
initialized to be identical across group elements to maintain G-equivariance. If f is trained to map an input x to output vy,
the relaxed weights will change during training such that f is equivariant to Stab(x) N Stab(y), which is the intersection of
the stabilizers of the input and the output.

Proof. Let G be the semi-direct product of the translation group (Z3, +) and a group H. Without loss of the generality, we
only consider the composition of one lift convolution layer and a relaxed group convolution layer with a single filter bank
case (i.e. L = 1). Suppose the input is fo(x) and ¢ is an unconstrained kernel, then the output of the lift convolution layer
is:

hn) =Y f@éh (@ -y), hed

xeZ3

Now we prove that f1(y, h) = f1(ky, kh), k € G only when k stabilizes fj.

Fi(ky, kh) = fo(@)g((kh) ™ (@ — ky))

:13623

=Y fo@)s(h (ke —y))
xeZ3

= > folkz)p(h ™ (x — y))
kx€Z3

Thus, f1(y, h) = fi(ky, kh) only when fo(kx) = fo(x).

We denote f>(z, k) as the output of the group convolution layer and 1) as the kernel.

fa(z, k) = Y 3 Aily, (k™ (y — 2),k7'h)

yeZ3 heG

Now we prove that, f2(gz,9) = f2(z,¢€), g € G only when g stabilizes fy, where e is the identity.

Fa292,9) = > > fily, W(g™ (v —92),97"'h)

yeZ3 heG

> Y filgy, gh)i(y — 2), k)

gy€Z3 gheG

Thus, f2(9z,9) = f2(z,e) only when f; (gy, gh) = f1(y, k), which means f, needs to be stablized by ¢ given the previous
step of the proof.

Let Y(z) and Y (2), z € Z3, be the target and prediction respectively and L is MSE loss. In the last layer, we usually
average over the H-axis and we can define Y (x) based on the definition of relaxed group convolution as follows:

Y(z)=> wk)fa(zk)
keH

where w(k) are the relaxed weights. We use MSE loss:

L= (Y(z) - V(2)7

z€Z3
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Finally, we can compute the gradient of the loss L w.r.t a relaxed weight w(k):

L OL Y (z
_Z (2)

Bw(k) ot 8Y( ) ow(k)
=23 |V(2) =) folz.t)lfa(zk)
z€Z3 teH
=2 Y |[Y(kz) =) falkz,1)| fo(kz, k)
kzeZ3 teH
This means if & does not stabilize the input fo, then fo(kz, k) # fa(z,e), i.e. ag—fk) ag—fe)

If £ stabilizes the input fy, then

— =9 Z - Z f2(z,k:_1t))f2(z,e)

kz€Z? teH
=23 (Y(k2) = Y foz, 1)) fa(2€)
z€Z3 teH
Then we can see % aw( 5 only when Y(kz) =Y (2).
In conclusion, % = 83}%@) only when £ stabilizes both the input f; and the target Y. O

Proposition A.2. Denote 1 as the step size of the gradient descent, M as the number of mini-batches in each epoch, and t
as the number of epochs respectively. Assume that the loss function L is convex and has d-Liptischitz continuous gradients.
Consider w* as the optimal relaxed weights that can be reached by full batch gradient descent, with K representing the
gradient noise variance at w*. Then the starting relaxed weights w at the t-th epoch satisfies

p282M2 — 1 [ MAK

Proof. Denote p as the step size of the gradient descent, M as the number of mini-batches in each epoch, , t as the number

of epochs, B as the batch size, and N as the total number of training samples. Let z; = {(x;, y])} i ](3’;:1) be a mini-batch
of training samples. The optimal relaxed weights w™ can be defined as

« . 1
w” = argminJ (w) = argmin - Z_Zl L(w; z;)
Assumption 1: we assume that L(w; 2) is differentiable and has d-Liptischitz continous gradients, i.e.

vaL(wl;Zi) — va(’u)g; Zz)H S (;H’U]l — 11]2”, = 1, ,M

Assumption 2: we assume J(w) is convex, for any wq, ws:

(Juoy (1) = Juwy (w2)) T (w1 — w2) >0

We denote w! as the relaxed weights at iteration i in ¢-th epoch. That means,

wizw;& 1 /J’V L( w;_ lvzt)

7

wy" = why = wiy —MV L(why—1, 2h)
= sz w;_1,2 z)
M

= wh — pM Vo (wf) — 1> [V L(w!_y, 2!) = Vo L(wf, 21)]

i=1
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We denote the last term Zl U VwL(w!_,2t) — Vo L(w}, 21)] as e (wi_,), which is the gradient mismatch between
using mini-batch gradient descent and full batch gradient descent.

Let w§ = w* — w} and subtract w* from both sides,

M
[ I? = [k + M Voo (wh) + 1) eb(wi_y)|?
i=1
< [l + pM Vi J (wi) | + ||/~LZ DIP
< [l + M V] (wp) | +u2MZ lei (wi )]

For the first term, we have
[ + M Vo (w5)|* = [[5]|* + > M|V o (w5)[|* + 2uM (05) T V.o J (w)
Because of the convexity of .J, we have
(w6)" Vo (w) = (w” — w)) " (Ve (w)) = Ve (w*)) = = (w — w*) (Ve (w5) = Ve d (w”)) <0
Because L has §-Liptischitz continuous gradients, we have

Vo T (w5)lI* = | Ve (w) — Vo (w)[|* < 8Jwpy — w™||* = 6% g |
For the second term Zfil ||t (w?_,)||?, we can directly use the result in the Appendix B in Ying et al. (2018),
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B. Super-resolution of Velocity Fields in Three-dimensional Fluid Dynamics

Data Description. We use the direct numerical simulation data of the channel flow (2048 x 512 x 1536) turbulence and
the forced isotropic turbulence (10243) from Johns Hopkins Turbulence Database (Kanov et al., 2015). For each dataset, we
acquire 50 frames of velocity fields, which are then downscaled by half and segmented into 643 cubes for experimental
use. These cubes are further downsampled by a factor of 4 to serve as input for our superresolution model. The models are
trained to generate 64° simulations from 16® downsampled versions of themselves. Because of the spatial weight sharing of
CNNSs, we can apply our model to 3D input with any resolution during inference.
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Figure 8. The architecture of the super-resolution model includes an input layer, an output layer, and eight residual blocks. Since it has
two layers of Transposed Convolution(UpConv3d), the model produces simulations that are upscaled by a factor of four.
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Figure 9. Visualization of the relaxed weights of first two layers from the models trained on the isotropic flow and channel flow.

Table 1. Prediction MAE of trilinear upsampling, non-equivariant, equivariant, relaxed equivariant models on the super-resolution of
channel flow and isotropic flow.

‘ Channel Flow (1072) ‘ Isotropic Flow (1071)

Model ‘ Trilinear Conv Equiv R-Equiv ‘ Trilinear Conv Equiv R-Equiv

MAE | 524 2.60+£0.05 2.54+0.03 2.44+0.01 | 5.25 1.2240.04 1.124£0.02 1.004+0.01

Experimental Setup Figure 8§ visualizes the model architecture we use for super-resolution. We evaluate the performance
of Regular, Group Equivariant, and Relaxed Group Equivariant layers built into this architecture in the tasks of upscaling
channel flow and isotropic turbulence. The models take three consecutive steps of downsampled 163 velocity fields as
input and predict a single step of 64% simulation, enabling them to infer vital attributes like acceleration and external forces
for precise small-scale turbulence predictions. We use the L1 loss function over the L2 loss, as it significantly enhances
performance. We split the data 80%-10%-10% for training-validation-test across time and report mean absolute errors over
three random runs. As for hyperparameter tuning, except for fixing the number of layers and kernel sizes, we perform a grid
search for the learning rate, hidden dimensions, batch size, and the number of filter bases for all three types of models.
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Prediction Performance Table 1 shows the prediction MAE of trilinear upsampling, non-equivariant, equivariant, and
relaxed equivariant models applied to super-resolution tasks for both channel and isotropic flows. Figure 10 shows the 2D
velocity norm field of predictions. As we can see, imposing equivariance and relaxed equivariance consistently yields better
prediction performance. It is fascinating to see that relaxed group convolution performs best even on the isotropic flow,
which exhibits distributional rotation symmetry. We conjecture that relaxed weights may also enhance optimization, which
we will leave for future work.

Figure 9 visualizes the relaxed weights of the first two layers from the models trained on isotropic flow and channel flow.
The relaxed weights for isotropic flow stay almost the same across group elements while those for channel flow vary greatly,
which conforms to the symmetries of these two types of flow. For isotropic turbulence, even if individual samples might not
seem symmetrical, the statistical properties of their velocity fields over time and space are invariant with respect to rotations.
This makes models trained on isotropic flow benefit more from the equivariance.

Channel flow, on the other hand, is driven by a pressure difference between the two ends of the channel together with the
walls, which makes the turbulence inherently anisotropic. In such cases, the relaxed group convolution is preferable, as it
adeptly balances between upholding certain symmetry principles and adapting to factors that introduce asymmetry. As we
can see from the highlighted relaxed weights from Figure 9, though most symmetries are broken, the model can still learn
approximate D, symmetry along the direction of the channel flow.

Though group convolution has been a powerful tool for many applications, its computational complexity scales exponentially
with the dimensionality of the group, which is the main practical challenge when dealing with the octahedral group. To
improve parameter efficiency, we employ separable group convolution that assumes the convolution kernels are separable
(Knigge et al., 2022).
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Figure 10. Prediction visualization of a cross-section along the z-axis of the velocity norm fields.

C. Irrep Analysis

Proposition C.1. Consider a relaxed group convolution neural network for some group G and w € R is the relaxed
weights from one of the layers. w transforms under the regular representation L, € REXC of the group G. {py} are the
set of unique irreducible representations of G. The Fourier transform of w at irreducible representation p) is defined as:
w(A) =3, pra(g)w(g). We also define the stabilizer of w as Stabg(w) = {g|Lyw = w} and the stabilizer of Ww(\) as
Stabg(w(N)) = {glpa(g)w(N) = W(N)}. Then the stabilizer of w is the same as the intersection of the stabilizers of the
Fourier transforms across all irreducible representations, i.e. Stabg(w) = NxStabe (W(N)).

Proof: The Fourier transform of w on Group G, F : RE — @ \ End(V\), is an isomorphism implied in the Wedderburn
theorem and the inverse formula can be defined as:

1 . _
w(g) = @ D " datr(w(A)(pa(g) ™)
A
where the V) is subspace that py acts on and dy is the dimension of V.
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F is equivariant as well because

pa(h)i(N) =" pa(h)palg)w(g) =Y palhg)w(g) =Y palg)w(h™'g) = Lyw()), VYA€ G

Thus, F(Lrw) = D, D4, pr(h)vec(w(N)), Vh € G. That means if w is stabilized by h, then h stabilizes the Fourier
transform across all irreducible representations. The reverse also holds.
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Figure 11. Visualization of the coefficients of 10 irreps of the octahedral group. The symmetries that are preserved after phase transitions
are the intersection of the stabilizers of all non-zero irreps.

D. Turbulence kinetic energy spectrum

The turbulence energy spectrum is a concept in fluid dynamics that describes the distribution of kinetic energy among
different scales of motion in a turbulent flow. It’s based on the understanding that turbulence comprises a wide range of
eddies or vortices of different sizes, each carrying a certain amount of energy. The turbulence kinetic energy spectrum FE (k)
is related to the mean turbulence kinetic energy as

where the £ is the wavenumber and ¢ is the time step. Figure 12 shows a theoretical turbulence kinetic energy spectrum
plot. The spectrum can describe the transfer of energy from large scales of motion to the small scales and provides a
representation of the dependence of energy on frequency.

E. Comparison to baselines

Comparing our method with other symmetry discovery approaches mentioned in section 4.2 is non-trivial, and these methods
fall short of the capabilities demonstrated by our approach for several technical reasons: 1) all of these methods focus on
symmetry discovery in the data distribution but lack ability to identify symmetries at the individual sample level; 2) They
may only perform well on the datasets with perfect symmetry and lack the quantitative mechanisms to measure the extent of
symmetry breaking. 3) They are based on intricate architectures and training strategies and often require careful tuning.

The works most closely related to our study are MSR (Zhou et al., 2021) and LieGAN (Yang et al., 2023b). MSR proposed a
method to learn the weight-sharing matrix and the non-constrained filters separately by an optimization-based meta-learning
method (Finn et al., 2017). The post-training weight-sharing matrix uncovers the symmetries in the data. We attempted
applying MSR to identify rotation and translation symmetries in fluid dynamics. Meanwhile, LieGAN, built on generative
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Figure 12. Theoretical turbulence energy spectrum plot: The energy spectrum is often represented graphically, showing energy (usually
on a logarithmic scale) as a function of wave number or size of the eddies. In Kolmogorov’s theory, for the inertial subrange (a range of
scales where the energy transfer is dominated by inertia forces rather than viscous forces), the energy spectrum follows a -5/3 power law.

adversarial networks, aims to identify the Lie generator of continuous groups from the training data, making it potentially
suitable for detecting rotational symmetry in fluid’s small eddies

The MSR approach in (Zhou et al., 2021) is limited to 1D translation convolution models, which cannot be directly
applied to our 2D fluid data. Thus, we train a distinct MSR model for each height (i.e. y coordinate). Figure 13 left
visualizes the translation weight-sharing matrices learned at different y-coordinates through MSR. As we can see, though
the weight-sharing matrices are very noisy, the MSR can find that there is a certain amount of translation symmetry in the
data. However, when we measured the equivariance errors (EE) of models at different y, the results did not accurately
reflect the correct amount of symmetries at different heights as we expected. Additionally, we performed a grid search of
hyperparameters but failed to make the MSR to learn the correct rotation symmetry from the fluid data. Figure 13 middle
displays the rotation weight-sharing matrices learned by MSR for the C4 group, where ideally, at high frequencies, the
matrix should be a stack of permutation matrices.
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Figure 13. Left: the translation weight-sharing matrices and equivariance errors learned at different y-coordinates through MSR. Middle:
learned rotation weight-sharing matrices by MSR at different frequencies of the channel flow. Right: learned SO(2) generators by LieGAN
at different frequencies of the channel flow

y=8; EE:0.102 y=16; EE:0.097 y=32; EE:0.094 y=64; EE:0.143 y=128; EE:0.15

Additionally, we conducted experiments with five distinct LieGAN models to capture the rotational symmetry in fluid
dynamics across various scales. Initially, using the random initialization prescribed in the original study, LieGAN failed
to identify any meaningful generators. Thus, we instead initialized the trainable generator as the true generator of SO(2)
group and measured the symmetry breaking by checking how it deviates from the initialization after training. Figure 13
right visualizes the learned SO(2) generators by LieGAN at five different frequencies of the channel flow. The rightmost one
is the true generator of SO2. It seems the generators learned on higher frequencies are closer to it than the ones learned on
lower frequencies. However, a critical limitation of LieGAN is its inability to precisely measure the extent of symmetry
breaking, unlike our proposed method.
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F. Distributional symmetry breaking with simple forward passing

Assume a probability distribution px : X — R and a group G that acts on X by px. We have distributional symmetry
breaking if Vo € X, px(z) # px(px(g)x) (i.e the probability distribution does not remain closed under the group
action). In this paper, we present the use of relaxed group convolution to uncover distributional symmetry breaking (i.e. for
discovering homogeneity breaking in turbulence). However, we also present a complementary approach showing that group
convolutions can detect distributional symmetry breaking on a single forward pass without training equivariant weights.

In a sequence of group convolutions, one usually averages over the group elements to return a function on Z3 (or the space
of the desired input/output) after the last convolution. To instead detect symmetry breaking, one would not average over
the group elements but would rather observe the pattern of the group elements after a single forward pass. Thus, given
the output of a group convolution equivariant to a group H as f, € RN *couwx|H|xspatialdims ‘(e ayerage over the spatial
dimensions instead of | H | after the last convolution. The network output will then be in RV *¢out x| H],

We first illustrate this concept with a simple example. We consider a 3-layer C, equivariant randomly initialized group
convolution network and show that the representation after a single forward pass (with no training) reflects the symmetry
of the input seen in Figure 14. We observe that when the input is a square with C; symmetry the output averaged over
spatial dimensions remain constant (up to any equivariance error of the model). For a rectangle with Cy symmetry, the
elements corresponding to 7 and g2 are the same while those corresponding to g and g3 are the same, thus also reflecting Cs
symmetry. For a shape with no symmetry, the output does not reflect symmetry across group elements.

Figure 14. Visualization of input and corresponding output representatation after a single forward pass from a 3-layer C4 equivariant
group convolution network for 1) a square 2) a rectangle and 3) a non-symmetric object. These results are shown for a single random
model initialization. When observing different model initializations, we found the same patterns for 1) and 2) and the lack of a pattern for
3).

We also explored this method for discovering isotropy breaking and homogeneity breaking in turbulence (Sections 5.2 and
5.3), as these are more complex examples of distributional symmetry breaking. As shown in 15, similar patterns to Figures
5 and 6 are recovered (up to rescaling of equivariance error). This demonstrates that this method could also be used for
symmetry detection in the data distribution.
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Figure 15. (Left) Rotational equivariance errors vs wavenumber and (right) translational equivariance errors along the y-axis for a single
forward pass. The confidence intervals are calculated by 10 randomly initialized models.
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We emphasize that this method leverages the equivariant representations used in group convolutions to reflect the symmetry
of a given input or data distribution. It is thus suitable when one wishes to detect broken symmetries, but could not be used
to learn a mapping between input and output (e.g. in the case of functional symmetry breaking). For learning complex
dynamics, relaxed group convolution is preferable, as it can automatically identify symmetry breaking and maintain the
correct amount of equivariance, enabling end-to-end training with the right inductive bias.

G. Additional Experiment with Relaxed Weights

To further explore the interpretability of relaxed weights, we performed an additional experiment using a 2-D smoke dataset
generated with PhiFlow (Holl et al. (2020)). In PhiFlow, one can generate simulations with differential initial conditions and
external forces from the incompressible Navier Stokes equations. We use a Cy relaxed group convolution model and train it
for forward prediction on a dataset with Cy symmetry (2 simulations, one with a buoyancy force in the 4y direction and the
other with a buoyancy force in the —y direction). Each simulation has 300 timesteps. Steps 0-150 are used for training,
150-200 for validation, and 200-250 for testing. Forecasts are made in an autoregressive manner (using 6 input steps and 4
output steps) and are then evaluated on 10-step ahead prediction RMSE:s, as in Wang et al. (2022). Note the model must be
trained on these simulations together instead of separately to preserve C'; symmetry. We then consider the learned relaxed

t=1
-

t=1

Predicted

{

/? /

t=2>5 t=10

Figure 16. Velocity magnitude for target (ground truth) and model predictions at ¢ = 1, 5, 10 in the testing set for simulations in the C'»
symmetric dataset. The model seems to accurately capture the dynamics (test RMSE 0.645).

weights for the model. As seen in Figure 17, they do exhibit C> symmetry, as the weights corresponding to the elements
i and g2 are the same, as are the weights for the elements g and g>. We consider switching the relaxed weights with the
corresponding Cy group elements (i.e. swapping the g and g® weights with the i and g? weights). This is shown in Layer
3 in Figure 17. As the original dataset contains buoyancy forces pointing up/down, we hypothesize that by swapping the

Relaxed Weights Relaxed Weights Swapped
Layerl Layer2 Layer3 Layer1 Layer2 Layer3

Figure 17. Learned relaxed weights for the Cy model (right) and visualization of swapping the relaxed weights in the last layer.
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relaxed weights of the trained model, we will be able to perform forward prediction on buoyancy forces pointing left/right
with the trained model. To do so, we supply the model with an initial start from the testing set shown in Figure 18 rotated
by 90 degrees. Forecasts are then made autoregressively for 50 timesteps. By permuting the relaxed weights, we present

t=1 t =10 t=1 t=5
h

Figure 18. Velocity magnitude for target (ground truth) and model predictions at ¢ = 1, 5, 10 in the rotated testing set for simulations in
the C> symmetric dataset. At earlier times ¢ < 30, the model performs somewhat comparably to the original model (test RMSE 0.79).
However, at later times 30 < ¢ < 50, the performance degrades (test RMSE = 1.12) while still capturing notable features of the dataset
(i.e. the main smoke plume).

a “proof of concept” forward prediction on rotated simulations reasonably well, demonstrating the interpretability of the
relaxed weights. These predictions could potentially be improved by tuning model hyperparameters further or increasing the
number of layers/relaxed group convolutions to more accurately capture the dynamics. In the future, we plan to further
explore perturbing the relaxed weights for turbulence simulations.

H. Group and Representation Theory Background

We provide a brief informal background on group and representation theory necessary to understand equivariant neural
networks and relaxed group convolution. This is quite an extensive subject, so we encourage curious readers to consult
Dre (2008) or other group or representation theory textbooks. We refer the reader to Cohen & Welling (2016a) for the
seminal paper introducing group convolutions. Note this background closely follows the notation and definitions presented
in (Weiler&Cesa, 2019).

Groups A group is a mathematical structure composed of a set G and some group action -,G x G — G. The group
must obey the following rules. (i) Closure. G is closed under -, Vg1,92 € G, 91 - g2 € G. (ii) Identity. Je € G such
that eg = ge = gVg € G. (iii) Inverse. Vg € G,3g~! € G such that g - g~ = e. (iv) Associativity. (g1 - g2) - g3 =
91 (92 - 93)V91,92,93 € G.

Representations More concretely, it is useful to represent abstract group elements by representing them as linear transfor-
mations or matrices on some vector space. A representation p of a group GG on the vector space R" is a mapping from G to
the general linear group GL(R™) or the group of invertible n x n matrices that also follows the group structure (i.e. a group
homomorphism).

p: G — GL(R"), p(g192) = p(91)p(92)V91,92 € G,p(e) =

There can be multiple representations for a single group element. Representations can be combined by taking their direct
sum of the corresponding matrices. Concretely, given representations p; : G — GL(R™) and ps : G — GL(R™, the direct
sum p; P pa : G — GL(R"T™) is

(o1 + p2)(g) = ("’139) p;zg))

Regular Representation The regular representation is commonly used in equivariant deep learning. The regular representa-
tion of a finite group G acts on a vector space RIC!. If we associate each basis vector eg € R to an element g € G, the
representation fo an element g € G is a permutation matrix that maps e, to e.g.
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Irreducible Representation Irreducible representations are representations that do not contain a smaller representation.
Formally, consider a representation p : G — GL(V) of a group G where V' is some vector space. A linear subspace W € V
is G-invariant if p(g)w € W,Vg € G,VYw € W. If a representation contains a G-invariant subspace, then there exists a
change of basis to an equivalent representation which can be decomposed into the direct sum of independent representations
on the invariant subspace and its orthogonal complement. A representation is irreducible if no non-trivial invariant subspace
exists. A representation of a compact group G can thus be decomposed as

p(g) =Q [@wi(g)] Qt

i€l
For finite groups, an irreducible representation cannot be decomposed in this block diagonal form.

Group and Representation Theory in Materials We present some background that is relevant for the experiments
discovering symmetry breaking factors in phase transitions of BaT'iO3 in Section 5.1. Given a group G, two elements g
and ¢’ are conjugate if there exists another element 2 € G such that ¢/ = x~'gz. A class is the set of group elements that
can be obtained from a given element g € G by conjugation. The elements of a given group can thus be divided into classes.
Classes correspond to physically distinct kinds of symmetry (Dre, 2008) and are thus useful for categorizing different
symmetries of a material rather than enumerating all individual group elements as in Figure 4. See (Dre, 2008; Zee, 2016)
for more information on group/representation theory in physics and materials.
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