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Abstract. Previous work shows that humans tend to prefer large bound-
ing boxes over small bounding boxes with the same IoU. However, we
show here that commonly used object detectors predict large and small
boxes equally often. In this work, we investigate how to align automat-
ically detected object boxes with human preference and study whether
this improves human quality perception. We evaluate the performance of
three commonly used object detectors through a user study (N = 123).
We find that humans prefer object detections that are upscaled with fac-
tors of 1.5 or 2, even if the corresponding AP is close to 0. Motivated by
this result, we propose an asymmetric bounding box regression loss that
encourages large over small predicted bounding boxes. Our evaluation
study shows that object detectors fine-tuned with the asymmetric loss
are better aligned with human preference and are preferred over fixed
scaling factors. A qualitative evaluation shows that human preference
might be influenced by some object characteristics, like object shape.
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1 Introduction

Object detectors identify and localize objects in an image. We focus on the com-
mon setting where detections are presented to a human by drawing a bounding
box around the objects. In this paper, we evaluate how to best present ob-
ject detections to humans, which is paramount for all applications that rely on
showing detection to humans, such as visual inspection [32,37,46], anomaly de-
tection [5,18,36], or medical imaging [38,43]. Previous work showed that humans
prefer larger over smaller boxes with the same localization error [62]. This was
concluded in an online study with a fully controlled setup, where ground truth
bounding boxes are precisely matched to the localization error. However, it is
not directly clear if this controlled setting translates to the real world, where
object detector outputs are imperfect. In this work, we extend [62] to real-world
settings and real object detectors, which is important for reproducibility, and
realistic, practical applications of scientific results.
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Predicted Scaled by 2.0Scaled by 0.5

Fig. 1: Scaling the predicted bounding box of Faster R-CNN [53] on the COCO [41] val-
idation set. Average Precision (AP) (top) versus human preference (bottom). A scaling
factor of 1.0 corresponds to the original bounding box size. Upscaling and downscaling
the size of the bounding boxes severely deteriorates AP. However, our study shows that
humans prefer larger bounding boxes, even if they give nearly 0 AP.

Object detectors, such as two-stage [10, 53], single stage [40, 44, 50], anchor-
less [19, 35, 73], and transformers-based detectors [7, 12, 16, 75] minimize a clas-
sification loss and a localization loss for bounding box fitting. The localization
loss is symmetric for errors in bounding box size: a predicted box that is 10% too
large will give the same loss as a box that is 10% too small. Here, we investigate
how this symmetry affects human perception of object detections.

Object detectors are typically evaluated using average precision (AP) [20,
29, 34], which depends on the accuracy of the object classification and of the
bounding box localization, as measured by the Intersection over Union (IoU)
with the ground truth box. We are not the first to reconsider object detection
evaluation [13,22,30], yet, those works all assume that a perfect-fitting bounding
box is best. In contrast, here we investigate if a perfect-fitting bounding box may
not be the best box for presenting detections to humans.

We make the following contributions: (1) We analyze three popular object
detectors and find that they predict small and large bounding boxes equally of-
ten. (2) We analyze how humans perceive the predictions of the object detectors
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focusing on the bounding box size. As shown in Figure 1, we find that humans
prefer upscaled object detections, even with corresponding AP close to 0. (3)
We propose an asymmetric loss function that favors the prediction of large over
small boxes. Our evaluation shows that fine-tuning with the asymmetric loss
better aligns object detections with human preference. All our collected data,
analyses, and code are available on GitHub4.

2 Related Work

2.1 Presenting object detections to humans

We take a nuanced view on evaluating object detection by identifying two distinct
use-cases. Case 1: A bounding box is used as pre-processing for a follow-up
algorithm such as instance segmentation [8, 27, 59], video object detection [14,
25,31], human pose estimation [11,64, 69], action recognition [4], etc. Case 2: A
bounding box is drawn on the image, and the full image is presented directly to
a human, with relevant use-cases such as visual inspection [32, 37, 46], anomaly
detection [5, 18, 36], medical imaging [38, 43], etc. We argue that these two use-
cases deserve different treatment. For case 1, where the bounding box is a pre-
processing step, it is difficult to consider all possible follow-up algorithms, and a
tightly fitting box around the object, as evaluated using IoU, seems reasonable.
For case 2, however, the bounding box is the final end result and is shown to a
human being. Case 2 allows directly evaluating the end result in user studies, to
understand what humans actually prefer in their object detection. This is the
focus of our paper.

2.2 Evaluating object detectors

All object detectors such as two-stage models [10, 23, 24, 53], single stage ap-
proaches [40,44,50,51], pointwise/anchorless methods [19,35,73], and transformers-
based detectors [7, 12, 16, 75] are commonly evaluated [21, 29, 34, 58] with mean
average precision: the mean of the per-class average precision scores. Average
precision (AP) is the area under the precision-recall curve, created by ranking
all detections by confidence, and then checking if a detection is correct according
to the ground truth. The correctness of a detection depends on the classification:
if the assigned class label is wrong, the detection is wrong. A second criterion for
correctness is that the location and size of the detection have sufficient overlap
with the ground truth box. For determining the overlap, the Intersection over
Union (IoU) score Bp∩Bgt

Bp∪Bgt
is used, where Bp is the predicted bounding box, and

Bgt is the ground truth bounding box. The location of a detection is correct if
the IoU score is higher than a certain threshold, typically 0.5 or higher [21, 41].
Usually, the reported AP corresponds to a specific IoU threshold, such as 0.50
(AP50), or the average across several IoU thresholds, such as AP@[0.5 : 0.95].

4 https://github.com/ombretta/humans-vs-detectors

https://github.com/ombretta/humans-vs-detectors


4 O. Strafforello et al.

We are not the first to consider object detection evaluation [13, 22, 30, 47,
49, 60], yet, those works all assume that a predicted bounding box perfectly
overlapping with the ground truth bounding box is best. In contrast, we here
challenge the view that a best fitting bounding box is always best for presenting
detections to humans. We base our challenge on the work of Strafforello et al . [62]
who show in precisely controlled experiments on ground truth boxes that humans
prefer larger boxes over smaller boxes. In this paper, we investigate the practical
ramifications of Strafforello et al . [62] by aligning real-world object detectors
with human preference.

2.3 Optimizing object detectors

Object detectors are typically optimized using an object classification loss and
a bounding box regression loss for accurate localization, by aligning the IoU of
the predicted box with the ground truth box. The regression loss, usually an
L2 [52] or smoothed L1 [45, 53] function, forces the box coordinates to be as
close a possible to the ground truth, where the IoU is often optimized as an
additional loss term [53]. Previous work proposed novel object detector losses
to improve the accuracy, measured in AP. Examples include using the Absolute
size IoU (AIoU) [65] and the SCALoss [72]. Other work designed a new loss term
to achieve computational efficiency [3]. In our paper, we propose a simple asym-
metric regression loss function that enhances the performance of object detectors
with respect to human quality judgments. Previous work used asymmetric loss in
Bayesian estimation [6] and for classification [54]. To the best of our knowledge,
we are the first to use an asymmetric loss for bounding box regression.

2.4 Human annotations for object detection

The adoption of crowdsourcing platforms such as Amazon Mechanical Turk [1]
or Prolific [2] facilitated the collection of large training and testing datasets
for computer vision tasks [9, 17, 33, 42, 57, 71], in contrast to using in-house an-
notators [20, 70]. For object detection, crowdsourcing studies are extensively
used to draw bounding boxes around objects that appear in images [61,74] and
videos [66] and to draw the precise shape of the object [57, 71]. To eliminate
the need for clustering or averaging several bounding boxes for the same object,
in [55,63], the authors proposed a three-step workflow, where one annotator per-
forms one step: (1) draws a bounding box around an object; (2) validates the
drawn bounding box and (3) decides whether there are still objects that need to
be annotated in the image. These steps are repeated until all objects in an image
are annotated with bounding boxes. Experiments in which the crowd validates
object detections showed that annotators tend to be lenient when validating
bounding boxes, i.e., bounding boxes with IoU < 0.5 are still accepted [48]. Fur-
thermore, analyses performed in [56] suggest that to efficiently and accurately
localize all objects in an image, several crowdsourcing tasks are needed, such as
verifying box correctness, verifying object presence, or naming the object.
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(a) Faster R-CNN (b) RetinaNet (c) Cascade Mask R-CNN

Fig. 2: Amount of large and small bounding boxes are predicted by three object detec-
tors on the MS COCO dataset, for seven IoU intervals, ranging from 0.3 to 1.0. For all
three detectors, with higher IoU thresholds more small than large boxes are detected.

3 Do humans prefer larger detections?

Previous work shows that, for equal IoU, humans prefer too large boxes over
too small boxes [62]. Here, we evaluate if this has practical consequences for real
object detectors. We use three popular object detectors pretrained on MS COCO:
Faster R-CNN [53], RetinaNet [40], and Cascade Mask R-CNN with ResNet-
50 [26] + Feature Pyramid Network [39] backbone [10, 28] all implemented in
the Detectron2 library [68].

3.1 Do real detectors predict too large or too small boxes?

If real object detectors tend to predict too large bounding boxes, then they are
already well aligned with human preference. Thus, we investigate the relative size
of the predicted bounding boxes with respect to the ground truth bounding box:
A small box has a smaller predicted area, and a large box has a larger predicted
area. We analyze predictions on the MS COCO validation set and count the
occurrences of small and large boxes.

An overview of the distribution of the predicted bounding boxes over various
IoU intervals is shown in Figure 2. For all object detectors that we examined,
there is no statistically significant difference in the number of occurrences of
large and small bounding boxes. This holds for small, medium, and large ob-
jects. However, for low IoU ranges, i.e., IoU ∈ [0.3, 0.6) for Faster R-CNN and
RetinaNet and IoU ∈ [0.3, 0.5) for Cascade Mask R-CNN, large bounding boxes
are more frequent than small ones. This is due to random large bounding boxes
being more likely to partially overlap with the ground truth, compared to ran-
dom small boxes. Considering intermediate IoU ranges, like IoU ∈ [0.6, 0.7], the
number of occurrences of small and large boxes is not in line with the human
preference found in Strafforello et al. [62]. That is, where humans would choose
a large box over a small box with approximately 70% chance, an object detector
would predict small or large with nearby equal probability.

We conclude that real object detectors generally do not predict too large
boxes more often than too small boxes, and thus seem not well-aligned with hu-
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Factor 0.5 Factor 0.67 Model prediction Factor 1.5 Factor 2.0

Fig. 3: Scaling the model detections. Example of a bounding box predicted for a large
object (first row), a medium object (second row) and a small object (third row) with
Faster R-CNN (3rd column) and its scaled versions. In the left two images, the area of
the bounding box is reduced by a scaling factor of, respectively, 0.5 and 0.67, whilst in
the right two images the box area is increased by a factor of 1.5 and 2.

Table 1: AP (i.e., AP@[0.5 : 0.95]) and AP50 (%) calculated for the predictions of
three detectors on the MS COCO validation set and for the predicted boxes scaled with
different scaling factors. Scaling the predicted boxes reduces the AP scores drastically.

Scaling factor Faster R-CNN RetinaNet Cascade R-CNN
AP AP50 AP AP50 AP AP50

0.50 0.0 0.1 0.1 0.4 0.0 0.1
0.67 5.1 37.1 5.4 38.2 5.6 40.7
1.00 36.7 54.1 37.4 56.7 39.6 53.7
1.50 5.5 38.4 6.2 41.3 5.7 41.3
2.00 0.0 0.2 0.3 1.3 0.0 0.2

man preference. In the following, we will investigate what this means for human
quality judgments of real object detectors.

3.2 For real object detectors, do humans prefer too large boxes or
too small boxes?

Given that, for the same IoU, humans prefer larger boxes and real object de-
tectors do not tend to predict too large boxes, here we evaluate how humans
judge re-scaled boxes. We do this through a user study, where we ask partic-
ipants to evaluate five scaling factors, determined by scaling up or down the
area of the predicted boxes with a factor of 1.5 and 2.0: {0.5, 0.67, 1.0, 1.5, 2.0}.
Large bounding boxes are cropped to not exceed the image boundaries. Exam-
ples of bounding box scaling for a large and a small object are shown in Figure 3.
We refer to this study as Scaling Preference. We ask the participants to choose
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the boxes they believe best identify a specific object in an image. The interface
used in the user study allows the participants to select multiple options if they
cannot determine a single best one. We use six random images selected from
the MS COCO validation set per each combination between object size (small,
medium, large) and IoU range. We select five IoU ranges from 0.5 ≤ IoU < 0.6
to 0.9 ≤ IoU < 1.0 that correspond to true positive predictions, for a total of 90
images. We conduct this Scaling Preference study on Faster R-CNN, RetinaNet,
and Cascade Mask R-CNN.

Scaling the detections of a well-performing object detector results in a slight
change in appearance but a significant drop in AP. For a scaling of 1, the baseline
AP is 36.7%, yet a scaling of 1.5 corresponds to a ≈ 86% decrease in AP. For a
scaling factor of 2.0, the AP is ≈ 0%. Even with a more lenient IoU threshold,
the AP50 decreases rapidly with both upscaling and downscaling. As shown in
Table 1, this behavior is consistent across the three object detectors.

3.3 Results for the Scaling Preference study

Table 2 shows the number of participants and total number of judgments for
the Scaling Preference study. We use the Cochran’s Q test [15] to determine
whether there are statistically significant differences in participants’ preferences
regarding box sizes. In addition, we apply the posthoc Dunn tests with Bonfer-
roni correction [67] to find what are the scaling factors that result in significant
differences in users’ preferences. An overview of the results is provided in Figure
4. We group the scaling choices into (i) "Preference for smaller boxes", if a user
selected the box scaled with factor 0.67, the box scaled with factor 0.5 or both;
(ii) "Preference for larger boxes", if a user selected the box scaled with factor
1.5, the box scaled with factor 2.0 or both; (iii) "Preference for original size" if a
user selected only the bounding box predicted by the model and (iv) "No pref-
erence" for all the remaining combinations of selections. Larger bounding boxes
are consistently selected more often than small bounding boxes and than the
original bounding box size for all three object detectors. This holds for different
object sizes (Figure 4, left column), and IoU ranges (Figure 4, right column).

Despite the preference for larger boxes, we cannot find a statistically signif-
icant difference between the preference for upscaling factor 1.5 and upscaling
factor 2.0. For Faster R-CNN, the preference for larger boxes is composed of
56.77% of selections of both boxes scaled with factor 1.5 and 2.0; of 19.30% of
selections for scaling factor 1.5 and of 23.93% of selections for scaling factor 2.0.
Here, Dunn’s test shows no statistically significant difference between the pref-
erence for scaling factor 1.5 and scaling factor 2.0. This means that larger boxes
are preferred, but there is no single best upscaling factor. One exception holds
for the bounding boxes for small objects predicted with Faster R-CNN: in this
case, scaling factor 2.0 is preferred over scaling factor 1.5 (Dunn’s α ≈ 0). This
preference is an indicator that, for small objects, scaling the bounding box with
a large scaling factor, like 2.0, results in more satisfactory detections. A majority
of votes for the largest box for small objects, albeit not statistically significant,
is observed for the other object detectors. It is noticeable how larger bounding
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Fig. 4: Results from the Scaling Preference user study. The histograms show the per-
centage of preferred bounding box size per object category (S, M, L) and IoU range,
from 0.5 ≤ IoU < 0.6 to 0.9 ≤ IoU < 1.0, for three object detectors. The plots indicate
that humans significantly prefer larger boxes.
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boxes are preferred to bounding boxes predicted with high IoU. This indicates
that, for representative images of the diverse MS COCO dataset, humans are
likely to prefer bounding boxes larger than the ground truth bounding boxes.

Table 2: Overview of participants and their judgments in the scaling preference study.

Faster R-CNN RetinaNet Cascade Mask R-CNN

Participants 39 36 48
Judgments 5400 5220 5632

4 Asymmetric regression loss to encourage larger
detections

We find that humans consistently prefer larger object detections, while object
detectors predict large and small boxes equally often. We propose an asymmetric
bounding box regression loss that encourages larger detections. Our asymmetric
loss is obtained by a simple modification of the smooth L1 localization loss
function used in standard object detectors. We use the asymmetry term α to
increase the loss value when the predicted area is smaller than the ground truth
area and decrease the loss value when is larger. The asymmetric loss is given by

Asymmetric L1,smooth =


1

2
√
αβ

x2, if 0 ≤ x < β
√
α

2β x2, if − β < x < 0
1√
α
x− β

2
√
α
, if x ≥ β

−
√
αx−

√
αβ
2 , if x ≤ −β

(1)

The α represents the asymmetry term, β determines the standard smoothing
interval in which the L1 loss becomes quadratic, and x is the input to the loss
function, which is the difference between the predicted height/width and the
ground truth values, x = xpred − xGT. As shown in Figure 5, the asymmetric
loss is identical to the smooth L1 loss when α = 1. We use the asymmetric loss
function for the regression of the boxes’ height and width.

We fine-tune Faster R-CNN, RetinaNet, and Cascade R-CNN on MS COCO
for 100k iterations with the asymmetric loss. As a result, the fine-tuned models
are more likely to predict larger boxes over smaller boxes. Figure 6 shows the
percentage of large detections for different α values. Similarly to the fixed scaling
factors in the Scaling Preference study in section 3, we observe a decrease in the
AP with the increase of large detections. With α = 10, we obtain 80% to 90%
large predictions without compromising AP too much.

We measure the average size increase of the predicted bounding boxes com-
pared to the ground truth. As shown in Figure 7, increasing the α coefficient



10 O. Strafforello et al.

results in an increase of the average box size, for all three models and object
sizes. The models fine-tuned with α = 10 return detections scaled compared to
ground truth, on average by factors 1.21±0.24 for Faster R-CNN, 1.21±0.25 for
RetinaNet, and 1.19± 0.22 for Cascade R-CNN, while fine-tuning with α = 100
results in average scaling of 1.41± 0.26 for Faster R-CNN, 1.34± 0.28 for Reti-
naNet, and 1.39±0.24 for Cascade R-CNN. It is noticeable that the size of small
objects’ detections increases more than for medium and large objects. This is
mostly due to small bounding boxes having more opportunity for expansion in
the image, while large objects’ boxes are already close to the image boundaries.
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Fig. 5: Asymmetric smooth L1 loss with different α. Larger bounding boxes are pe-
nalized less than smaller predicted boxes.

4.1 Does the asymmetric L1 loss lead to detections closer to the
human preference?

We conduct a final user study to investigate whether adopting the asymmetric
L1 loss results in detections closer to human preference. In the evaluation study,
we include the detections from the original pretrained Faster R-CNN (α = 1),
the detections from Faster R-CNN fine-tuned with α 10 and 100, and the detec-
tions scaled by a fixed factor 1.5, which was one of the preferred options in the
Scaling Preference study 3. These values for α are chosen to have detection sizes
that notably differ from the Faster R-CNN baseline (Figure 7). We ask users
to compare the four different detections for the same object and choose the one
that, in their opinion, best identifies the object. We include 45 detections, equally
sampled from the three object categories (small, medium, large). We conduct the
study on Amazon Mechanical Turk [1] and collect 660 judgments.

The results are summarized in Table 3. The Cochran’s Q test reveals statis-
tically significant differences between the proportions of preferred object detec-
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Fig. 6: Average Precision (AP) as a function of the amount of predicted boxes that are
larger than the ground truth boxes. The percentage of large detections increases with
the α parameter, while the AP decreases.
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Fig. 7: Bounding box size increases after fine-tuning object detectors with the asym-
metric smooth L1 loss with parameter α.

tions. The detections obtained by fine-tuning with asymmetric loss, α = 10, are
always the most preferred. This preference is statistically significant when con-
sidering all object categories and small objects (Dunn’s α ≤ 0.001). In the other
cases, fine-tuning with α = 10 is significantly more preferred than scaling with
a fixed factor (Dunn’s α ≈ 0), thus confirming the advantage of the asymmetric
loss over fixed scaling.

The preference for the asymmetric loss over fixed scaling is likely due to
the fixed scaling factor upscaling all boxes equally, irrespective of the object
size. Conversely, using the asymmetric loss results in boxes upscaled more for
small objects than for medium and large objects, as illustrated in Figure 7. This
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might lead to higher human preference, since large objects are already easily
identifiable with a tighter box. In fact, as shown in Table 3, the fixed scaling 1.5
is almost never chosen for large objects. In addition, we observe that the most
preferred option — asymmetric loss with α = 10 — leads to detections that are,
on average, larger than the ground truth by a factor between 1.1 and 1.5. We
hypothesize that the optimal scaling factor might lie within this range. Another
potential reason why scaling by 1.5 is less preferred is that the fixed scaling
strategy retains the aspect ratio of the original predicted box. This aspect ratio
may not be optimal when upscaling the boxes. In contrast, the asymmetric loss
function imposes fewer constraints on the aspect ratio.

Overall, fine-tuning the models with our asymmetric L1 loss results in de-
tections closer to human preference. We suggest adopting this loss when object
detections are meant to be presented to humans.

Table 3: Users’ preferred object detections (%), computed with Faster R-CNN fine-
tuned with the asymmetric loss function or up-scaled with factor 1.5. Fine-tuning with
α = 10 is always the most preferred option.

Object cat. # judgments Chosen object detection (%)

α = 1 α = 10 α = 100 Scal. fact. 1.5

All 660 27.4 37.1 21.2 14.2
Small 229 17.0 31.9 26.6 24.5
Medium 215 27.9 39.5 16.7 15.8
Large 216 38.0 40.3 19.9 1.9

4.2 Qualitative analysis of the preferred boxes

We manually analyze the results obtained from the user evaluation of the asym-
metric loss and illustrate some representative examples in Figure 8. We notice
that the tight bounding boxes predicted by the Faster R-CNN baseline, namely,
trained with α = 1, are generally preferred for large objects, e.g., the cat in the
first row. Preference for α = 1 also occurs when there are multiple objects behind
or in the proximity of the object of interest. In the image on row 2 of Figure
8, larger bounding boxes partly include the chair behind the one of interest. In
this case, tight boxes delineate better the subject of focus.

Slightly larger boxes, obtained by fine-tuning with our asymmetric loss,
α = 10, are preferred when small parts of the object are not contained in the
tight bounding box predicted by Faster R-CNN (e.g., the candle on the birthday
cake in Figure 8, row 3), or partly covered by the box contour itself, like the ears
and tail of the cat in row 4. We hypothesize that predicted tight bounding boxes
leave out possible object protrusions, despite resulting in high AP. Presumably,
humans prefer large boxes because they can include the whole object. Addition-
ally, in the presence of a uniform background (e.g., the green grass behind the
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α = 1 (Smooth L1 loss) α = 10 α = 100 Scaling factor 1.5

Fig. 8: Example of human preferences obtained from the user evaluation of the asym-
metric loss. The columns show the percentage of users who prefer the bounding boxes
obtained by the original pretrained Faster R-CNN (α = 1), after fine-tuned with α
10 and 100, or scaling by a fixed factor 1.5. Generally, humans prefer tight boxes for
large objects (first row) and when the object of interest overlaps with other objects
(second row). Slightly larger boxes, obtained with asymmetric loss, α = 10 or 100, are
preferred when small parts of the object protrude outside too tight bounding boxes
(e.g., the candle on the birthday cake, third row), or partly covered by the box line
itself (fourth row). Large boxes (α = 1 or scaling factor 1.5) are chosen for very small
objects (fourth and fifth row). Finally, we found no preference when all bounding boxes
are too visually similar (last row).
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cat in Figure 8, row 4), humans are generally less concerned if the bounding box
is slightly larger. Similarly, the asymmetric loss makes it more likely to include
all the small protruding parts of the objects in the predicted boxes.

We observe that the preference for larger boxes, obtained by scaling with
factor 1.5 or with the asymmetric loss α = 100 occurs when the objects of interest
are very small, e.g., the mouse and the person walking on the street (row 5 and
6, Figure 8). Finally, in a few cases, the original Faster R-CNN detector, the
detectors fine-tuned with the asymmetric loss or manually scaled result in very
similar boxes, indistinguishable by a human eye. In this situation, we observe no
clear human preference, as for the person in the last row in Figure 8.

The qualitative analysis suggests that there exists a relationship between the
object characteristics, especially size (already observed in [62]) and shape, and
the preferred bounding box size. We leave the investigation of the factors that
determine the user preference for future work.

5 Conclusion

Prior work [62] shows that humans prefer larger boxes in a fully controlled setup.
In this paper, we confirm this result in practice, with real detectors. We evaluate
the bounding boxes predicted by three popular object detectors. We find that the
object detectors predict large and small bounding boxes equally often, therefore
are not aligned with the human preference found in [62]. In addition, humans
consistently prefer larger bounding boxes over the predicted boxes, even with AP
approximately zero. Therefore, we recommend being careful with AP scores when
object detectors are intended for human use: a high AP does not automatically
correspond to high human preference.

It is noticeable how the preference occurs even for bounding boxes predicted
with high IoUs: this suggests that humans are likely to prefer larger bounding
boxes compared to tight ground truth bounding boxes.

We propose an asymmetric loss function that encourages detectors to pre-
dict large boxes more often than small boxes, without having to re-annotate the
training images. Our user evaluation shows that fine-tuning with the asymmet-
ric loss results in object detections more aligned with human preference. After
qualitatively analyzing the results collected from our study, we hypothesize that
the human preference is affected by the object characteristics, such as shape and
size. For example, generally tight boxes are preferred for large objects, while
larger boxes are preferred for small objects. Further investigation into these ob-
servations may be considered in the future.
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