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Abstract

This paper addresses the challenges and recent
advancements in automated domain classifica-
tion for digital libraries, with a focus on in-
tegrating multilingual text embeddings to im-
prove the classification of bilingual technical
records. We employed the FastFit package to
fine-tune a model capable of performing multi-
label classification on the TIBKAT dataset,
which presents a highly skewed distribution
of subject categories. To enhance label inter-
pretability, we generated detailed class descrip-
tions using GPT-4-o Mini. Our method com-
bines few-shot learning with a modified score
calculation to ensure comparability across la-
bels, enabling effective and scalable classifica-
tion without extensive fine-tuning.

1 Introduction

Digital libraries are changing the ways we access
and share scholarly and cultural resources by bring-
ing together various information formats. As tech-
nology advances, our strategies for utilizing these
evolving information technologies must adapt to
support lifelong learning. This shift underscores
the increasing need to explore automated methods
for subject indexing and classification, which are
vital for managing the growing volume of digital
documents (Greenstein, 2000).

Models trained on extensive datasets can effec-
tively capture complex interdisciplinary subjects,
provide cohesive text, and produce useful annota-
tions across various natural language processing
(NLP) contexts (Dale, 2021). While these models
promise speed and scalability, questions regard-
ing their ability to produce high-quality annota-
tions still remain. For example, what limitations
do LLMs encounter in generating human-like an-
notations? Can they match or exceed the quality
of annotations created by humans in bilingual sub-
ject tagging? In what manner does training data
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influence their ability to accurately capture intricate
sentiment relationships in complex topics without
inaccuracies or generalizations? These queries are
central to the LLMs4Subject task (D’souza et al.,
2025).

This challenge invited researchers to develop
LLM-based systems that improve domain classifi-
cation and semantic indexing of bilingual techni-
cal records at the TIB (Leibniz Information Cen-
tre for Science and Technology). The second
LLMs4Subjects task highlights the importance of
efficiency in LLMs while focusing on better model
performance, reduced energy consumption, and
faster inference speed.

In sub-task 1, our aim was to create an efficient
model by using few-shot fine-tuning combined with
synthetically generated data from readily available
instruction-tuned LLMs. The model categorizes
human-readable records into one or more of the 28
predefined subject domains from TIB’s LinSearch
Subject Classification System. Our findings show
that few-shot fine-tuning with synthetic data can
achieve strong performance without the need for
extensive task-specific fine-tuning, providing in-
sights into its potential and limitations for domain-
specific classification tasks.

The rest of this article is organized as follows:
Section 2 (Related Works) reviews key principles
and existing methods in automated subject tagging.
Section 3 (Methodology) outlines our approach,
Section 4 (Results) presents our findings, and Sec-
tion 5 (Future Work) discusses implications and
future research directions.

2 Related Works

Automatic classification of scholarly literature is a
critical yet challenging task, particularly in multi-
label settings. Prior work has approached this prob-
lem using either supervised or unsupervised meth-
ods (Gialitsis et al., 2022); (Sadat and Caragea,
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2022); (Liu et al., 2021); (Toney and Dunham,
2022); (Salatino et al., 2019); (Mustafa et al.,
2021); (Kandimalla et al., 2020). However, Gener-
ative LLMs like GPT and BERT offer more power-
ful and flexible few-shot classification capabilities,
reducing reliance on large labeled data.

Niraula et al. (Niraula et al., 2024) confirm
this ability and show that fine-tuned LLM mod-
els trained on a relatively small amount of human-
labeled data outperform baseline models. A partic-
ularly efficient approach is SetFit (Tunstall et al.,
2022) which finetunes a sentence transformer in
a contrastive manner without the need for prompt
engineering or full fine-tuning. FusionSent (Schopf
et al., 2024) is also a few-shot multi-label classifi-
cation method that fine-tunes dual sentence embed-
ding models from the same PLM checkpoint. One
model optimizes intra-class similarity using cosine
similarity loss, while the other focuses on aligning
instances with labels using contrastive loss (Hadsell
et al., 2006). The models are then combined us-
ing Spherical Linear Interpolation (SLERP) (Shoe-
make, 1985) to address limitations such as catas-
trophic forgetting (Biesialska et al., 2020) then
frozen and employed as a logistic regression classi-
fication head (Cox, 1958). However, their approach
introduces a trade-off in higher computational costs
than lightweight alternatives like SetFit.

In this study, we adapt the FastFit package!,
which offers notable improvements in both train-
ing speed and classification accuracy compared
to existing few-shot learning methods (Yehudai
and Bendel, 2024). To improve robustness, FastFit
augments the training batch by including the class
name as an additional example and repeating each
text r times (where r is a positive integer) while
applying dropout, a minimal representation-level
augmentation inspired by (Gao et al., 2022).

3 Methodology

For Subtask 1—Multi-Domain Classification of Li-
brary Records—we used the FastFit package (Yehu-
dai and Bendel, 2024) to fine-tune an open-source
embedding model.

The TIBKAT collection shows a significantly
skewed distribution across its subject domain cat-
egories, as represented in Figure 1. If we train a
model on this dataset, it will likely become heavily
biased toward the majority classes. To mitigate it
and regarding FastFit’s ability in few-shot learning,
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Figure 1: Distribution of domain categories within the
dataset. The distribution is notably skewed, with some
categories significantly outnumbering others, indicating
a potential bias that may impact classification perfor-
mance.

we randomly selected a fixed number of 100 sam-
ples from each subject category. FastFit encodes
labels as positive pairs with their corresponding in-
puts, mapping them into a shared embedding space.
It uses in-batch contrastive learning to bring the
documents closer to their labels while simultane-
ously pushing all other texts apart based on their
token-level similarity metric. This approach has
a more pronounced effect for smaller models and
less data, which makes the choice of 100 exam-
ples per subject category, a balanced choice. It
is sufficient to capture intra-class variation while
small enough to equalize representation across cat-
egories. Furthermore, its augmentation strategy,
which includes class names and repeated exam-
ples, further compensates for reduced data volume.
However, the domain labels in the TIBKAT dataset
are single-word labels, which are often too gen-
eral to capture the necessary semantic nuances in
the embedding vectors. To enhance label clarity,
we leveraged GPT-4-o0 Mini (see Appendix B for
prompt) to generate detailed class descriptions for
each category, providing one or two sentences for
better context?. On average, each output contained
approximately £104 tokens, as measured with the
OpenAl Playground?.

Since our classification problem is a multi-label
problem, we adjusted how scores are calculated in
FastFit. In the original version (Yehudai and Ben-
del, 2024), FastFit sums the maximum token-level
similarity between the input and the label descrip-
tion, which can result in different score scales de-
pending on the number of tokens. This is not an
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issue for single-label problems, where we simply
choose the label with the highest score. However,
when selecting multiple labels based on a thresh-
old, we need all scores to be on the same scale. To
address this, we normalized the FastFit scores.

We chose the Multilingual-E5 large-instruct*
(Wang et al., 2024) model to fine-tune, which has
performed well on the MTEB (Muennighoff et al.,
2023) German benchmark (Wehrli et al., 2024) at
the time. The Multilingual E5 Text Embeddings
series is recognized for generating high-quality and
dense embeddings and exhibits strong multilingual
capabilities for encoding and understanding Ger-
man and English texts.

For each document, we extracted the title,
abstract, and classification label from TIBKAT
records and saved them in the following format:

* Query: The combined title and abstract text,
prefixed with "retrieval.query" as the model’s
text column.

* Label: The document’s classification label,
mapped to its corresponding descriptor (from
GPT-4 definitions) and prefixed with "re-
trieval.passage" as the model label column.

Each query was then organized into separate pairs
with its labels as follows:

(queryy, labely),

(queryy, labels),
(query;, labely,)

And finally, we fine-tuned the model using the
table 1 parameters:

Training Prameters Value
Optimizer AdamW
Training Epochs 4
Number of Repeats 3
Training Batch 16
Evaluation Batch 16
Learning Rate 1.5e-04
Weight Decay 0.02
Mask Probability 0.1
Gradient Accumulation Steps 2

Table 1: Training parameters utilized for fine-tuning the
model.
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After fine-tuning the model, we calculated the
normalized similarity score for each test sample by
comparing the concatenated title and abstract with
each label description. Labels were assigned based
on a selection threshold that was determined to
yield the best results in comparison with a limited
collection of other thresholds in a range during the
evaluation phase, which was set at 0.90.

To track the environmental impact of our train-
ing, we used the CodeCarbon package’. The Code-
Carbon package, monitors CPU, GPU, and RAM
consumption and converts the energy consumed
into CO, emissions. As can be seen in table 2

Training Metrics Value
Energy consumed for RAM 1.242 Wh
RAM Power 10.0 W
Delta energy consumed for CPU with constant 0.143 Wh
CPU power 425W
Energy consumed for All CPU 5.279 Wh
Energy consumed for all GPUs 8.344 Wh
Total GPU Power 67.95W
Electricity used since the beginning 14.865 Wh

Table 2: Training metrics detailing energy consumption
and performance statistics for 4 epochs and 2800 train-
ing samples taking 8 minutes and 48 seconds.

4 Results

The GermEval team evaluated our subject tagging
system. Table 3 shows the overall results, including
Macro and Micro precision, recall, and F1 scores
and Table 4 shows the overall results grouped by
language.

Detailed results for different record types and
languages can be found in appendix A Table 5.

The findings reveal a balanced performance
across both macro and micro metrics, indicating
that our approach effectively handles bilingual clas-
sification tasks. The consistency between these
metrics is significant because it shows that the
model performs well across all categories, avoiding
bias towards any specific class. This is important
in multi-label situations, where we want to ensure
strong performance across all subject categories in
the dataset.

Additionally, the strong scores achieved in both
languages highlight the model’s multilingual abili-
ties, suggesting that using few-shot classification
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and effective label representation allows for accu-
rate classification without requiring extensive fine-
tuning. This is especially important in situations
with limited resources, where creating large anno-
tated datasets is difficult. The low resource usage
highlighted in Table 2, combined with the strong re-
sults, shows that employing an efficient framework
that includes data augmentation and in-batch con-
trastive learning can optimize performance even
with a minimal dataset. By reducing the amount of
data required to achieve high performance, we also
decrease the training time and resources needed for
the process leading to a significantly more energy-
efficient method.

Metric value
macro-precision | 0.4683
macro-recall 0.4683
macro-f1l 0.4683
micro-precision | 0.4725
micro-recall 0.4725
micro-f1 0.4725

Table 3: Overall result of the proposed approach: This
table presents the evaluation metrics related to the per-
formance of the model. These metrics provide a com-
prehensive assessment of the model’s effectiveness in
classifying bilingual technical records, indicating its
ability to balance precision and recall across different
classes.

Metric de en

macro-precision | 0.4649 | 0.4745
macro-recall 0.4649 | 0.4745
macro-f1 0.4649 | 0.4745
micro-precision | 0.4690 | 0.4787
micro-recall 0.4690 | 0.4787
micro-f1 0.4690 | 0.4787

Table 4: Overall result of the proposed approach by
language: This table summarizes the performance met-
rics for the model’s classification of bilingual technical
records, presented separately for German (de) and En-
glish (en).

5 Future Works

While the results demonstrate a solid founda-
tion, there remains a clear opportunity for re-
finement. Identifying the areas where perfor-
mance—especially in cases with lower scor-
ing—will be vital for future research.

One challenge we encountered was defining neg-
ative pairs for our multi-labeled classification prob-
lem. Due to the nature of multi-label classification,
we need to manage negative pairs carefully within

a batch, which limits our ability to use techniques
like Multiple Negative Ranking Loss (Henderson
et al., 2017) that consider all other samples in the
batch as negatives. Improving the handling of nega-
tive pairs will be important for enhancing the qual-
ity of our embeddings in future work.

Another challenge was the equal contribution
of each token in sentence embedding and similar-
ity score, which can introduce some noise. On
the other hand, extracting important keywords may
add additional computational costs. While Fast-
Fit’s token-level similarity partially addresses this
issue by focusing on the most similar token from
one sentence to each token in another, we may
not capture the importance of all relevant tokens.
Considering the top K most similar tokens could
help emulate keyword extraction and potentially
improve the model’s performance.

Another promising direction is the replacement
or combination of FastFit’s loss function with a
more dynamic alternative, such as Adaptive Thresh-
olding Loss (ATL)(Zhou et al., 2020) or its variants.
ATL introduces a learnable "threshold class," which
allows the model to dynamically adjust the decision
boundary for each positive and negative pair. This
would enable the model to learn instance-specific
thresholds during training, which could lead to bet-
ter generalization on unseen data.

6 Conclusion

In this paper, we explored the capabilities of large
language models (LLMs) in the context of auto-
mated multi-label domain classification for bilin-
gual technical records. By leveraging the Fast-
Fit package and generating synthetic data, we de-
veloped a model that effectively classifies records
from the TIBKAT dataset.

Our results demonstrate that the proposed ap-
proach has the potential for enhanced classifica-
tion performance across both German and En-
glish, highlighting the model’s robustness in han-
dling multi-label scenarios. While the findings are
promising, they also reveal areas for improvement.

In summary, the results validate the effectiveness
of our approach in automated subject classification
while also signaling critical areas for further inves-
tigation.
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A Appendix A: Detailed Result

The Germval team evaluated our subject tagging
system. Table 5 shows the detailed quantitative re-
sults, including Macro and Micro precision, recall,
and F1 scores grouped by record type and language,
on the TIBKAT dataset.

B Appendix B: Prompts to generate
domain class description

* English: Generate a single, comprehensive
paragraph that provides a detailed overview
of the field of [LABEL] suitable for a classifi-
cation label. The tone should be informative
and encyclopedic.

e German: Erstellen Sie einen einzelnen, um-
fassenden Absatz, der einen detaillierten
Uberblick iiber das Gebiet von [LABEL)] bi-
etet und fiir ein Klassifikationslabel geeignet
ist. Der Ton sollte informativ und enzyk-
lopddisch sein.
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