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Abstract

The emergence of large language models001
(LLMs) has increasingly drawn attention to the002
use of LLMs for human-like planning. Existing003
work on LLM-based planning either focuses on004
leveraging the inherent language generation ca-005
pabilities of LLMs to produce free-style plans006
or employs reinforcement learning approaches007
to learn decision-making for a limited set of008
actions within restricted environments. How-009
ever, both approaches exhibit significant dis-010
crepancies between the open and executable011
requirements in real-world planning. In this012
paper, we propose a new planning task—open013
grounded planning. The primary objective of014
open grounded planning is to ask the model to015
generate an executable plan based on a variable016
action set, thereby ensuring the executability017
of the produced plan. To this end, we estab-018
lish a benchmark for open grounded planning019
spanning a wide range of domains. Then we020
test current state-of-the-art LLMs along with021
five planning approaches, revealing that exist-022
ing LLMs and methods still struggle to address023
the challenges posed by grounded planning in024
open domains. The outcomes of this paper de-025
fine and establish a foundational dataset for026
open grounded planning, and shed light on the027
potential challenges and future directions of028
LLM-based planning.029

1 Introduction030

Human life is filled with tasks of varying complex-031

ities, from simple activities like brewing coffee032

to more substantive pursuits such as learning new033

skills. By utilizing our understanding of the world,034

we can formulate plans for tasks and execute these035

steps in sequence. Although we can employ innu-036

merable strategies and plans to achieve our objec-037

tives, the scenario is significantly more complex038

for artificial intelligence. Grounding plans to open039

action sets for tasks in open domains poses one of040

the challenges for AI.041
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Figure 1: Heuristic Task Planning: Free and arbitrary
planning. Restricted Grounded Planning: Domain-
specific planning on small action sets, usually given in a
context window. Open Grounded Planning: Planning
on extensive action sets in various domains.

Some prior research has delved into the plan- 042

ning ability of Large Language Models (LLMs) 043

and found that LLMs can engage in planning to 044

some extent using their internal knowledge through 045

common-sense reasoning (Zhao et al., 2023; Brown 046

et al., 2020). However, these plans are often heuris- 047

tic, coherent, and rational in natural language, yet 048

possess a high degree of freedom and cannot serve 049

as executable instructions for AI agents (Yao et al., 050

2023; Huang et al., 2022). In other words, these 051

plans are not grounded in an actionable space. In 052

addressing the issue of grounded planning, various 053

approaches have been explored in fields like robot 054
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controlling (Ahn et al., 2022; Wang et al., 2023b)055

and tool use (Qin et al., 2023; Li et al., 2023; Tang056

et al., 2023). Typically, model fine-tuning is ap-057

plied for performance improvement in certain re-058

stricted scenarios (Song et al., 2023; Shen et al.,059

2023; Yuan et al., 2023). However, these methods060

can only enable models to perform planning on a061

limited set of actions for specific domain tasks (Lin062

et al., 2023; Wu et al., 2023; Hao et al., 2023). As063

the task domain becomes broad, the action space064

becomes vast and open, these grounded planning065

methods appear too restricted to handle the steeply066

increased complexity (Wang et al., 2023b).067

The capability to perform a wide range of ac-068

tions and to devise viable, comprehensive plans069

by selecting suitable actions from an extensive ac-070

tion library for tasks in various domains epitomizes071

both a vision and a future trend in LLMs. Conse-072

quently, in this work, we introduce the concept of073

Open Grounded Planning to advance the research074

on LLM planning across broad fields and a rich075

array of potential actions. We delineate the concept076

in two distinct dimensions:077

• Grounded Planning: LLM is required to078

compose plans utilizing only the actions avail-079

able within the executable action sets.080

• Open Planning: We aspire for the model to081

conduct planning within an extensive set of ac-082

tions in an open domain that contains various083

task fields.084

Moreover, we collect datasets from three major085

areas, including daily life, tool use, and robot sand-086

box scenarios. All collected datasets have been087

transformed into a uniform format, including task088

objectives, constraint conditions, golden steps, and089

candidate action sets. Building upon this founda-090

tion, we have developed a benchmark to assess the091

performance of various models and methods in the092

Open Grounded Planning task.093

Besides, to address the open grounded plan-094

ning challenges, we proposed a novel Retrieve and095

Rewrite framework. The method utilizes the LLMs096

to generate an initial plan and iteratively rewrites097

this plan using actions retrieved based on the cur-098

rent planning situation.099

We conducted comprehensive experiments on100

four commonly used methods and our Retrieve and101

Rewrite method for current planning tasks using102

GPT-3.5, Vicuna-7B, and LLaMA-2-7B fine-tuned103

with a small amount of domain knowledge. The104

explored methods include retrieval-based methods 105

and inference-based methods. We observed that 106

fine-tuning contributes much to bridge the gap be- 107

tween smaller models and extremely large-scale 108

language models by raising the instruction follow- 109

ing and task understanding abilities. Various meth- 110

ods exhibited trade-offs regarding the executability 111

and quality of generated plans. Generalizing ability 112

from in-domain to out-of-domain planning tasks 113

exists to a certain extent. 114

Generally speaking, our contributions are: 115

• We proposed the concept of Open Grounded 116

Planning. We envision future artificial in- 117

telligence systems being able to plan tasks 118

within open domains, and having the ability 119

to ground plans onto open executable action 120

sets. 121

• We constructed a benchmark consisting of 122

datasets from diverse domains for Open 123

Grounded Planning and an automated eval- 124

uating procedure to assess the performance of 125

different models and methods. 126

• We introduced the Retrieve and Rewrite frame- 127

work to address challenges in Open Grounded 128

Planning tasks, and conducted comprehen- 129

sive experiments on state-of-the-art models 130

with various methods, and found that current 131

models and methods still struggle with Open 132

Grounded Planning tasks. 133

2 Related Work 134

Large language models are trained on data contain- 135

ing extensive common knowledge and exhibit cer- 136

tain planning and common-sense reasoning abili- 137

ties (Zhao et al., 2023; Brown et al., 2020). Prompt- 138

ing can be employed to guide large language mod- 139

els in generating plans for given tasks, and these 140

plans often possess a high degree of freedom, mak- 141

ing them challenging to execute in specific envi- 142

ronments (Huang et al., 2022). To facilitate the 143

grounding of generated plans to an AI agent’s exe- 144

cutable action space, prior research has extensively 145

explored grounded planning tasks (Lin et al., 2023; 146

Wu et al., 2023). Some approaches opt for a global 147

planning strategy based on the task, aiming to di- 148

rectly generate plans that can be grounded to the 149

execution environment in a single step (Song et al., 150

2023; Shen et al., 2023; Yuan et al., 2023; Wang 151

et al., 2023a). Conversely, other methodologies em- 152

ploy iterative interactive approaches as the primary 153
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means of plan generation to adapt to changes in154

the environment and conditions (Ahn et al., 2022;155

Wang et al., 2023b). However, these approaches of-156

ten demonstrate limited effectiveness, completing157

constrained tasks with a finite set of actions within158

a singular domain.159

In open-domain environments, the enormity of160

tasks and action sets poses significant challenges,161

making it increasingly difficult to bridge the gap162

between plans generated by large language models163

and the execution of real-world tasks. Therefore, in164

our work, we raise the challenge of open grounded165

planning and compile benchmark data from multi-166

ple domains ranging from everyday life to tool use167

and robot control scenarios, which consist of tens168

of thousands of tasks and actions. We also utilized169

our benchmark to assess the performance of main-170

stream proprietary models and open-source models171

with various planning methods on open grounded172

planning tasks.173

3 Open Grounded Planning Benchmark174

In this section, we initially present the task defini-175

tion of Open Grounded Planning and its associated176

challenges. Subsequently, we introduce the Open177

Grounded Planning Benchmark, encompassing the178

construction of the dataset, evaluation metrics, and179

the methodology for automated assessment.180

3.1 Definition of Open Grounded Planning181

Specifically, for a given task objective G stem-
ming from any domain, along with conditional con-
straints C (which may be absent for task without
additional constraints), we aim to find a plan P
composed of a series of actions {si}, where each
action si is from an open action set S. In other
words, the generated plan P must be grounded
onto the action set S which is vast and extendable:

P = (s1, s2, · · · , sn|G,C), si ∈ S, 0 ≤ i ≤ n

where n is the length of P . Table 1 shows the182

grounded planning process.183

As discussed in Section 2, many explorations184

into LLM planning are focusing on heuristic plan-185

ning in which the generated plans cannot be di-186

rectly used as instructions for downstream con-187

trol mechanisms, in other words, they are not188

"grounded". Some previous studies have demon-189

strated that LLMs can undertake grounded plan-190

ning tasks in certain fields. However, these applica-191

tions have often been limited to constrained scenar-192

ios and task domains. As the richness of the task193

Task:
How to Activate the Dark Theme on YouTube
Method:
Using the YouTube App for Android
Action Candidate Set:
* Close the Tool Options window.
* Double click the file.
* Do price forecasting.
* Click on the blue coloured YOUTUBE STUDIO BETA button.
* Open the YouTube app on your iPhone or iPad.
* Launch the YouTube app on your Android device.
* <other steps>...
Steps:
1. Launch the YouTube app on your Android device.
2. Tap on your profile picture.
3. Tap on Settings.
4. Select the General option.
5. Tap on the grey switch, right across Dark theme text.
6. Enjoy YouTube in dark mode

Table 1: An example of an Open Grounded Planning
task. LLM needs to select appropriate actions from a
complex and huge set of actions to generate a plan to
complete the task.

domains and actions increases, the model’s plan- 194

ning proficiency tends to diminish. LLMs still face 195

challenges in executing grounded planning across 196

open domains, which encompass a wide array of 197

tasks and actions from diverse fields. 198

3.2 Dataset Construction 199

LLM’s planning capabilities have a variety of appli- 200

cation scenarios. We refer to many other works and 201

summarize the three main application areas includ- 202

ing daily life, tool usage, and robots. To balance the 203

proportions of data across different categories, we 204

retain a maximum of 500 tasks for each category, 205

forming our evaluation set. All actions related to 206

the original tasks are preserved in the action library 207

as candidate actions. 208

We split the dataset into two parts. We employ 209

the daily life dataset wikiHow to evaluate the in- 210

domain grounded planning capabilities because this 211

dataset covers a very wide range and the action 212

set for selection is more complex. Additionally, 213

we utilize datasets related to tool use and robots 214

to evaluate the generalization of various models 215

and methods for out-of-domain grounded planning. 216

The statistical information of the evaluation set can 217

be found in Table 2. 218

3.2.1 In-Domain Datasets 219

Wikihow Wikihow is an extensive collection of 220

guides and tutorials, encompassing topics ranging 221

from everyday life skills to more complex subjects1. 222

1https://www.wikihow.com/
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Category Eval-Set Full-Set Actions Category Eval-Set Full-Set Actions

wikiHow(Zhang et al., 2020)

Arts and Entertainment 500 4104 26222 Home and Garden 500 6916 39872
Cars and Other Vehicles 500 1685 10929 Personal Care and Style 500 3888 20786

Computers and Electronics 500 12801 75186 Pets and Animals 500 2282 11056
Education and Communications 500 5485 29856 Philosophy and Religion 500 748 5000

Family Life 500 1532 8634 Relationships 500 1683 8609
Finance and Business 500 4376 24746 Sports and Fitness 500 1898 10916
Food and Entertaining 500 9493 58585 Travel 500 852 5433

Health 500 7918 37364 Work World 500 1088 6618
Hobbies and Crafts 500 7095 47168 Youth 500 1477 8389

Holidays and Traditions 500 904 5658

Tools Robot

APIBank(Li et al., 2023) 263 263 101 SayCan(Ahn et al., 2022) 164 164 97
GPT4Tools(Yang et al., 2023) 500 1750 32 VituralHome(Huang et al., 2022) 500 5088 47522
ToolAlpaca(Tang et al., 2023) 201 201 89

Table 2: Statistics of the Open Grounded Planning benchmark, marking the quantitative attributes of the in-domain
and out-of-domain datasets.

Each guide on WikiHow is presented in a step-by-223

step manner, making it easy to understand and fol-224

low. We gathered the original corpus of WikiHow225

by referencing Zhang et al. (2020). For each arti-226

cle, we retained only the tasks, methods (if any),227

and headlines. We eliminated sections contain-228

ing multiple "parts" as they introduced additional229

hierarchy. By directly utilizing the original catego-230

rization within the WikiHow corpus, we ultimately231

identified 19 categories, with a total of more than232

76,000 tasks. The action libraries for each cate-233

gory are derived from the collective actions of all234

tasks within the same category, with an average235

size exceeding 20,000.236

3.2.2 Out-of-Domain Datasets237

Tools Previous studies have demonstrated the ca-238

pability of LLMs to utilize tools to accomplish239

tasks. Effective planning is crucial for tool use, es-240

pecially when the candidate toolset is extensive.241

We have collected open-source data relevant to242

tool usage by LLMs, including contributions from243

ToolAlpaca (Tang et al., 2023), API-Bank (Li et al.,244

2023), and GPT4Tools (Yang et al., 2023). These245

datasets encompass various types of tools and pro-246

vide standard tool invocation sequences to com-247

plete the tasks as well. We abstract each tool along248

with its brief description as an action item.249

Robot There exists some research related to250

grounded planning in robotics(Yoshida et al., 2023;251

Brohan et al., 2023; Ahn et al., 2022), but there is252

still a lot of room for development. We have con-253

verted datasets proposed in VirtualHome (Huang254

et al., 2022) and SayCan (Ahn et al., 2022) and255

merged all executable actions as a candidate action 256

set2. It is important to note that complete robot 257

processing involves multiple stages, including vi- 258

sual information processing and action execution. 259

Our dataset, however, only focuses on the planning 260

generation. 261

3.3 Evaluation 262

3.3.1 Plan Quality Assessment 263

Since the planned execution paths are diverse, es- 264

pecially when our task involves thousands of candi- 265

date operations. We compare the plan generated by 266

the model with the golden plan from multiple per- 267

spectives, rather than directly comparing whether 268

the steps are the same. The specific evaluation 269

criteria are as follows: 270

Completeness: Examine whether the plan is 271

comprehensive, with a focus on the coherence be- 272

tween steps, the presence of necessary steps, and 273

the avoidance of arbitrarily introduced conditions. 274

Feasibility: Assess the practicality of the plan, 275

considering whether each step can be implemented, 276

whether the plan aligns with common sense, ad- 277

heres to human ethical standards, and avoids exces- 278

sive redundant steps. 279

Relevance to the Task: Evaluate the relevance 280

of the plan to the given task, considering the utiliza- 281

tion of the provided task conditions and whether it 282

achieves the goal. 283

We use ChatGPT to evaluate, which is a widely 284

used evaluation method in previous similar work. 285

Due to many reported issues with ChatGPT as an 286

2There seems to be some mismatch in the dataset provided
by saycan, we fix it manually.
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evaluator, such as position bias, length preference,287

and style partiality (Koo et al., 2023; Wu and Aji,288

2023; Zheng et al., 2023a), we employ various289

methods to mitigate those biases. We swap the290

order of the two plans and average the scores to291

eliminate positional bias. Additionally, we prompt292

ChatGPT to penalize the score for redundant steps293

to reduce length preference. We sampled a small294

dataset for manual evaluation and verified the plau-295

sibility of ChatGPT’s automatic evaluation. For296

detailed analysis, please refer to appendix B.297

3.3.2 Metrics298

To more intuitively compare the performance of299

various models and methods on open domain plan-300

ning datasets, we define the following metrics to301

quantify their performance.302

Executability is the proportion of executable303

cases. Executable cases are actions in the plan that304

all exist within the given action library.305

Quality of the executable plans is evaluated from306

the dimensions in section 3.3.1. We define win rate307

as the average of the outcomes of two comparisons308

involving position swaps. Intuitively, quality as-309

sesses how complete the generated plan is.310

Overall Pass Rate is the proportion of all gener-311

ated plans that can be executed while also complet-312

ing the task. Considering both executability and313

quality, we choose pass rate as the final evaluation314

metric to evaluate the overall performance of the315

model in the entire process. The pass rate is the316

product of executability and quality.317

Executability =
#executable cases

#all cases
318

Quality =
#win cases

#executable cases
319

Pass Rate = Executability × Quality320

4 Methods321

In order to assess the performance of current main-322

stream models on the Open Grounded Planning323

task, we endeavored to employ five distinct meth-324

ods including Retrieve and Rewrite, a new frame-325

work we proposed, to address this challenge.326

Task-Retrieve: We first adopt a simple and in-327

tuitive approach by using the task name as the328

query for action retrieval. Given a task T and an329

action set A, we retrieve the relevant action list330

A′ = retrieve(T,A). LLM selects and orders ap-331

propriate actions from this list to generate plan332

P = select&sort(T,A′).333

Plan-Retrieve: Simply searching by task name 334

makes it difficult to recall important steps that are 335

not directly related to the task name. We try to spec- 336

ify the query to improve. We first force LLM to gen- 337

erate an initial plan P0 = {s1, s2, · · · , sn} for the 338

task, then retrieve related actions based on the gen- 339

erated plan to get action list A′ = retrieve(P0, A). 340

Finally, we perform similar selection and rearrange- 341

ment as in task-retrieve. We also provide the initial 342

plan for LLM to refer to generate the final plan 343

P = select&sort′(T,A′, P0). 344

Step-wise Select: In addition to retrieval and re- 345

arrangement, we also try the step-wise selection 346

method. We adopt a method similar to ReAct 347

(Yao et al., 2023) to our tasks. Each time, LLM 348

generates a possible next step sp for the given 349

task T , Then we obtain a candidate action list 350

A′ = {a1, a2, ...} ⊂ A by retrieving actions based 351

on the generated steps. LLM selects one of the 352

retrieved results as the next step, which means 353

the target plan P is generated step by step, i.e., 354

P = {s1, s2, ...} ∪ {aj} where aj ∈ A′. Selec- 355

tion iteration repeats until 1) LLM outputs None 356

when generating the possible next step, 2) LLM 357

refuses to select from the candidate list, and 3) the 358

maximum number of iterations is reached. 359

DFS: The Step-wise Selecting method suffers 360

from small searching space. ToolLLM (Qin et al., 361

2023) proposed a DFS-based method to improve. 362

We implement this by simply extending the Step- 363

wise Selecting method. During the procedure of 364

model selecting the next step, we allow LLM to 365

abandon the selection if it thinks there exists no 366

suitable choice in the retrieved candidate actions 367

to be the next step of the current plan. In this case, 368

we perform a backtracking. 369

Retrieve and Rewrite: We realize that methods 370

based on retrieval and rearrangement can consider 371

the overall plan, but may not obtain the optimal 372

choice for each step. The step-wise selection ap- 373

proach enables adjustments during the generation 374

process but does not take into account the plan as a 375

whole. We combine the advantages of both meth- 376

ods and propose a new method named Retrieve 377

and Rewrite.Figure 2 illustrates its framework and 378

different rewriting operations. 379

LLM is first asked to generate an initial plan 380

P0 = {s1, s2, ..., sn0
} based on the relevant steps 381

A0 with the given task T . Different from the Task- 382

Retrieve method, P0 does not have to be composed 383
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Figure 2: Left: The Retrieve and Rewrite framework. Right: An illustration of different rewriting operations.

of the exact steps in A0. We mark steps not in384

action set with underline. We perform several it-385

erations to use steps from the action set to rewrite386

P0. For iteration i ≥ 1, we choose some of the387

steps not in action set for retrieval to retrieve rele-388

vant actions Ai = {ai1, ai2, · · · , aimi}, where mi389

is the length of candidate action list of iteration390

i. LLM is allowed to perform various operations391

when rewriting Pi−1, including adding, deleting,392

and modifying arbitrarily. We only need to ensure393

using actions in the action set to replace as much394

as possible those not in the action set. The plan af-395

ter rewriting might be Pi =
{
s1, s2, s3, · · · , sni

}
,396

where ni is the new length of current plan Pi. Sim-397

ilarly, iteration stops until all actions are in the398

action set or iteration reaches the maximum num-399

ber.400

5 Experiment401

We systematically assess the capabilities of various402

LLMs and methods in the Open Grounded Plan-403

ning task by selecting and comparing mainstream404

proprietary models, open-source models, and open-405

source models fine-tuned with a small amount of406

domain-specific data. For each model, we examine407

the performance of different methods in Section408

4. We test the models’ abilities in Open Grounded409

Planning on both in-domain, the wikiHow dataset,410

and out-of-domain, the tools and robot datasets.411

5.1 Experiment Settings412

We chose the proprietary model GPT-3.53 and the413

open-source model Vicuna-7B-v1.5-16k (Zheng414

3We use gpt-3.5-turbo-1106 for our experiments.

et al., 2023b) for experiments. In addition to this, 415

we fine-tuned Llama-2-7B (Touvron et al., 2023) 416

to check the performance of the SFT model. We 417

believe these three models can represent the capa- 418

bilities of current mainstream models. 419

We select 200 tasks from each subcategory be- 420

low wikiHow as the training set. For each setting, 421

we perform the inference process of GPT-3.5 on it 422

and select those with high quality for training. We 423

mixed it with the Alpaca dataset (Taori et al., 2023) 424

and fine-tuned the model with 3 epochs to improve 425

the generalization ability. Additional implementa- 426

tion details are in Appendix A and all prompts are 427

in Appendix D. 428

5.2 In-Domain Results 429

We measure the performance of each model and 430

method using metrics in Section 3.3.2. We report 431

the average performance on all wikiHow datasets. 432

Results on in-domain datasets are presented in the 433

left part of Table 3, from which we can derive: 434

SFT model achieves the best performance 435

Compared to Vicuna and GPT-3.5, the SFT model 436

surpasses them in all methods. The trained model 437

can improve the executability of all methods to 438

close to 100% and maintain high quality at the 439

same time. 440

Different methods have different focuses Al- 441

though the initial plan of the Plan-retrieve method 442

may cause interference, it can generate a better plan 443

than Task-retrieve. Compared with the restricted 444

search space in the step-wise selection, DFS usu- 445

ally achieves a higher executability and has better 446

quality. Besides, we find pre-planning grants the fi- 447
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In-Domain (wikiHow) Out-of-Domain (Tools, Robot)

Average of All Types APIBank GPT4Tools ToolAlpaca VirtualHome SayCan

Method Executability(%) Quality(%) Pass Rate(%) Pass Rate(%) Pass Rate(%) Pass Rate(%) Pass Rate(%) Pass Rate(%)

Vicuna-7B-v1.5-16k

Task-Retrieve 89.60 27.87 24.97 36.50 16.30 19.90 12.40 14.94
Plan-Retrieve 67.77 42.41 28.74 26.05 15.10 9.70 11.90 12.20
Step-wise Select 73.17 12.34 9.03 20.72 15.80 10.20 7.10 1.83
DFS 97.92 7.18 7.03 26.81 20.50 16.17 6.80 2.44
Retrieve and Rewrite 80.75 34.88 28.17 45.44 22.30 23.63 16.00 12.50

GPT-3.5

Task-Retrieve 95.99 44.43 42.65 7.22 23.20 5.97 26.50 29.27
Plan-Retrieve 69.46 60.15 41.78 30.61 32.30 11.94 37.60 44.82
Step-wise Select 93.44 21.21 19.82 32.32 23.50 16.67 30.60 26.83
DFS 98.84 50.76 50.17 35.55 25.00 19.90 32.90 11.28
Retrieve and Rewrite 92.98 58.72 54.60 43.73 26.60 28.86 47.00 41.16

LLaMA-2-7B(SFT)

Task-Retrieve 99.40 47.66 47.37 58.75 26.50 49.00 37.50 37.50
Plan-Retrieve 99.13 58.21 57.70 47.72 35.00 36.07 42.70 30.79
Step-wise Select 99.82 24.26 24.22 36.12 4.20 21.89 34.10 31.71
DFS 99.09 53.53 53.04 11.40 0.48 2.79 35.64 14.96
Retrieve and Rewrite 98.26 61.58 60.51 45.42 43.70 45.02 46.80 42.68

Table 3: The average performance of models and methods on in-domain and out-of-domain datasets. The final
metric is Pass Rate. The best performance score of each dataset is highlighted with bold, while the second-best
underlined.

nal plans higher quality. The Retrieve and Rewrite448

method we proposed surpasses Step-wise select449

and DFS in terms of rationality and completeness450

of the final plans due to our pre-planning approach451

and the subsequent rewriting.452

5.3 Out-of-Domain Results453

The experiment results on the out-of-domain454

datasets are presented in the right part of Table 3.455

Apart from the DFS method, LLaMA-2-SFT out-456

performs GPT-3.5 on most datasets using other457

methods. This suggests that fine-tuning is bene-458

ficial for the model to generalize from in-domain459

grounded planning to out-of-domain scenarios, pri-460

marily by enhancing the model’s ability to follow461

instructions, thereby improving task completion.462

In the tools dataset, despite our extensive prompt463

engineering, GPT-3.5 prefers to generate complete464

steps rather than the provided API names, which465

results in poor performance.466

We observe the performance degradation in SFT467

model with DFS and find that the average length468

of the plans generated with DFS on tools dataset is469

less than 1, while with other methods ranges from470

1 to 2, which is also closer to the true length of471

datasets. We observe extensive backtracking in the472

generated results,which could be attributed to the473

higher proportion of rejection in the training data,474

leading the SFT model to exhibit reduced confi-475

dence in its generation. Consequently, this makes476

LLM more inclined not to select the retrieved re-477

sults as the next step when facing OOD data. 478

Among various methods, Rewrite method con- 479

sistently maintains strong performance. However, 480

although it performs well in-domain, the general- 481

ization performance is sometimes not as good as 482

simple retrieval and rearrangement. 483

5.4 Error Analysis 484

We mainly perform analysis on GPT-3.5 on wiki- 485

How to fairly compare various methods. We ana- 486

lyze from the perspectives of executability and gen- 487

eration quality. As executability shown in table 3, 488

since the output format of the first four methods is 489

usually a sentence or a list, unexecutable plans all 490

come from the hallucination of LLM, which means 491

LLM generate content beyond the given set. How- 492

ever, the output format of the Rewrite method is 493

more complex. We observe that the non-executable 494

plans contains 11.84% format parsing errors. The 495

small format error ratio proves that LLMs have 496

strong instruction following ability, but they still 497

face serious hallucination problem. 498

To compare the generation quality of different 499

methods, we present cases from the Plan-retrieve, 500

DFS, Rewrite and golden plan from wikiHow in 501

table 4. The plans generated by Plan-retrieve might 502

generate steps that are correct in meaning but ir- 503

relevant in detail to the task. This is because the 504

retrieved actions are not always relevant to the task, 505

and LLM, given a one-time, limited selection, may 506

be forced to choose these steps to make the plan 507
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Task How to Build a Small Chick Brooder
Method Setting up the Brooder

Plan-Retrieve Set up a brooder.
Use absorbent bedding.
Provide a warm place.
Place any heating apparatus needed for the species that is
going to be kept.
Monitor the temperature.
Set up an attractive feeder.
Choose an appropriate hiding spot.
Ensure that there is proper ventilation in the stable.

DFS Set up a brooder.
Point a heat lamp on one side of your brooder to keep the
chicks warm.
Move your chicks to their brooder.
Move the chicks to a brooder.
Provide food and water for your chicks.
Move the chicks to a brooder.
Set up a brooder.
Move the chicks to a brooder.

Golden plan Fill the bottom of your brooder with paper towels and pine
shavings.
Point a heat lamp on one side of your brooder to keep the
chicks warm.
Provide food and water for your chicks.
Put a branch in the brooder to create a roost.

Rewrite Position the cage away from drafts and direct sunlight.
Set up a brooder.
Fill the bottom of your brooder with paper towels and pine
shavings.
Put a branch in the brooder to create a roost.
Point a heat lamp on one side of your brooder to keep the
chicks warm.
Move your chicks to their brooder.

Table 4: Red text indicates steps that are irrelevant to
the task and redundant steps, while green text denotes
supplementary additional information.

complete. Besides being incomplete or irrelevant508

to the task, DFS also suffers from duplicate steps,509

despite being provided with previously selected510

steps. We find that 19.32% of plans generated511

by DFS contain repetitions of two or more times.512

Meanwhile, this step by step generation is also513

less complete, for example, missing information on514

the soft bedding material. In contrast, the Rewrite515

method, through iteration and global consideration,516

can generate more complete plans. Additionally,517

with a large pool of candidate steps, LLM can even518

find supplementary information for the task.519

5.5 Retrieval Amount Influence520

We find that the number of recall actions directly af-521

fects the execution rate and quality of the generated522

plan. We check the result on wikiHow-Computers523

and Electronics for a setup using GPT-3.5 and Vi-524

cuna for the task-retrieve method4. Figure 3 shows525

how "Executability", "Quality" and "Pass Rate"526

change when different numbers of steps are re-527

called for plan generation. The two solid lines528

representing "Pass Rate" demonstrate a trend of529

initial increase followed by a decrease. For GPT-530

4Different from the main experiment, here we only check
the output format.
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Figure 3: Influence of the number of retrieved actions
on the performance of GPT-3.5 and Vicuna conducting
Task-Retrieve method.

3.5, as the number of recalled actions increases, the 531

proportion of generated plans that conform to the 532

rules decreases, while the quality of plans lifted. 533

Pass Rate achieves the best performance when re- 534

calling 20 actions. Interestingly, we observed that 535

when recalling 5 actions there are still parts of the 536

plan that are not executable. We found that this is 537

because the recalls are too little for LLMs to com- 538

plete the task using the recall steps. But GPT-3.5 539

tends to generate complete plans, so steps for sup- 540

plementing and connecting context are generated. 541

We continue to discuss the results in other settings 542

in Appendix C. 543

6 Conclusion 544

In this study, we introduced Open Grounded 545

Planning and developed a benchmark comprising 546

datasets from various domains with vast action sets. 547

Extensive experiments revealed significant limita- 548

tions in the performance of current models and 549

methods in generating grounded plans for these 550

sets. Furthermore, we observed a pronounced chal- 551

lenge in enabling these models and methods to gen- 552

eralize from in-domain scenarios to out-of-domain 553

datasets. Compared to four other methods, our 554

"Retrieve and Rewrite" approach demonstrates a 555

partial resolution to the challenges inherent in open 556

grounded planning. Our work highlights the need 557

for enhancing the capability of models and methods 558

for expansive planning domains and improving the 559

executability and quality of grounded plans, laying 560

a foundation for future research. 561
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Limitation562

Due to the huge cost and limitation of computa-563

tional resources, we were unable to conduct exper-564

iments on more models such as MoE models like565

Mistral 8×7B (Jiang et al., 2024) as well as Code566

LLMs like CodeLLaMA (Rozière et al., 2023). Fur-567

thermore, our dataset favors initial overall plan gen-568

eration, which can be adjusted in conjunction with569

user feedback in actual use.570
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A Implementation Details789

We use FastChat(Zheng et al., 2023b) for train-790

ing, and the training parameters are consistent with791

vicuna-7B. For all generation steps, we perform792

generation with temperature = 1.0. We perform up793

to five retries per generation to avoid formatting794

errors. We also performed a rule review on the795

output of LLM to obtain the best performance of796

LLM in the open grounding planning task. For797

example, if LLM is required to choose one of sev-798

eral options as the next step, and LLM does not799

output a sentence that meets the requirements, we800

will regard this output as a failure and regenerate801

it. This retry will count towards the five retries802

above. For tools datasets, our output combines API803

name and API description, and the input format is804

"{api name} DESCRIPTION: {API description}".805

Since we only care about choosing the correct step,806

we accept both API name and "{API name} DE-807

SCRIPTION: {anything}" as input.808

We simply use OpenAI’s text-embedding-ada-809

002 for embedding generation in all settings. We810

used different recall numbers for different methods.811

For the plan-retrieve method, each generation step812

recalls the two most relevant choices. For the task-813

retrieve method, we retrieve the 20 most relevant814

candidate steps from the task name. Stepwise Se-815

lecting and DFS methods are similar in that we both816

perform recalls of size 5. In the Rewrite method,817

we will select at most the first three steps that have818

not been replaced in each round, and dynamically819

control the recall number of each step to around 10.820

In all settings, we will first perform deduplication821

on the recall steps and then hand it over to LLM822

for other operations.823

In addition, since the Stepwise Selecting, DFS,824

and Rewrite methods will iterate multiple times,825

we set an upper limit of 20, 30, and 20 iterations826

for them. These upper bounds are usually sufficient827

to complete the task, but if the LLM reaches the828

upper limit of the number of iterations, it means829

that the generated steps may be incomplete. If the830

plan complies with the rules, we still think the plan831

is executable, but incomplete plans will have an832

impact on the quality of the plan.833

B Evaluation Details834

In the evaluation set, we randomly selected a to-835

tal of 200 cases and conducted human evaluations836

on the three models and five methods we used in837

our experiments. The Spearman rank correlation838

coefficient between the results of human and au- 839

tomated is 80.76%, which indicates that the auto- 840

mated evaluation results using ChatGPT present a 841

significant consistency with those of human eval- 842

uation. Therefore, this automated assessment ap- 843

proach is deemed both reasonable and feasible. 844

C Different Retrieved Numbers 845
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Figure 4: Different Retrieved numbers in plan-retrieve
& select

The experimental results concerning the impact 846

of the retrieved item number are illustrated in Fig- 847

ure 4 for both the Plan-Retrieve and Step-wise Se- 848

lect methods. For the plan-retrieve method, as the 849

number of retrieved items increases, the available 850

actions for the model to select also increase, lead- 851

ing decrease in plan executability, possibly due 852

to excessive choices causing interference for the 853

model, leading to the generation of illusory steps 854

and consequently preventing the generated plan 855
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from being fully grounded in actions from the can-856

didate sets. However, the generated quality shows857

a trend of decline after improvement.858

For the select method, vicuna and GPT-3.5 show859

different properties. As the number of options avail-860

able for vicuna increases, its executability rate will861

also increase. This has caused its Pass Rate to862

also show a slightly upward trend. The results of863

GPT-3.5 show a downward trend.864

D Prompts for All Methods865

Our prompt contains two parts: instruction and866

input. In GPT-3.5, we use instruction for system867

messages, while in Vicuna and SFT models, since868

they are not trained on different system messages,869

we place it at the beginning of user input.870

We use 0-shot in most settings and only use 2-871

shot in a few such as generating initial plans and872

rewriting. Prompts set to 0-shot often only have873

formatting requirements. The rest of the operations874

need to match the characteristics of the dataset875

or are more complex, so we think they require876

additional information.877
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<GENERATE FINAL PLAN PROMPT>
INSTRUCTION: 
You will be given a task, a method to complete the task and several available actions. If no 
method is specified it will be set to "None". Here are a few things you need to keep in mind:
1. You need to generate a plan that satisfies the given tasks and methods.
2. You can only use the steps in <Actions in Library> to complete a given task, even though 
the provided steps may not complete the task.
3. You must use the actions in the library exactly. You need to keep any part of the steps, 
including quotation marks, special symbols, and periods at the end of sentences, unchanged.
Send your answer in the following format and do nothing else: 1. step1
2. step2
3. step3...

PROMPT:
<Task>: How to Tell the Difference Between a Tortoise, Terrapin and Turtle
<Method>: Observing the Reptile’s Behavior
<Actions in library>:
1. Assess what kind of turtle you are dealing with before you start.
2. {other steps}…

RESPONSE:
-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-
1. Assess what kind of turtle you are dealing with before you start.
2. {other steps}...

Figure 5: task-retrieve prompt.

<GENERATE INITIAL PLAN PROMPT>
INSTRUCTION: 
You will be given a task and a method to complete the task. If no method is specified it will 
be set to "None". You need to generate a plan that satisfies the given tasks and methods. The 
plan needs to be a list of several actions and each action should be a complete and short 
sentence separated by newlines. Send your answer in the following format and do nothing else: 
1. step1
2. step2
3. step3...

PROMPT_EXAMPLE_0:
<Task>: How to Watch Disney Plus on iPhone
<Method>: None
RESPONSE_EXAMPLE_0:
1. Open the Disney+ app.
2. {other steps}…

PROMPT_EXAMPLE_1:
<Task>: How to Improve Your Posture
<Method>: Using Exercise to Improve Your Posture
RESPONSE_EXAMPLE_1:
1. Improve your core muscles with deep abdominal stretching.
2. {other steps}…

PROMPT:
<Task>: How to Love Your Rabbit
<Method>: Handling and Caring for Your Rabbit

RESPONSE:
-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-
1.Spend time bonding with your rabbit every day.
2.{other steps}…

Figure 6: plan-retrieve prompt to generate initial plan.
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<GENERATE FINAL PLAN PROMPT>
INSTRUCTION: 
You will be given a task, a method to complete the task, an initial plan to follow and a 
number of available actions. If no method is specified it will be set to "None". Here are a 
few things you need to keep in mind:
1. You need to generate a plan that satisfies the given tasks and methods.
2. The initial plan is a reference only, which means you should not output the steps in the 
initial plan directly.
3. You can only use the steps in Actions in Library to complete a given task, even though the 
provided steps may not complete the task.
4. You must use the actions in the library exactly. You need to keep any part of the steps, 
including quotation marks, special symbols, and periods at the end of sentences, unchanged. 
Send your answer in the following format and do nothing else: 1. step1
2. step2
3. step3...

PROMPT:
<Task>: How to Love Your Rabbit
<Method>: Handling and Caring for Your Rabbit
<Initial steps>:
1. Spend time bonding with your rabbit every day.
2. {other steps}…

<Actions in library>:
1. Spend time interacting with your rabbit every day.
2. {other steps}…

RESPONSE:
-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-
1. Spend time interacting with your rabbit every day.
2. {other steps}…

Figure 7: plan-retrieve prompt to generate final plan.

<GENERATE POSSIBLE NEXT STEP PROMPT>
INSTRUCTION:
You will be given a task, a method to complete the task and a current plan. If no method is 
specified it will be set to "None". If the current plan is empty, the plan will also be set 
to "None". Remember:
1. You need to generate the next step in the plan that needs to meet the given tasks and 
methods based on the existing plan. Please note that the step you generate will be added to 
the end of the existing steps, and you need to pay attention to maintain the coherence of the 
overall steps.
2. There is no going back in your generating process, you cannot try to delete or modify a 
previously existing step.
3. If you think the current plan is sufficient for the task, just output "[New step: None]". 
You only need to output one step and do nothing else.
Send your answer in the following format: [New step: step] or [New step: None]

PROMPT:
<Task>: How to Love Your Rabbit
<Method>: Handling and Caring for Your Rabbit
<Current plan>:
None

RESPONSE:
-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-
[New step: Research the specific needs and behaviors of rabbits to understand how to properly 
care for and handle them.]

Figure 8: step-wise select prompt to generate possible next step.
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<SELECT NEXT STEP PROMPT>
INSTRUCTION:
You will be given a task, a method to complete the task, a current plan and several candidate 
actions. Candidate actions are called <Actions in Library>. If no method is specified it will 
be set to "None". If the current plan is empty, the plan will also be set to "None". Here are 
a few things you need to keep in mind:
1. You need to select the next step in the plan from the candidate actions that satisfies the 
given task and method based on the currently existing plan. Please note that the step you 
select will be added to the end of the existing steps, and you need to pay attention to 
maintain the coherence of the overall steps.
2. There is no going back in your generating process.
3. You can only use the steps in <Actions in Library> to complete a given task. If you think 
that the provided steps may not accomplish the task, you need to select "[New step: None of 
these]". Never use your own steps to complete a task, all output needs to be selected from 
the options provided.
4. You must use the actions in the library exactly. You can't just output the sequence number 
of an action, you must output the entire sentence. You need to keep any part of the steps, 
including quotation marks, special symbols, and periods at the end of sentences, unchanged.
Send your answer in the following format and do nothing else: [New step: None of these] or 
[New step: step]

PROMPT:
<Task>: How to Love Your Rabbit
<Method>: Handling and Caring for Your Rabbit
<Current plan>:
None
<Actions in library>:
Research rabbit care.
{other steps}…

RESPONSE:
-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-
[New step: Research rabbit care.]

Figure 9: step-wise select prompt to select next step.

<GENERATE INITIAL STEPS PROMPT>
INSTRUCTION:
You will be given a task and a method to complete the task. If no method is specified it will 
be set to "None". Remember:
1. Based on your plan for a given task and method, you need to generate three candidates for 
the first step of completing the task with the specified method. These three steps must be 
different. I would choose one of the three candidates you generated as an initial step in 
planning. You need to pay attention to scalability in this step.
2. There is no going back in your generating process, you cannot try to delete or modify a 
previously existing step.
Send your answer in the following format: [1. candidate1
2. candidate2
3. candidate3]

PROMPT:
<Task>: How to Tell the Difference Between a Tortoise, Terrapin and Turtle
<Method>: Observing the Reptile’s Behavior
<Current plan>:
None

RESPONSE:
-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-
1. Observe the reptile's feeding behavior, as tortoises are primarily herbivores, while 
terrapins and turtles eat a more varied diet.
2. Look for the reptile's swimming habits, as terrapins are generally comfortable in both 
freshwater and brackish water, while turtles prefer strictly freshwater habitats.
3. Observe the reptile's sunbathing behavior, as tortoises often bask in the sun for extended 
periods, while turtles and terrapins may do so but not as frequently.

Figure 10: DFS prompt to generate initial steps.
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<SELECT NEXT STEP PROMPT>
INSTRUCTION:
You will be given a task, a method to complete the task, a current plan and several candidate 
actions. Candidate actions are called <Actions in Library>. If no method is specified it will 
be set to "None". If the current plan is empty, the plan will also be set to "None". Here are 
a few things you need to keep in mind:
1. You need to select the next step in the plan from the candidate actions that satisfies the 
given task and method based on the currently existing plan. Please note that the step you 
select will be added to the end of the existing steps, and you need to pay attention to 
maintain the coherence of the overall steps.
2. There is no going back in your generating process.
3. You can only use the steps in <Actions in Library> to complete a given task. If you think 
that the provided steps may not accomplish the task, you need to select "[New step: None of 
these]". Never use your own steps to complete a task, all output needs to be selected from 
the options provided.
4. You must use the actions in the library exactly. You can't just output the sequence number 
of an action, you must output the entire sentence. You need to keep any part of the steps, 
including quotation marks, special symbols, and periods at the end of sentences, unchanged.
Send your answer in the following format and do nothing else: [New step: None of these] or 
[New step: step]

PROMPT:
<Task>: How to Tell the Difference Between a Tortoise, Terrapin and Turtle
<Method>: Observing the Reptile’s Behavior
<Current plan>:
None
<Actions in library>:
Bathe your tortoise often.
other steps…

RESPONSE:
-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-
[New step: Observe what the reptile eats.]

OR:
-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-
[New step: None of these]

Figure 11: DFS prompt to select next step. The answer can be either new step or None.
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<EXPAND NEXT STEPS PROMPT>
INSTRUCTION:
You will be given a task, a method to complete the task and a current plan. If no method is 
specified it will be set to "None". If the current plan is empty, the plan will also be set 
to "None". Remember:
1. You need to generate three candidates for the next step of the current plan based on the 
existing plan to satisfy the plan for the given task and method. These three steps must be 
different. Note that I will add one of these three candidates you generated to the end of the 
existing step. You need to pay attention to maintaining the coherence of the overall steps.
2. There is no going back in your generating process, you cannot try to delete or modify a 
previously existing step.
3. If you think the current plan is sufficient for the task, just output "[None]". You only 
need to output steps and do nothing else.
Send your answer in the following format: [1. candidate1
2. candidate2
3. candidate3] or [None]

PROMPT:
<Task>: How to Tell the Difference Between a Tortoise, Terrapin and Turtle
<Method>: Observing the Reptile’s Behavior
<Current plan>:
1.Observe what the reptile eats.

RESPONSE:
-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-
1. Watch the reptile’s movement patterns.
2. Observe the reptile’s habitat.
3. Note the reptile’s swimming behavior.

Figure 12: DFS prompt to expand nodes.

<GENERATE INITIAL PLAN PROMPT>
INSTRUCTION:
You will be given a task, a method to complete the task and several actions for reference. 
These actions are called <References>. If no method is specified, it will be set to "None". 
Remember:
1. You need to refer to the content in <References> to generate a plan that can complete the 
task in the specified method. 
2. The generated plan does not need to use the exact steps in <Reference>. You can generate 
any plan as long as it can complete the task in the specified method. In subsequent 
operations, I will use other actions in the library to rewrite it, so the plan you generate 
needs to be as consistent in style as possible with these actions.
Send your answer in the following format and do nothing else: 1. step1
2. step2
3. step3...

PROMPT:
<Task>: How to Tell the Difference Between a Tortoise, Terrapin and Turtle
<Method>: Observing the Reptile’s Behavior
<References>:
1. Assess what kind of turtle you are dealing with before you start.
2. {other steps}…

RESPONSE:
-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-
1. Research the characteristics of tortoises, terrapins, and turtles to understand the 
differences in their behavior and appearance.
2. {other steps}…

Figure 13: rewrite prompt to generate initial plan.
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<REWRITE PROMPT>
INSTRUCTION:
You will be given a task, a method to complete the task, a current plan and several candidate 
actions. Candidate actions are called <Actions in Library>. If no method is specified it will 
be set to "None". If the current plan is empty, the plan will also be set to "None".
Use the actions listed below to refine your current steps to complete your task. Actions 
marked with <TO BE REPLACED> indicate that the content was not found in the action library, 
and actions marked with <IN LIB> indicate that they are in the action library. You need to 
analyze which actions in the provided action library can be added to the action list and 
replace some or all of the actions marked with <TO BE REPLACED>. We encourage you to add more 
<TO BE REPLACED> content to complete these steps.
You can do the following:
* Replace any number of <TO BE REPLACED>-like operations with any number of <IN LIB> 
operations.
* Replace any number of <IN LIB> operations with any number of <IN LIB> operations as the 
latter are better suited to the task.
* Replace any number of <IN LIB> operations with more general <IN LIB> operations.
* Insert any number of <IN LIB> operations that differ from existing steps.
* Insert any number of <TO BE REPLACED> operations to fill in missing content between steps.
* Remove any number of redundant <IN LIB> operations.
* Remove any number of redundant <TO BE REPLACED> operations.
* Remove any number of overly verbose <IN LIB> operations.
* Compare several similar <IN LIB> operations and select the best one to add to the 
operations list.
* Other reasonable actions.
Remember:
1. Your output needs to be a list, and each element in the list needs to start with "{<IN 
LIB>" or "{<TO BE REPLACED>" and end with \"}\".
2. The rewritten sentences need to cover roughly the same scope as before the rewrite, 
although they may differ in detail.
3. Only actions that are newly added from <Actions in library> can be marked with <IN LIB>, 
otherwise they need to maintain their attributes in <Current steps>.
4. You must use the actions in the library exactly. You can't just output the sequence number 
of an action, you must output the entire sentence. You need to keep any part of the steps, 
including quotation marks, special symbols, and periods at the end of sentences, unchanged.
5. Always output the complete plan, not only newly added or changed steps. If the content 
containing <IN LIB> is still needed, you need to output it completely.
Send your answer in the following format and do nothing else: [1. {<IN LIB> step1}
2. {<TO BE REPLACED> step2}
...]

PROMPT_EXAMPLE_0:
<Task>: How to Increase Your Income
<Method>: Cutting Down on Expenses
<Current steps>:
1. {<TO BE REPLACED> Avoid eating out.}
2. {<TO BE REPLACED> Cancel unused subscriptions and memberships.}
3. {<TO BE REPLACED> Bike or walk to work, rather than drive.}
4. {<TO BE REPLACED> Find free or low-cost entertainment options instead of expensive 
outings.}
5. {<TO BE REPLACED> Reduce your rent.}

<Actions in library>:
{<IN LIB> Cancel or suspend memberships or subscriptions that you're no longer using, or that 
you're using ineffectively.}
{<IN LIB> Select Cancel Subscription.}
{<IN LIB> Cancel your dating profiles and subscriptions.}
{<IN LIB> Click Cancel Subscription.}
{<IN LIB> Click Cancel subscription.}
{<IN LIB> Find fun things to do together as a family that don't cost a lot.}
{<IN LIB> Find alternative or more cost effective ways to spending time on your own.}
{<IN LIB> Pursue less costly hobbies.}
{<IN LIB> Choose affordable activities.}
{<IN LIB> Take advantage of free fun.}

Figure 14: rewrite prompt to rewrite.
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<REWRITE PROMPT>-continue
RESPONSE_EXAMPLE_0：
1. {<TO BE REPLACED>Avoid eating out.}
2. {<IN LIB> Cancel or suspend memberships or subscriptions that you're no longer using, or 
that you're using ineffectively.}
3. {<TO BE REPLACED> Bike or walk to work, rather than drive.}
4. {<IN LIB> Choose affordable activities.}
5. {<TO BE REPLACED> Reduce your rent.}

PROMPT_EXAMPLE_1:
<TASK>: How to Make Fried Chicken with Buttermilk and Tarragon
<Method>: None
<Current steps>:
1. {<TO BE REPLACED> Marinate chicken pieces in buttermilk and tarragon for at least 4 hours 
or overnight in the refrigerator.}
2. {<TO BE REPLACED> Remove chicken from the buttermilk marinade and let excess drip off.}
3. {<TO BE REPLACED> Dredge the chicken in seasoned flour, ensuring it is evenly coated.}
4. {<TO BE REPLACED> Heat oil in a pan to 350°F (175°C) and carefully place the chicken in 
the hot oil.}
5. {<TO BE REPLACED> Fry until golden brown and fully cooked, usually about 15-20 minutes 
depending on the size of the chicken pieces.}
6. {<TO BE REPLACED> Once cooked, place the fried chicken on a wire rack to drain excess oil.}
7. {<TO BE REPLACED> Serve and enjoy!}

<Actions in library>:
{<IN LIB> Refrigerate marinated chicken for 4 to 6 hours.}
{<IN LIB> Allow the chicken to marinate overnight.}
{<IN LIB> Shake off the marinade from the chicken pieces.}
{<IN LIB> Remove chicken pieces from the buttermilk mixture and dredge in flour.}
{<IN LIB> Add chicken pieces to seasoned flour and toss to coat.}
{<IN LIB> Heat oil in skillet to 350 °F (177 °C).}
{<IN LIB> Preheat the oil to 350° Fahrenheit or 176° Celsius.}
{<IN LIB> Fry the chicken in a frying pan until crispy and golden in color.}
{<IN LIB> Fry about 2 to 3 minutes or until they are golden brown and crispy.}

RESPONSE_EXAMPLE_1:
1. {<TO BE REPLACED> Mix buttermilk, tarragon, salt and pepper in a large bowl.}
2. {<TO BE REPLACED> Add chicken pieces to mixture to marinate.}
3. {<IN LIB> Refrigerate marinated chicken for 4 to 6 hours.}
4. {<IN LIB> Remove chicken pieces from the buttermilk mixture and dredge in flour.}
5. {<IN LIB> Heat oil in skillet to 350 °F (177 °C).}
6. {<IN LIB> Fry the chicken in a frying pan until crispy and golden in color.}
7. {<TO BE REPLACED> Once cooked, place the fried chicken on a wire rack to drain excess oil.}
8. {<TO BE REPLACED> Serve and enjoy!}

PROMPT:
<Task>: How to Tell the Difference Between a Tortoise, Terrapin and Turtle
<Method>: Observing the Reptile’s Behavior
<Current plan>:
1. {<TO BE REPLACED> Research the characteristics of tortoises, terrapins, and turtles to 
understand the differences in their behavior and appearance.}
2. other steps…

<Actions in library>:
{<IN LIB> Assess what kind of turtle you are dealing with before you start.}
{<IN LIB> other steps…}

RESPONSE:
-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-
1. {<IN LIB> Assess what kind of turtle you are dealing with before you start.}
2. {<TO BE REPLACED> Watch the reptile to observe its movement patterns and habits, paying 
attention to its interaction with water and land.}
3. other steps…

Figure 15: rewrite prompt to rewrite-continue.
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<EVALUATION PROMPT>
PROMPT:
For a given task, a possible method to solve the task and two corresponding plans, please 
evaluate the plans based on three aspects: completeness, feasibility, and relevance to the 
task, with a maximum score of 10 points for each aspect. The detailed scoring criteria for 
each aspect are as follows:
- Completeness: Examining whether the plan is comprehensive, with a focus on the coherence 
between steps, the presence of necessary steps, and the avoidance of arbitrarily introduced 
conditions.
- Feasibility: Assessing the practicality of the plan, considering whether each step can be 
implemented, whether the plan aligns with common sense, adheres to human ethical standards, 
and avoids excessive redundant steps.
- Relevance to the task: Evaluating the extent to which the plan is related to the given task, 
considering the use of provided task conditions and whether it achieves the desired goals of 
the task.

Task: {TASK}
Method: {METHOD}

Plan1:
{PLAN1}

Plan2:
{PLAN2}

Now, read the task, method and plans provided, and compare the plans. In the 'Analysis' 
section, provide a brief rationale for your comparison in the three aspects. Then, based on 
your analyses, choose the better plan (could be chosen from [Plan1, Plan2]):

Output:

<Analysis>
- Completeness: 
- Feasibility: 
- Relevance:
</Analysis>

<Better Plan> [Plan1, Plan2] </Better Plan>

Figure 16: evaluation prompt.
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