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Fig. 1: Our survey covers 250+ papers on Neural Radiance Fields with semantic scene understand-
ing capabilities, spanning the 6 main categories depicted above. Illustrations from [81, 195, 94, 72, 160,
192].

Abstract

This review thoroughly examines the role of semantically-aware Neural Radiance Fields (NeRFs)
in visual scene understanding, covering an analysis of over 250 scholarly papers. It explores how
NeRFs adeptly infer 3D representations for both stationary and dynamic objects in a scene. This
capability is pivotal for generating high-quality new viewpoints, completing missing scene details
(inpainting), conducting comprehensive scene segmentation (panoptic segmentation), predicting 3D
bounding boxes, editing 3D scenes, and extracting object-centric 3D models. A significant aspect
of this study is the application of semantic labels as viewpoint-invariant functions, which effectively
map spatial coordinates to a spectrum of semantic labels, thus facilitating the recognition of distinct
objects within the scene. Overall, this survey highlights the progression and diverse applications of
semantically-aware neural radiance fields in the context of visual scene interpretation.

Keywords: Neural Radiance Fields, NeRFs, Visual Scene Understanding, 3D Scene Representation,
Generative AI, Literature Survey.
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1 Introduction

Neural Radiance Fields (NeRFs) have marked a
significant development since their inception [145],
offering unprecedented capabilities in synthesiz-
ing photorealistic unseen views from a set of 2D
images through a new 3D scene representation.
The core strength of NeRFs lies in their ability
to intricately model the complex interactions of
light within a scene, thereby generating 3D rep-
resentations that are both detailed and realistic.
Traditional NeRFs, however, primarily focus on
geometric and photometric accuracy, and often
overlook the underlying semantics of the observed
scenes.

The advent of semantically-aware NeRFs
(SRFs) marks a significant advancement in this
domain. These models not only capture the phys-
ical characteristics of a scene, but also incorpo-
rate an understanding of semantic and contextual
information. This leap in technology facilitates a
range of sophisticated applications, such as scene
editing, improved object recognition, and more
interactive and realistic virtual environments.

Recent developments in implicit neural ren-
dering have also been pivotal. These methods
demonstrate the possibility of learning accurate
view synthesis for complex scenes by predicting
their volumetric density and color, using only a
set of RGB images as supervision. Despite these
advances, most of the existing methods are lim-
ited to static scenes. They tend to encode all
scene objects into a single neural network, thus
falling short of representing dynamic scenes or
breaking down scenes into individual objects. This
limitation is a significant hurdle on the path
towards creating more dynamic and responsive 3D
environments.

Visual Scene Understanding, which is often
categorized into the three R’s of Computer
Vision [139], namely Reconstruction, Recognition,
and Re-organization (i.e., bottom-up segmenta-
tion), has received a massive attention in the field,
both as individual problems as well as joint mul-
titask approaches aiming to take advantage of
their inherent mutually-informative nature, lead-
ing to improved performance and efficiency [2, 224,
203, 42, 272]. Similarly, the conventional methods
which sequentiallly solve for NeRF then percep-
tion not only introduce additional computational
costs and inefficiencies for perception tasks, but

also fail to fully leverage the mutually-beneficial
potential of volumetric renderings w.r.t percep-
tion during the training phase. This gap represents
a missed opportunity to maximize the synergies
between 3D scene reconstruction and semantic
perception.

Our comprehensive survey explores deep into
these aspects, exploring the most recent advance-
ments in semantically-aware NeRFs. We examine
how the integration of semantic information can
substantially enhance the capabilities of NeRFs,
especially in complex and dynamic environments.
Our discussion covers various methodologies for
integrating semantic data into radiance fields, the
challenges inherent in these processes, and the vast
potential applications of these enriched models
across diverse domains.

Positioning and Impact. The ultimate goal
of this paper is to provide a thorough under-
standing of the current state and potential of
semantically-aware NeRFs. We aim to identify
gaps in existing methodologies, highlight the chal-
lenges yet to be overcome, and offer a vision for
future research directions. To our knowledge, this
survey is the first in the field to specifically con-
centrate on semantic coupling in Neural Radiance
Fields. This is significant considering the growing
interest in this area of study.

1.1 Prior Related Surveys

This section focuses on previously conducted sur-
veys that have explored Neural Radiance Fields
(NeRFs), with a particular emphasis on semantic
scene understanding from different perspectives,
including 2D, 2.5D, and multi-view imaging tech-
niques. These surveys have laid the groundwork
in the field and provide insight into the develop-
ment, capabilities, and limitations of NeRFs in
processing and interpreting complex visual data.

Our survey expands upon this existing knowl-
edge base by considering a wide range of venues
and studies within a specific timeframe, offering
a contemporary snapshot of the advancements in
the field of semantically aware NeRFs. We not
only review the findings and methodologies of
these prior surveys but also highlight how our
survey stands out in its approach and focus.

In particular, our survey explores how recent
advancements in NeRF technology have been tai-
lored to enhance semantic scene understanding.
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Survey Venue Sem.
Tasks

Sem.
Focus

Strengths Limitations

Xia et
al.[244]

CS 2023 ..E... ✗ Extensively covers 3D-aware image
synthesis, implicit scene representa-
tions, differentiable neural rendering in
NeRF-based methods.

Broad scope in image synthesis with
little attention to semantics.
Includes generation and editability.
Study limited to December 2022,
before most of competitive SRF meth-
ods were published.

Zhu et
al.[288]

APSIPA
2023

G.E... ✗ Provides synthetic overview of the field
on a wide variety of topics with empha-
sis of current limitations of generic
approaches.

Broad scope with very superficial
attention to semantic aspects. Study
limited to December 2022, before
most of competitive SRF methods were
published.

Tewari et
al.[216]

CGF 2022 G.E.H. ✗ Comprehensively explains neural
rendering and scene representation
techniques, challenges and improve-
ment strategies. Discusses editable
and NeRFs and compositionality of
its time. Extensive discussion on chal-
lenges and perspectives.

Broad scope with very superficial
attention to semantic aspects
(handful of papers), focuses on graph-
ics and rendering related geometric
aspects. Study limited to 2021
papers before most of competitive SRF
methods were published.

Xie et
al.[249]

CGF 2022 G.E.H. ✗ In depth review with a strong tutorial
on theoretical aspects of differentiable
rendering, NeRFs, and scene represen-
tations.

Broad scope focusing on appearance,
textures and relighting applications
with very superficial attention to
semantic aspects. Study limited to
very early 2022, before most compet-
itive SRF methods were published.

Mittal et
al.[151]*

arXiv 2023 GSEOHL ✗ Emphasizes on the basics. Lists out
short abstracts of 500 papers and pre-
prints. Organized by loss functions,
applications, publication year. Up-to-
date and gets incremental updates for
each new NeRF publication.

It is a 400+ page unpublished tech
report with comprehensive tutorials,
not a journal publication. Mainly
a list of abstract summaries, lacks
analysis, discussions, and global
insights. It is a constantly updated
work in progress.

Li et
al.[112]

arXiv 2023 ..E..L ✗ In-depth review of text-guided and
text-controlled strategies, with appli-
cations on the generation of avatars,
textures, scenes, and shapes.

Narrow scope restricted to
TextTo3D generative methods and
partially covers editability. Study lim-
ited to May 2023. Only addresses a
small fraction of our scope in time
and applications.

Rabby et
al.[169]

arXiv 2023 G.E.H. ✗ Includes discussions on compositional-
ity, scene editing, and public datasets.
Provides a centralized benchmark.

Broad scope with very superficial
attention to semantics. Study lim-
ited to 2022 papers, before most
of competitive SRF methods were
published.

Slapak et
al.[196]

arXiv 2023 G...H. ✗ Good general overview on geometric
approaches relevant to industrial and
robotics fields. Discusses effiency and
effectiveness improvements of tradi-
tional NeRFs.

Relatively short survey. Narrow
scope restricted to industrial and
robotic applications. Only partially
and superficially covers semantic
aspects G and H. Study limited to
early 2023, missing many references
from CVPR 2023 onwards.

Gao et
al.[51]

arXiv 2022 GSE... ✗ Recent 2023 scope. Good generalist
overview. Covers public datasets and
evaluation.

Broad scope with very superficial
overview of a few SRFs (handful
of papers). Focus is diluted among
many geometric and efficiency
oriented non-semantic discussions,
leaving modest text real estate for
semantics.

Ours - GSEOHL ✓ Comprehensive analysis on seman-
tics, up to submission date in
January 2024.

Purposefully focuses on semantics.

Table 1: Comparative overview of previously existing NeRF surveys w.r.t semantics
(SRFs). Semantic Tasks include: G: 3D Geometry Enhancement, S: Segmentation, E: Editable NeRFs,
O: Object Detection and 6D Pose, H: Holistic Decomposition, L: NeRFs and Language, .: denotes
missing task. Semantic Focus refers to whether the primary focus of the study is on semantics. *: Inter-
esting reference, but not a journal paper. 3



Semantically-aware NeRFs

3D Geometry Enhancement
(Section 3.1)

One-shot/Few-shot NeRFs

Surface Reconstruction

Segmentation
(Section 3.2)

Semantic, Instance,
and Panoptic Segmentation

Pre-Semantic Segmentation

Interactive Segmentation

Editable NeRFs
(Section 3.3)

Conditional NeRFs

Generative NeRFs

Spatial Transformation Editing

Object Detection and 6D Pose
(Section 3.4)

6D Pose Estimation

3D Object Detection

Holistic Decomposition
(Section 3.5)

Objects vs Background

Static vs Dynamic

NeRFs and Language
(Section 3.6)

Text-driven 3D Generation
and Editing

Queryable Interaction

Fig. 2: Taxonomy of our study on Semantically-aware Neural Radiance Fields (SRFs).

This includes exploring how these advanced NeRF
models interpret and interact with complex visual
scenes, pushing the boundaries of what is pos-
sible in terms of visual perception and scene
interpretation. We also discuss the methodological
approaches these studies have adopted, provid-
ing an analytical framework that contrasts our
approach with those of previous surveys.

More specifically, in the survey published in
November 2023, Xia et al. [244] extensively cover
the field of 3D-aware image synthesis, includ-
ing detailed discussions on implicit scene repre-
sentations such as occupancy fields, signed dis-
tance fields, and radiance fields, with a particular
emphasis on NeRFs. It also examines differen-
tiable neural rendering, underscoring its crucial
role in fine-tuning neural networks for 3D ren-
dering and highlighting the importance of volume
rendering in NeRF-based methods. However, com-
pared to our survey, certain limitations become
apparent.

The broader scope of [244] contrasts with
the more focused approach of our survey, which

explores deeply the integration of semantic under-
standing into NeRFs. Our narrower focus allows
for a more comprehensive exploration of how
semantic integration can enhance or extend
NeRFs, especially in complex and dynamic envi-
ronments, which is an aspect that may not be
covered as thoroughly in [244].

Furthermore, our survey potentially offers
richer insights into the practical applications and
challenges associated with implementing seman-
tically enhanced NeRFs. These practical consid-
erations are underrepresented in [244]. In terms
of future research directions, our survey pro-
vides more targeted guidance specific to seman-
tic understanding in NeRFs, whereas [244] may
present a wider range of future trends and research
areas across the broader field of 3D-aware image
synthesis.

In summary, while both surveys make signifi-
cant contributions to the field of Computer Vision
and 3D Image Synthesis, our survey stands out for
its specialized and in-depth focus on the seman-
tic aspects of Neural Radiance Fields, offering
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nuanced perspectives and insights that are par-
ticularly relevant to the advancement of semantic
integration in this area.

In a tech report also from November 2023,
Gao et al. [51] offer a broad overview of Neu-
ral Radiance Fields, discussing NeRF models,
training requirements, various datasets used in
research, and quality assessment metrics such as
PSNR, SSIM, and LPIPS. However, compared
to our survey, theirs shows limitations in its
focus and depth. Our survey specifically concen-
trates on the integration of semantic understand-
ing into NeRFs, providing detailed insights into
semantic enhancement in complex and dynamic
environments, practical applications, and specific
future research directions. In contrast, [51] cov-
ers a wider range of topics in NeRF but lacks
the specialized focus on semantic aspects, mak-
ing our survey more comprehensive and targeted
toward advancing semantic integration in Neural
Radiance Fields.

In contrast to published surveys which typi-
cally cover NeRFs, as outlined in Table 1, our goal
is to provide readers with a thorough understand-
ing of semantically-aware NeRFs research. By
comparing our approach with previous surveys, we
aim to emphasize the distinct contributions and
insights our study provides, especially regarding
the incorporation and interpretation of semantic
information within the Neural Radiance Fields
framework.

1.2 Scope and Methodology

The papers referenced in this survey are predom-
inantly published in the top venues for Computer
Vision, Computer Graphics, Machine Learning,
and Robotics. They cover the period from 2020
(first NeRF paper [145]) to the submission of the
present paper in January 2024.

Our study primarily focuses on a taxonomy 6
main categories of semantically-aware NeRFs that
define the underlying notion of semantics consid-
ered in this work, as summarized in Figure 2.
First, we consider 3D geometry approaches that
primarily use semantic information to improve
performance in geometry-oriented tasks such as
novel view synthesis and surface reconstruction.
Specifically, in the very challenging setups of
one-to-few shot scenarios, i.e., with a very lim-
ited number of input views, NeRF-based methods

can cope with the underconstrained nature of
such challenging settings by leveraging higher-
level information. In addition to ‘reconstruction’
applications, our study also includes segmenta-
tion which considers both the ‘recognition’ and
‘re-organization’ R’s of Visual Scene Understand-
ing (resp. semantic and pre-semantic segmenta-
tions) [139]. Editable NeRFs allow to manipulate
scenes through various priors and strategies. We
also discuss works that enrich a radiance field for-
mulation with 3D Object Detection or 6D Pose
considerations. Holistic decomposition which aims
at encoding the exhaustive structure of an input
scene in a top-down manner. Lastly, we study
language-rich NeRFs that enable new multi-modal
applications for human interaction or effective
scene manipulation.

Semantics in 3D visual computing applica-
tions has been thoroughly explored with often
vastly differing definitions and considerations. In
the context of this study, our intended definition
of ‘semantics’ can be dissected into three main
categories. Initially, we consider semantics as an
explicit higher level construct to designate object-
and / or instance-level labels [195], 3D object
bounding boxes [72], 3D object 6D poses [184], or
scene-wide decomposition [160, 119]. Secondly,
as for Editable NeRFs and certain 3D Geome-
try Enhancement methods, we consider the use
of semantics through the lens of language rep-
resentation learning (e.g., [227]) which aim to
describe scene objects with compact, controllable
codes [85]. This is typically used in order to
efficiently improve multi-view consistency, cope
with missing views [83], or to enable object- or
scene level manipulation [155]. Finally, we con-
sider SRF strategies that explicitly interconnect
vision and language, in order to generate novel
3D contents through text prompts [97], or enable
higher-level scene interactions and user-guided
manipulation [192].

Our work is also intended to help Computer
Vision researchers unfamiliar with the topic step
into semantically-aware NeRFs. Therefore, we
cover the key concepts of the original NeRF archi-
tecture [145] and a classic extension for jointly
considering semantic segmentation [285]. Addi-
tionally, we present a comprehensive overview
of the relevant public datasets and evaluation
tools. This additionally includes a centralized view
of leading methods on these public benchmarks,
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by grouping results that are initially scattered
across dozens of referenced papers, and presenting
original discussions and insights.

1.3 Organization of the Paper

The remainder of this paper is organized as fol-
lows. Section 2 discusses the key principles of
the standard NeRF formulation and its extension
to a basic semantic task, i.e., semantic segmen-
tation. Section 3 provides an extensive litera-
ture review of SRFs, while Section 4 reviews
the main public datasets, metrics, and evalua-
tion tools commonly used in this field. Section 5
explores current challenges and perspectives, high-
lighting potential improvements in understanding
semantic scenes and exploring real-world appli-
cations. Finally, Section 6 concludes the paper,
giving higher-level perspectives for the field. We
will also maintain an in-depth project reposi-
tory on GitHub at github.com/abourki/SoTA-
Semantically-aware-NeRFs, including a compre-
hensive list of references, datasets, and perfor-
mance evaluations, with regular updates to pro-
vide the latest state-of-the-art developments.

2 Fundamentals of Neural
Radiance Fields

This section presents the core principles and ter-
minology involved in the initial NeRF paper, as
well as one of its simpler extensions to incorpo-
rate semantic reasoning capabilities. To do so, we
cover how the 3D scene is represented along the
formal definition of NeRFs, how they are employed
to generate novel views. For more general or
geometry-oriented details, we refer the interested
reader to other existing surveys that emphasize
more on such aspects than our study, which
focuses on semantic considerations, e.g., [244, 216,
249, 51].

2.1 Scene Representation and
Problem Statement

Neural Radiance Fields (NeRFs), introduced by
Mildenhall et al. [145], have revolutionized the
field of novel view synthesis. A NeRF model
encapsulates a 3D scene through a radiance
field, which is essentially a 5D function that

describes the light intensity traversing every direc-
tion within the scene. This is achieved by specify-
ing both the color (as RGB values) and the volume
density at each point in space. The core of a
NeRF model lies in its ability to approximate this
radiance function using Multi-Layer Perceptrons
(MLPs). In the standard NeRF framework [145], a
single MLP, denoted FΘ, is used for this purpose,
as follows:

(c, σ) = FΘ(x,d) (1)

where x = (x, y, z) is a given 3D point with x, y, z
coordinates, d = (θ, ϕ) represents the viewing
direction in Euler angles, c = (r, g, b) the color,
and σ the corresponding volume density.

2.1.1 3D Scene Representation

Radiance fields are typically encoded using either
of two different approaches to representing 3D
scenes: implicit and explicit representations, mak-
ing them implicit or explicit radiance fields respec-
tively. When using an implicit scene representa-
tion, e.g., Signed Distance Functions (SDFs) or
Deep Neural Networks (DNNs) in the case of
NeRFs, the underlying geometry of the scene is
not explicitly defined nor stored. It has to be
retrieved using a post-processing or querying step,
making then much more memory-efficient to the
expense of additional computation.

Explicit Radiance Fields on the other hand
rely on a data structure that explicitly defines
the scene geometry as, e.g., point clouds [78],
voxel grids [207], or permutohedral lattices [183]
that allow to store radiance information with
faster access rates but often with scene resolu-
tion constraints linked to their superior memory
complexity.

2.1.2 Volumetric Rendering

Volume rendering [92] is a technique used to com-
pute the color C(r) of any camera ray r(t) = o+td
where o represents the camera position and d is
the viewing direction, given the volume density
and color functions of the scene being rendered.
The color C(r) is given by:

C(r) =

N∑
i=1

Ti(1− exp(−σiδi))ci (2)

6

https://github.com/abourki/SoTA-Semantically-aware-NeRFs
https://github.com/abourki/SoTA-Semantically-aware-NeRFs


Fig. 3: Overview of NeRF [145] scene representation and differentiable rendering. (a)
Images are synthesized by sampling 5D coordinates (location and viewing direction) along camera rays,
(b) an MLP produces a color and volume density from those sampled points, and (c) volume rendering
allow to reconstruct the final image using those values, all of which is end-to-end differentiable (d).

where Ti = exp
(
−
∑i−1

j=1 σjδj

)
and δi = ti+1 −

ti is the distance between adjacent samples. This
function is trivially differentiable and reduces to
traditional alpha compositing with alpha values
αi = 1− exp(−σiδi).

2.1.3 Training for Novel View
Synthesis

During training, for each pixel, a square error pho-
tometric loss Lcolor is used to optimize the MLP
parameters, as follows:

Lcolor =
1

|R|
∑
r∈R

∥∥∥Ĉ(r)− C(r)
∥∥∥2
2

(3)

where R is the set of rays in each batch, and
C(r), Ĉ(r) are the ground truth, volume predicted
RGB colors for ray r respectively. The training
procedure is typically scene-specific and requires
dense images along their 3D poses and intrinsic
parameters, and scene bounds which can be esti-
mated using Structure-from-Motion (SfM) end-
to-end frameworks, e.g., COLMAP [186], Open-
MVG [153], or PixelPerfect [125].

Here is an outline of the novel view synthesis
procedure using NeRFs (cf. (a–c) in Figure 3).

i Send camera rays throughout the image pixels
across the scene to produce sampling points.

ii Use the MLP(s) to compute local color and
density data for those sampling points with
corresponding viewing direction.

iii Compute the volume rendering to reconstruct
the output image by integrating color and
density information, throughout.

2.2 Positional Encoding

By processing the scene with the standard method
we have described so far, experiments show that
small displacements in input spatial coordinates
to the MLPs FΘ may result in sometimes severe
outcomes in synthetized images, in particular in
high-frequency textured areas. To mitigate this
problem, Mildenhall et al. [145] considered posi-
tional encoding, which is the mapping of the
coordinate inputs to a higher dimensional space
using non-linearities prior to passing them to
the neural network. This enables better fitting of
data that contain high-frequency variations. The
encoding function takes the following form:

γ(x) =
[
sin(x), cos(x), . . . , sin(2L−1x), cos(2L−1x)

]
(4)

where γ(·) is separately applied to each normalized
coordinate value in x and to the three components
of viewing direction unit vector d where L is the
encoding dimensionality parameter (typically L =
10 for x and L = 4 for d [145]).

2.3 Depth Rendering

Depth is a valuable source of data for view synthe-
sis and 3D representations. Depth values from a
particular pose are calculated in a similar fashion
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to rendering RGB pixels:

D̂(r) =

N∑
i=1

Ti(1− exp(−σiδi))ti (5)

where D̂(r) is the expected depth along the cam-
era axis of ray r and the weighting term is the
ray-termination probability of sample i along the
ray, defined earlier when rendering color. Fol-
lowing this idea, alternative sources of depth
supervision are often utilized to enhance the
training and enforce consistency between photo-
metric and geometric constraints. These sources
include LiDAR depth [176]; depth cameras; pro-
jected point clouds from Structure from Motion
packages [38] or pre-trained depth estimation/-
completion models [179].

Depth loss Ldepth is defined in various formu-
lations with the most widely used approach being
the MSE between the predicted depth values D̂(r)
and the ground truth depth values D(r).

Ldepth =
1

|R|
∑
r∈R

∥∥∥D̂(r)−D(r)
∥∥∥2
2

(6)

Furthermore, some methods [159, 251] incorpo-
rate depth smoothness constraints in addition to
the depth loss. This is based on the observation
that real-world geometry often exhibits piece-wise
smooth characteristics, where flat surfaces are
more common than high-frequency structures. To
enforce depth smoothness, these methods typi-
cally introduce penalties that encourage neigh-
boring pixels of a rendered patch to have similar
depth values.

Lsmooth(di) = e−∇2I(xi)(|∂xxdi|+|∂xydi|+|∂yydi|)
(7)

where di is the depth map, −∇2I(xi) refers to the
Laplacian of pixel value at location xi.

2.4 Empowering NeRFs with
Semantic Reasoning

Research on neural field representations has shown
that MLP networks can be trained from scratch
for complex scenes by predicting their volumet-
ric density and color supervised solely by a set of
RGB images. However, radiance fields only pro-
vide low-level representations of geometry and

Fig. 4: Semantic NeRFs [285]. 3D positions
(x, y, z) and viewing directions (θ, ϕ) are fed
into the network after positional encoding (PE).
Volume densities σ and semantic logits s are
functions of (x, y, z) while c additionally depend
on (θ, ϕ).

radiance and lack a higher-level (e.g., semantic or
object-centric) understanding of the scene. The
standard NeRF approach typically suffers from
slow training and fails to recover reliable geome-
try in some cases when the number of input views
is sparse and the depth range is infinite [83, 45].
They are also restricted to learning efficient repre-
sentations of static scenes that encode all objects
of the scene and lack the ability to represent com-
plex scenes and the decomposition into individual
objects [160] that populate the scene.

2.4.1 Semantic Radiance Fields

Semantic labels can also be formalized as an inher-
ently view-invariant function that maps only a
world coordinate x to a distribution over semantic
labels via pre-softmax semantic logits s(x), while
for instance, it is a one-hot encoding of the object
instance identifier. This was done by appending
additional branches before injecting the viewing
direction d into the rendering function:

Ŝ(r) =

N∑
i=1

Ti(1− exp(−σiδi))si (8)

Semantic logits can then be transformed into
multi-class probabilities through a softmax nor-
malization layer. During inference, the semantic
label is determined as the class of the maximum
probability in Ŝ(r).

8



(a) (b)

(c) (d)

Fig. 5: Different approaches for conditional 3D representation, which can be effectively used for
3D-aware object manipulation: (a) conditional surface or volumetric representation [93, 7], (b) image-
conditional NeRFs [268, 32, 217, 191] that train the feature encoder and NeRF as decoder (c) genera-
tive NeRFs [187, 18, 255] that render images from randomly sampled disentangled 3D attributes, and
(d) auto-encoding NeRFs [85, 133, 100] that extract the disentangled 3D latent codes from input and
renders images from these attributes.

The semantic loss Lsem is usually chosen as
a multi-class cross-entropy loss to encourage the
rendered semantic/instance labels to be consis-
tent with the provided labels, whether these are
ground-truth, noisy, or partial observations:

L2D
sem = − 1

|R|
∑
r∈R

[
L∑

l=1

pl(r) log p̂l(r)

]
(9)

where 1 ≤ l ≤ L denotes the class index, pl(r),
p̂l(r) are the multi-class semantic probability (by
forwarding the logits into a softmax normalization
layer) of the camera ray r at class l of the ground
truth and predicted map.

2.4.2 Prior Learning and Conditional
NeRFs

A conditional neural field introduces the ability to
alter the characteristics of a radiance field through
the manipulation of latent variables z. These
latent variables can encompass diverse aspects,
ranging from random samples drawn from any dis-
tribution to geometric/semantic attributes such
as shape, type, size, color, and more. Alterna-
tively, they could be derived from the encoding

of other data types, including embedded text
or audio data. Instance-specific details can be
encoded within the conditioning latent variable
z, whereas information shared across instances is
stored in the parameters of the neural field. When
these latent variables are mapped to a seman-
tic or smoothly varying space, it allows for their
interpolation or editing.

The conditioning latent code z = E(I) is gen-
erated by an encoder or embedding mechanism
E usually implemented as a neural network (as
shown in Figure 5). The parameters within E are
capable of encoding prior knowledge, which can be
learned from pre-training on datasets or through
auxiliary tasks. The decoder is the neural field
that is conditioned by the latent code:

(c, σ) = FΘ(x,d, z) (10)

This adaptation can be achieved by conditioning
the field on latent variables z that encapsulate
specific higher-level, semantic characteristics from
the scene. When these latent variables are edited,
the corresponding neural field can be modified
accordingly.
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2.4.3 High-level Feature Consistency

While the field of 3D scenes has unique chal-
lenges and complexities, the image domain stands
out with its abundance of extensive, high-quality
datasets and a wealth of established techniques for
effective feature extraction. The semantic richness
captured in image feature spaces can be har-
nessed to establish correspondences and enhance
understanding through text, image queries, or
clustering. Although there exists pixel-wise mis-
alignment between the views, it is observed that
the extracted representation of pre-trained deep
neural networks as feature extractors is robust
to this misalignment and provides supervision at
the semantic level [83, 251, 150]. Intuitively, this
occurs naturally because the content and style of
the two views are alike, allowing a deep network
to learn a representation that remains consistent
across them. Perceptual Loss Lfeat, also known as
feature loss or content loss, is a measure of the
discrepancy between the high-level features of the
predicted image and the ground truth image, both
extracted from the pre-trained network:

Lfeat =
1

N

N∑
i=1

∥∥∥Φ(Îi)− Φ(Ii)
∥∥∥2
2

(11)

where Φ(·) refers to the extracted features/to-
kens. I and Î are patches or images from the
reference view and rendered view, respectively.
This commonly appears in tasks where preserving
high-level global features is important.

It is shown [104, 221] that the knowledge dis-
tilled from the teacher model aligns with the
scene’s geometry, thereby enhancing feature qual-
ity across viewpoints and occlusion awareness;
and the infusion of features pre-trained on diverse
external datasets, bringing a broader open-world
perspective to the 3D representation without col-
lecting annotations for them.

3 Semantically-aware NeRFs
for Visual Scene
Understanding

In this section, we review the most promi-
nent NeRF-based approaches and strategies that
either use semantic-level reasoning as leverage to
enhance 3D geometry or that aim to achieve a

higher level of scene understanding through either
of the tasks and applications considered in our
considered taxonomy (Fig. 2 and Fig. 6).

3.1 3D Geometry Enhancement

In this category, several notable approaches incor-
porate semantic reasoning to improve performance
in Novel View Synthesis (NVS), to make up for
limited amounts of input views, to generalize to
unseen environments, or to address 3D surface
reconstruction.

3.1.1 One-shot/Few-shot NeRFs

PixelNeRF [268] (Fig. 7) and S-RF [32]
use image-level CNN features, whereas MVS-
NeRF [22] builds a 3D cost volume via image
warping which is then processed by a 3D CNN.
This fully convolutional strategy allows the net-
work to be trained across multiple scenes to
learn scene-level priors and, thus, generalize to
unseen environments and object categories. Build-
ing on this concept, MINE [113], Behind the
Scenes [238], and SceneRF [14] reduce the scene
representation complexity by leveraging monocu-
lar depth estimation and redefine feature extrac-
tion and rays and color sampling accordingly to
account for the self-supervised depth network.
DietNeRF [83] and SinNeRF [251] match high-
level and global semantic attributes to semantic
pseudo-labels with texture guidance across differ-
ent views, allowing us to supervise the training
process from random poses. This improves the
perceptual quality of NVS in the few-shot setting
in particular.

Single-view (i.e., one-shot) reconstruction can
also be formulated as a conditioned 3D genera-
tion problem for a single-image NVS task with-
out explicit 3D supervision. RealFusion [142]
and Zero-1-to-3 [132] extract a neural field
from the original image input and a internet-
level pre-trained diffusion models, thus achieving
a comprehensive reconstruction of the object from
unseen viewpoints, or in a prompt-constrained
zero-shot setting. This process captures both
appearance and geometry. Additionally, image-
level text embeddings can be extracted through
textual inversion, which captures additional high-
level visual cues. However, such a strategy yields
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Fig. 6: Chronological overview of the most relevant semantically-aware NeRFs spanning all 6 cat-
egories covered by our study: 3D geometry enhancement, segmentation, editable NeRFs, object
detection and 6D pose, holistic decomposition, NeRFs and language.

substantially ambiguous representations in unob-
served areas, and they are mostly object-centric
assuming a plain background.

NeRDi [37] also uses diffusion priors trained
on large image datasets. It utilizes a two-section
semantic guidance to refine the general prior
knowledge conditioned on the input image. This
ensures that synthesized novel views are both
semantically and visually consistent. Despite the
training of the model being carried out on a
synthetic dataset, it shows robust zero-shot gen-
eralization capabilities. It effectively extends to
both out-of-distribution datasets and real-world,
in-the-wild images. SegNeRF [273] and S4C [66]
address generalization and learn a semantic field,
performing reconstruction and segmentation in a
self-supervised fashion from a single view, while
also allowing for semantic object/scene comple-
tion. Neural groundplans [191] conditions a
self-supervized NeRF on ground-aligned 2D fea-
ture grids trained from multi-view videos. NeO
360 [81] leverages a hybrid conditional tripla-
nar representation which combines the strengths
of voxel and bird’s eye view (BEV) representa-
tion. These hybrid discrete-continuous represen-
tations allow to learn from a large collection of
360 unbounded scenes while addressing different
downstream tasks including NVS, object localiza-
tion, and scene editing from as few as a single
image during inference.

3.1.2 Surface Reconstruction

The piecewise planarity assusmption, i.e., which
assumes that a given scene can be mostly
explained by piecewise planar surfaces has been
a stable prior in the traditional 3D reconstruc-
tion literature and has also proven effective in
the context of implicit neural representations.
Guo et al. [60] formulate geometric constraints
of floors and walls within the normal loss func-
tion adhering to the Manhattan World Assump-
tion [34], assuming three mutually orthogonal
surface orientations. These regions were obtained
by a 2D semantic segmentation networks. To
address inaccurate segmentations, they encode
the semantics of 3D points with another MLP
that jointly optimizes the scene geometry and
semantics. PlaNeRF [230] also performs a planar
regularization based on Singular Value Decom-
position (SVD). This improves the underlying
geometry in that correspond to image regions
with low texture, without any additional geomet-
ric prior. S3PRecon [262] introduces an iterative
training scheme for grouping pixels and optimiz-
ing the reconstruction network via a superplane
constraint. This in particular yields better perfor-
mance than using explicit 3D plane supervision
which is costly to obtain.

SS-NeRF [279] and MuvieNeRF [283] are
versatile multi-task frameworks. They can render
images from novel viewpoints and manage various
scene properties such as appearance, geometry,
and semantic segmentation. Both utilize a shared
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scene encoding network that allows for cross-
view and cross-task attention modules to ensure
view consistency. They also examine the relation-
ships among different scene properties to enhance
performance. This approach highlights the poten-
tial of multi-task learning and knowledge transfer
within a synthesis paradigm in benefiting from the
mutually-informative relationships between differ-
ent tasks and properties, e.g., semantic labels,
surface normal, shading, keypoints, and edges.

3.2 Segmentation

The most common approach for scene understand-
ing typically focuses on 2D reasoning in image
space, using classic image-to-image architectures
that are trained on extensive sets of semantically
annotated images. Although these techniques are
easy to implement, they generate only pixel-by-
pixel annotations and mostly overlook the under-
lying 3D structure of the scene. In contrast, our
objective is to use a set of RGB images with
established poses to produce a 3D semantic/in-
stance field. This involves devising a function
that assigns probability distributions over seman-
tic and/or instance-level categories to specific 3D
positions and viewpoints.

3.2.1 Semantic, Instance, and Panoptic
Segmentation

NeSF [226] uses a pre-trained NeRF to generate a
volumetric density grid. Following this, a 3D UNet
is used to produce a feature grid that maintains
the same spatial resolution. This process enables
high-level reasoning within the 3D space. Seman-
tic maps are generated through the application of
the volumetric rendering equation, using camera
poses on the semantic field. Consequently, NeSF is
trained comprehensively on various scenes, elim-
inating the need for segmentation input when
making inferences about new scenes.

Semantic-NeRF [285] is a groundbreak-
ing work that extends NeRF to include both
semantics along with appearance and geometry.
By adding semantic class predictions to radi-
ance and density within a scene-specific implicit
MLP model, it can ensure multi-view consis-
tency between semantic labels. Consequently, the
experiments demonstrate its ability to perform
multi-view semantic label fusion in various scenar-
ios: pixel-wise label noise, region-wise label noise,

low-resolution dense or sparse labeling, partial
labeling, and using the output from an imperfect
segmentation model. In this respect, several stud-
ies leverage 3D geometry together with seman-
tic predictions to resolve label uncertainties. For
example, Panoptic NeRF [45, 46] introduces
an optimization process guided by semantics to
enhance the underlying geometry. This technique
uses a dual of semantic fields: a fixed semantic field
which focuses on guiding the underlying density,
defined by 3D bounding primitives, and a learned
semantic field designed to capture the semantic
distribution.

Another work, Semantic Ray [126], fully
exploits semantic information along the ray direc-
tion from its multi-view re-projections. The
authors tackle the limitations of prior methods
that depend on positional encoding and scene-
specific models for semantic learning. Unlike these
approaches, they harness insights from multi-
ple views using a new module called Cross-
Reprojection Attention. This module efficiently
captures contextual information along the repro-
jected ray paths, enriching the understanding from
various views.

JacobiNeRF [253] introduces a regulariza-
tion of learning processes to align the Jacobians of
highly correlated entities, effectively maximizing
their mutual information amid random pertur-
bations in the scene. This approach of mutual
information modeling is key in configuring NeRF
to perform sparse label propagation for seman-
tic and instance segmentation. For a given target
view of a scene that is unlabeled, one can produce
labels by selecting the argmax of the perturbation
responses from the source view annotations.

Liu et al. [137] propose the training of a
Semantic-NeRF network for each scene by fusing
the predictions of a segmentation model and using
the view-consistent rendered semantic labels as
pseudo-labels for model adaptation. Their method
simultaneously trains the frame-level semantic
network and the scene-level NeRF, ensuring that
the semantic forecasts and NeRF renderings are in
alignment. This transfer strategy not only boosts
the performance of both models but also reflects a
real-world deployment scenario that accounts for
the covariate shift across different scenes and the
possibility of revisiting previously observed scenes.

Traditional methods depend on accurately
labeled ground truth data to train models for
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Fig. 7: Generalization capabilities of PixelNeRF [268] – The method can be trained from mul-
tiple datasets in order to synthesize plausible novel views from very few input views, without test-time
optimization. In contrast, standard NeRF can not generalize to previously unseen environments.

object-compositional scene representations. It’s
important to recognize that these manual annota-
tions are designed to be 3D consistent, ensuring
that identifiers for specific objects remain constant
across different viewpoints. However, a major
challenge presents itself when using pseudo-labels
generated by off-the-shelf networks. These labels,
inferred from individual views, often fail to main-
tain the 3D alignment of instance indices, lead-
ing to inconsistency. Several studies have focused
on addressing the discrepancies and maintain-
ing consistency across different viewpoints within
the same scene, particularly when employing an
off-the-shelf 2D panoptic segmentation network.
These efforts strive to preserve the object instance
identities from machine-generated panoptic labels
within the implicit 3D volumetric representation.
For instance, Panoptic Lifting [195] assigns
3D surrogate identifiers to machine-generated
instances by solving linear assignment problems,
using these associations to guide the training of
the instance field through an NCE loss.

Contrastive Lift [6] introduces a change to
the labeling process by using a low-dimensional
Euclidean space, which simplifies the model by
reducing the dimensions needed to calculate pair-
wise distances. This slow-fast clustering objective
function is scalable and suitable if there are a
large number of objects (up to 500 per scene).
On the other hand, PCFF [31] proposes an
Instance Quadruplet loss which leads to a dis-
criminating feature space for the scene decom-
position at instance levels. The model is further

refined with strategies that are added to the
architecture, like semantic-appearance hierarchi-
cal learning and semantic-guided regional refine-
ment. Finally, Instance-NeRF [136] seeks to
match 3D object masks projected from a proposal-
based NeRF-RCNN with inconsistent segmenta-
tion maps in image space, thereby refining the
initial instance segmentation results.

3.2.2 Pre-Semantic Segmentation

DFF [104], N3F [221] and FeatureNeRF [263]
adopt a 2D-teacher-3D-student framework. In
this setup, pre-trained 2D image feature extrac-
tors like LSeg [111], SAM [102], and DINO [16]
act as ‘teachers’ that guide the learning process
of a NeRF ‘student’ network. The loss func-
tion in this context is designed by imposing
penalties on the discrepancies between rendered
features and the outputs generated by the fea-
ture descriptor. These methods pave the way for
applications in language-guided editing, 3D spa-
tial rearrangements, and targeted scene removal.
NeRF-SOS [41] integrates a self-supervised pre-
trained framework to generate feature tensors
from color patches rendered by the model. This
approach then uses these features to create
volumes for appearance-segmentation, applying
contrastive losses to correlate both appearance-
segmentation and geometry-segmentation. During
inference, the model perform a clustering process
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Fig. 8: N3F paradigm [221] - A student-teacher framework distills predicted 2D features from
images into a 3D student NeRF-like model. The student optimizes image and feature reconstruction,
while the teacher remains untrained. The resulting representation can operate in 2D or 3D contexts.

on the rendered feature field to produce segmen-
tation masks. Similarly, 3D-OVS [128] demon-
strates that aligning the class relevancy distri-
bution with these pre-trained foundation models
in a weakly supervised way can achieve precise,
annotation-free segmentation, as shown in Figure
9. Feature-Realistic Fusion [141] fuses general
features learned from EfficientNet into NeRF rep-
resentation. With a SLAM backend, this system
operates incrementally in real-time, effectively
managing the exploration of new, unobserved
regions of a scene.

RFP [135] introduces an innovative propaga-
tion method that uses a bidirectional photometric
loss. This approach allows for unsupervised par-
titioning of a scene into distinct, salient regions
that correspond to individual object instances,
effectively performing object segmentation within
the scene. IntrinsicNeRF [264] goes further by
producing outputs like reflectance, shading, and
residual terms. The model is trained using unsu-
pervised prior and reflectance clustering as con-
straints in the loss function. These terms are
particularly useful for real-time augmented appli-
cations such as recoloring, illumination variations,
and, importantly, semantic segmentation.

SNeRL [193] integrates NeRF with seman-
tic and distilled feature fields specifically for
reinforcement learning applications. It employs
a NeRF-based autoencoder, trained to act as a
feature extractor, for fine-tuning in multi-view
reinforcement learning (RL) tasks. This method
has shown to outperform current representation

learning techniques in both model-free and model-
based RL algorithms across various 3D environ-
ments.

3.2.3 Interactive Segmentation

For a practical scene-annotation tool, simple user
annotations like sparse clicks can be extended
and propagated to achieve dense and accurate
labeling of the scene. This process allows for the
creation of complete and accurate 2D semantic
labels with minimal in-scene annotations specific
to the scene. iLabel [284] takes this concept
further by integrating semantic label-propagation
into an online, interactive 3D scene-capturing sys-
tem, enabling segmentation of coherent 3D entities
with minimal user click annotations. The authors
also introduced a novel hierarchical semantic rep-
resentation using a binary tree, facilitating the
prediction of semantics at different levels. Baking
in the Feature [10] and ISRF [56] merge dis-
tilled features with a bilateral search in a unified
spatial-semantic space for an interactive segment
user interface. NVOS [177] trains a 3D segmenta-
tion network to classify each voxel as foreground or
background, using partial user scribbles as super-
vision. This is followed by applying the learned
classifier and further refining the segmentation
with a 3D graph-cut, leveraging the 3D distance
field of the scribble. Other methods [17, 236]
aim to generalize the Segment Anything Model
(SAM) [102] for 3D object extraction. These alter-
nate between mask inverse rendering and cross-
view self-prompting across different views to iter-
atively complete the 3D object mask from a single
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Fig. 9: The method developed by Liu et al. [128] merges multimodal open-vocabulary knowledge from
CLIP [170] with the object reasoning capabilities of DINO [16] resulting in accurate delineation of 3D
objects without relying on segmentation annotations during training. This showcases the model’s abil-
ity to render novel views with corresponding segmentation maps.

view. Users can annotate frames in an RGB video
sequence with brush strokes, while the system
concurrently fits a model to the scene and annota-
tions. These strategies surpass the labeling accu-
racy of conventional pre-trained semantic segmen-
tation methods. SGISRF [215] takes this even
further, requiring fewer user interactions for inter-
active segmentation by using Cross-Dimension
Guidance Propagation and Concealment-Revealed
Learning schemes. Another key interactive fea-

Fig. 10: iLabel [284] demonstrates the capa-
bility to create high-quality segmentations of
various entities within a scene using only a mini-
mal number of user-provided clicks.

ture in 3D scene manipulation is the removal of
undesired objects in a way that the resulting area
blends seamlessly and logically with its surround-
ings, a process commonly known as image inpaint-
ing. This technique starts with a pre-trained NeRF
model and its associated image dataset. In the
first stage, known as mask generation, an ini-
tial mask is created from a single-view annotation
using one-shot segmentation methods like Mask

R-CNN [67], SAM [102], or GLIP [114, 229]. Fol-
lowing this, NeRF-In [127] uses an inpainting
network [15, 211] to produce a guiding image and
a depth image, based on the user-selected area
to be removed. This process updates the NeRF
model by optimizing both the color-guiding and
depth-guiding losses. While NeRF-In doesn’t fully
resolve the 3D inconsistencies in the output of
the inpainters, and only minimizes the number of
views used, there are proposals to overcome blur-
ring and ensure consistency between views. These
include using a relaxation approach based on per-
ceptual loss [150], applying bilateral solvers, and
incorporating estimated depth to introduce view-
dependent effects in the inpainted regions [149].
Another technique involves selectively excluding
views using an uncertainty mechanism and a pixel-
wise loss [235]. Weder et al. [235]’s method
updates the set of images used for optimization
iteratively, based on confidence scores, to maintain
consistency during the inpainting process. This
enables the generation of realistic novel views of
the scene without the removed objects.

3.3 Editable NeRFs

3.3.1 Conditional NeRFs

CodeNeRF [85] implements the learning of
separate embeddings, whereas EditNeRF [133]
incorporates a shared shape branch within the
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conditional radiance field, aiming to better recon-
struct shape instances. Both approaches encour-
age the network to develop a common represen-
tation across different object instances, result-
ing in enhanced shape editing and consistency.
ShaRF [175] employs a shape network that maps
the shape latent code into a 3D shape in the
form of a voxel grid. The NeRF network then
conditions on two additional factors: the occu-
pancy value estimated from the voxel grid and
the appearance latent code that dictates the
object’s appearance. AE-NeRF [100] introduces
two specific losses - global-local attribute con-
sistency loss and swapped-attribute classification
loss - to enhance disentanglement capabilities.
Furthermore, this conditional model benefits from
a GAN-based stage-wise training approach, signif-
icantly elevating its performance. AutoRF [155]
and Car-NeRF [134] develop an object-level
radiance field specifically for cars, effectively dis-
entangling shape and appearance within their
image encoders. For each car instance, they use
a panoptic segmentation mask and a 3D bound-
ing box, which describe the pose and size of the
object. These models transform each ray from the
camera space into the Normalized Object Coor-
dinate Space (NOCS), creating an object-centric
ray that allows for the generation of high-quality
car images from any single-view input. Thanks
to their ability to perform shape and color edits
within the network layers, these models facilitate
a hybrid network update strategy. This approach
enables the formulation of optimization problems
for color and shape editing that meet specific user
requirements while maintaining the integrity of
the original object’s structure. Such features are
key in preserving the overall visual coherence of
the edited object and reduce the number of images
needed during testing.

3.3.2 Generative NeRFs

Recent advancements in NeRF-based generative
models, including VAEs, GANs, and diffusion
models, have significantly progressed in creating
3D-aware generators. These models have the capa-
bility to disentangle the underlying 3D aspects
of the objects they represent, enabling precise
manipulation of camera poses while still producing
high-fidelity object renderings. Additionally, these
models are designed to generate view-consistent

and varied images that accurately reflect speci-
fied conditions. The versatility of these models
is further enhanced by their ability to incor-
porate a range of user-defined conditions, such
as text and images, into their generation pro-
cess. GRAF [187] and pi-GAN [18] introduce
a generative model that employs implicit radi-
ance fields for the synthesis of novel scenes.
These models are trained on unposed images
and focus on simple objects. Building on GRAF,
GIRAFFE [157] enhances this approach by rep-
resenting scenes through compositional generative
neural feature fields. This advancement allows for
the disentanglement of individual objects’ shapes
and appearances from their backgrounds with-
out the need for explicit supervision. As a result,
users are provided with greater flexibility to com-
pose more complex scenes. While this method is
less demanding on memory when scaling up to
higher resolutions compared to voxel-based tech-
niques, it still requires considerable computational
power to train and render images at high resolu-
tions. In response, StyleNeRF [59], GIRAFFE
HD [255], and work by Chan et al. [19] all aim
to retain the 3D controllability characteristic of
GIRAFFE while generating images of much higher
quality and resolution (exceeding 512×512), using
the architecture of StyleGAN2 [95]. Following in
these footsteps, UrbanGIRAFFE [261] extends
this concept by using coarse panoptic priors in the
form of semantic voxel grids and object layouts.
This approach enhances controllability even more,
particularly for substantial changes in camera
viewpoint and semantic layouts.

Reconstructing a dynamic human face poses
unique challenges due to the complexity of facial
geometry and the varying appearances caused by
diverse expressions. Facial expressions, involving
a mix of local deformations, can be represented
through controllable attributes defined as latent
variables. These attributes can be flexibly applied
to different types of conditions such as land-
marks [171], sketches, low-resolution images, and
text [90] as input conditions. Methods like CoN-
eRF [94] and FaceCLIPNeRF [79], which build
upon HyperNeRF [163], are capable of being
trained on dynamic scenes to control facial defor-
mations using only sparse input views. Users can
manipulate facial attributes effectively by pro-
viding simple expression codes [47, 277], mask
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Fig. 11: Illustration of view-controllable images generated by GAN-based NeRFs, showcasing the high
quality and 3D consistency of the output. The left set (a) features images from the GRAM [40] study,
while the right set (b) includes images from the work of Chan et al. [19].

annotations of facial regions [208, 94] (such as
eyes being open/closed or mouths smiling/frown-
ing), or textual descriptions [79] (like “happy”,
“surprised”, “fearful”, “angry”, and “sad”). These
methods allow for precise control over facial
expressions and attributes.

Recent progress in this field has led to more
fine-grained applications, particularly in avatar
generation [39, 40, 19, 289, 267, 27, 286, 245, 49]
and human pose generation [130, 206, 276, 282,
237, 86, 28, 73, 154, 25]. A significant achieve-
ment of these technologies is their ability to
produce high-fidelity animations of real subjects
using only a limited number of input images. This
breakthrough not only conserves resources but
also opens up exciting research prospects, espe-
cially in fields like video gaming, augmented and
virtual reality (AR/VR), and human-computer
interaction.

3.3.3 Spatial Transformation Editing

ST-NeRF [275] presents a layered representation
approach for each dynamic entity within scenes,
where every entity is represented as a separate
continuous function that spans both space and
time. The MLP network of the model is com-
posed of two key modules: a space-time deform
module and a neural radiance module. In this
setup, the frame number is directly encoded in
the model. This approach to disentanglement of
space and time facilitates various spatial editing
techniques, such as affine transformation, inser-
tion, and removal, along with temporal editing

capabilities such as re-timing, as demonstrated in
Figure 12.

Approaches like AutoRF [155], Neural
Scene Graph [160], PNF [107] or Dis-
CoScene [254] build a full 3D radiance field for
each object contained within a bounding box. By
treating objects’ radiance fields as independent
entities, we can render scenes more efficiently by
focusing only on the relevant points where the
rays intersect with these bounding boxes (ray-
box intersection). This allows for image editing
through the manipulation of bounding boxes,
enabling the repositioning (rotation and transla-
tion) of objects in a scene without altering their
visual appearance. For operations like removal or
replication, users can adjust the scene’s layout by
deleting or cloning bounding boxes. In scenarios
without bounding boxes [195], object removal is
accomplished by reducing the density of points
associated with the target instance to zero. Mean-
while, duplicating the weights of an object’s MLPs
or its latent codes can result in the cloning of that
instance in the scene.

Control-NeRF [109] learns volumetric rep-
resentations for multiple scenes by using a single
shared rendering model. During testing, because
the feature volumes are separate from the ren-
dering model, the authors can perform spatial
adjustments to these volumes or combine them.
This process allows for the editing of the scene
content without altering the fixed parameters of
the rendering network.
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Fig. 12: Illustration of ST-NeRF’s [275] capabilities to perform complex editing tasks in dynamic
scenes. Here, we see the application of spatial affine transformations, temporal retiming, and trans-
parency adjustments to selected objects within a scene. The transformations are applied across
different timestamps and 3D bounding boxes around the target objects.

3.4 Object Detection and 6D Pose
Estimation

The task of 3D object detection is essential for a
variety of applications, as it provides a detailed
understanding of objects’ sizes and positions in
three dimensions. This task is more complex
than 2D object detection due to the challenges
in obtaining precise 3D data and the additional
degrees of freedom (DoF). Methods based on point
cloud representations depend heavily on accurate
data from specialized sensors. Therefore, inno-
vative techniques are necessary to leverage the
capabilities of NeRFs while addressing the com-
plexities of accurate 3D object detection from 2D
images.

3.4.1 3D Object Detection

NeRF-RPN [72] is designed to identify all
bounding boxes in a scene. The process begins by
sampling a grid of points, from which RGB and
density values are extracted using a pre-trained
NeRF model. These volumetric features are then
processed through a 3D Feature Pyramid Network
(FPN) [123] backbone, yielding deep, multi-scale
3D features. These features are inputted into a
3D Region Proposal Network (RPN) head, gen-
erating region proposals. A key innovation in

NeRF-RPN is its use of a novel voxel representa-
tion, integrating multi-scale 3D neural volumetric
features. This allows for the direct regression of
3D bounding boxes within NeRF without needing
to render from any viewpoint. In contrast,NeRF-
Det [250], a joint NeRF-and-Det method, links
the NeRF branch with the detection branch using
a shared geometry-based MLP. This setup enables
the detection branch to use the gradient flow
from NeRF in estimating the opacity fields. Con-
sequently, it effectively masks out free space and
reduces ambiguity in the feature volume, offering
improvements over the NeRF-to-Det approach.

MonoNeRD [252] approaches the concept of
monocular 3D detection with NeRFs by consider-
ing intermediate frustum representations as SDF-
based (Signed Distance Function-based) NeRFs.
These are then optimized using volume render-
ing techniques. The process involves grid sampling
on these frustum features to construct regular 3D
voxel features along with corresponding densities.
These voxel features are subsequently inputted
into detection modules. This methodology estab-
lishes a new standard in monocular 3D detection
using NeRFs.

On another front, techniques like Neural
groundplans [191] and SUDS [222] use feature
field clustering to derive object-centric 3D rep-
resentations in an unsupervised manner. These
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methods start with a dynamic field and apply
traditional connected-component labeling in the
feature space, considering the cumulative density
values. This process aids in identifying individual
objects. The smallest box enclosing each con-
nected component is then computed, resulting in
a 3D bounding box for every detected object.

3.4.2 6D Pose Estimation

ShAPO [80] extracts comprehensive 3D details
of multiple objects from a single RGB-D observa-
tion. This includes the objects’ shape, 6D pose,
scale, and appearance. The technique uses an
octree-based differentiable optimization, drawing
on pose, texture, and masks derived from an
FPN [123] backbone. NCF [75] is a method that
estimates the 6D pose of a rigid object using
a single RGB image. It maps from the camera
space to the object model space. NCF predicts the
corresponding 3D point in the model space and
its signed distance. This facilitates the creation
of 3D-3D correspondences, crucial for determin-
ing the object’s pose. NeurOCS [147] focuses
on predicting the object mask and NOCS (Nor-
malized Object Coordinate Space) map, which
are then used in PnP (Perspective-n-Point) algo-
rithms to estimate object pose. Additionally, a
separate detector is applied to the NOCS and pre-
dicted depth data, aiding in precise 3D object
localization.

3.5 Holistic Decomposition

3.5.1 Objects vs Background

NeRF-W [140] incorporates per-frame embed-
dings and a transient branch to model non-
photometric consistent effects in unconstrained
photo collections. Although it wasn’t specifically
designed to distinctly separate objects from their
surroundings, it offers an innovative method for
foreground element capture within various envi-
ronments.

Subsequent research, including works [204,
248, 257, 8], has led to the division of NeRF into
a dual-pathway architecture. This structure com-
prises a scene (background) branch for encoding
scene geometry and appearance, and an object
(foreground) branch for individual object encod-
ing. These models learn to encode multiple objects
simultaneously by assigning activation codes to

Fig. 13: ShAPO’s [80] multifaceted 3D object
detection and pose estimation capabilities illus-
trated through an input image’s transformation
into detection heatmaps, 3D bounding boxes,
textured reconstructions, and implicit shape rep-
resentations.

training rays for each object, eliminating the need
for separate training per object. For view gen-
eration with object manipulation, they render
the transformed objects using the conditioned
object branch and the background from the scene
branch together. An added feature includes an
object manipulator for precise radiance and object
field editing, taking into account challenges such
as object collisions and occlusions. Meanwhile,
works like uORF’s [270, 197], aim to deduce
latent object-centric representations into distinct
slots through an attention mechanism, facilitating
unsupervised segmentation.

In their panoramic room capture study, Yang
et al. [258] initially predict object metadata and
infer object-to-object and object-to-room relation-
ships, leveraging object-level predictions and geo-
metric cues. They also incorporate pre-convolved
HDR maps and surface normals into a global opti-
mization, enabling the synthesis of novel lighting
conditions and scene touring. Zhu et al. [287]
employ one MLP to accurately model a scene
with occlusions and another MLP for the back-
ground. They train the background MLP and
remove occlusions from aggregated information
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Fig. 14: Semantically-trained Neural Groundplans [191] for Urban Scene Analysis – The
model discerns static/dynamic entities and object instances, while enhancing novel view synthesis. Key
features include synthesis of novel viewpoints, filling in missing information, accurate 3D bounding box
predictions, 3D scene editing capabilities, and extraction of object-centric 3D representations.

from scene MLP to determine if the output of
the background NeRF matches the observed color,
learning a mask from the ray’s weights. This
approach includes a depth constraint for probing
occluded areas, by comparing the depth of occlu-
sion and background, based on the assumption
that occlusions are foreground objects at a closer
distance.

vMAP [105] designs a vectorized object-level
mapping, where each object is detected through
its 3D point cloud and instance segmentation map,
which is then represented by a separate MLP. The
3D bounds are continually updated, via data asso-
ciation across frames, leading to improvements
in object-level reconstruction quality and runtime
efficiency compared to traditional SLAM systems.

Zhang et al. [281] focus on representing
scenes using small local radiance fields, termed
“nerflets”. Each nerflet covers a specific scene por-
tion, determined by its influence function. These
nerflets can collectively represent complex object
instances, providing a more efficient and compact
representation for outdoor environments that can
be rendered, decomposed, and edited.

AssetField [247] presents a natural visualiza-
tion of scenes in Bird’s Eye View (BEV) using
informative ground feature planes aligned with the
physical ground. This approach extracts and cat-
egorizes neural representations of scene objects,
enabling users to manipulate and compose assets
directly on the ground feature plane using feature
patches from multiple scenes.

Haughton et al. [65] and Chen et al. [26]
demonstrate how robots can identify objects and

build composed 3D representations through phys-
ical interactions like pushing, grasping, or poking.
The coherence of their model allows for the effi-
cient propagation of measured physical properties
(e.g., poses, rigidity, material) throughout the
scene. Their experiments highlight the potential
for automated sorting and grasping tasks.

Overfitting Generalizable

Scene-centric

Object-centric
[80]

[85][133]

[175][155][100]

[248]

[191][81]

[158]

[61]

[275]

[160][105][247]

[257][8][232]

[107][106][242]

[195][45]

[140]

[145][5]

[270][254]

[124][33]

[273][126]

[268][32][122]

DVR [158] Gou et al. [61] STNeRF [275]
NSG [160] vMap [105] AssetField [247]
Object-NeRF [257] DM-NeRF [8] UDC-NeRF [232]
PNF [107] LANe [106] MaRS [242]
Panoptic Lifting [195] Panoptic NeRF [45] NeRF-W [140]
NeRF [145] MipNeRF360 [5] ShAPO [80]
CodeNeRF [85] EditNeRF [133] SHaRF [175]
AutoRF [155] AE-NeRF [100] FigNeRF [248]
NGP [191] Neo-360 [81] uORF[270]
DisCoScene [254] CompoNeRF [124] Set-the-Scene[33]
SegNeRF [273] PixelNeRF [268] S-RF [32]
VisionNeRF [122]

Fig. 15: Categorization of methods that jointly
infer appearance and shapes.
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3.5.2 Static vs Dynamic Objects

Perceiving and representing dynamic environ-
ments is essential for autonomous agents to under-
stand and interact with their surroundings. The
key challenge involves disentangling camera and
object motion while simultaneously reconstructing
the dynamic scene. Such representations permit
the synthesis of novel views within dynamic set-
tings or the distinction between moving and sta-
tionary elements, offering flexibility in perspective
and timing, i.e., in a free-view and time-varying
manner. Incorporating a temporal element into an
MLP could serve as a viable approach. This would
involve encoding the time variable t , either by
mapping it to a higher-dimensional space using
frequency encoding or a 4D-hash grid, in a simi-
lar manner to the spatial coordinates x and d, or
through learnable, time-dependent latent codes as
suggested in several studies [116, 164].

For scenes that are predominantly static,
optimizing a single model could lead to blurry
outputs and inconsistencies. Solutions like Dyn-
NeRF [50] and STaR [271] have been devel-
oped to segregate moving objects from the static
background. They use two separate branches
for static landscapes and dynamic objects: a
static branch containing non-moving topography
consistent across videos and a dynamic branch
that handles dynamic objects. The training of
these branches is often directed using pre-existing
semantic and motion segmentation methods, cre-
ating masks that exclude “dynamic” pixels from
the static training process. This approach ensures
the background is reconstructed accurately with-
out conflicting the losses, avoiding errors caused
by moving objects. Additionally, temporal vari-
ations can be accounted for in a self-supervised
manner through regularization [271, 220, 191,
240], which enables the dynamic field to learn
as necessary. D2NeRF [240], an extension of
HyperNeRF [163] to dynamic scenes, can han-
dle complex scenes involving multiple non-rigid
and topologically varying objects. This method
is able to decouple dynamically moving shadows
with a separated field that reduces the static radi-
ance output as well. The features encoded from
both branches can be regularized during train-
ing and can be interpolated using MLPs or 4D
hash grids in both short- and long-term space-
time ranges [164]. This technique not only delivers

high-quality, mooth rendering performance but
also enhances the efficiency and stability of the
training process.

On the contrary, the dynamic model proposed
by Li in NSFF [117] goes a step further by
directly predicting forward/backward scene flows
along with disocclusion weights from a multilayer
perceptron (MLP). These disocclusion weights act
as an unsupervised confidence, determining the
locations and intensity at which to apply the tem-
poral photoconsistency loss. The model uses a
pre-trained 2D optical flow model to supervise the
predicted 3D flows, which are also refined using
a cycle consistency term for regularization. Build-
ing on this work, SAFF [119] enhances the model
by also generating semantic and saliency features,
which are instrumental in refining the segmenta-
tion of static and dynamic elements within the
scene. In a similar vein, Factored-NeRF [239]
leverages annotations from keyframes, propagat-
ing them to adjacent frames to deduce scene flows,
map object trajectories, and determine rigidities.
Through comprehensive end-to-end optimization,
this model gains the ability to modify object place-
ments, trajectories, and even adapt to non-rigid
movements. By computing static and dynamic
fields independently, these methods facilitate the
separate rendering of stationary and moving parts
within a scene. In addition, a significant body of
research is dedicated to testing these approaches
in dynamic environments, notably those with com-
plex movements, such as vehicles and pedestrians
in urban settings. Neural Scene Graphs [160]
introduces a learned scene graph representation
that encodes the transformations and radiance of
objects. This method uses tracking data and video
frames to learn distinct representations for each
object within the scene graph, thereby streamlin-
ing the process of synthesizing and decomposing
views across various object arrangements and
dynamic conditions. This progress enables not
only the realistic rendering of new scenes and
objects, but also the potential for 3D object detec-
tion through the technique of inverse rendering.

PNF [107], LANe [106], and MARS [242]
also break down scenes into distinct objects and
backgrounds, employing panoptic segmentation
and bounding boxes for each object. Each object is
represented by an oriented 3D bounding box and is
characterized by a dedicated MLP that computes
density and radiance from inputs like position,

21



direction, and pose. These MLPs are tailored to
individual instances and refined through a meta-
learning initialization process [107]. LANe [106]
trains on a single scene under varying lighting con-
ditions, learning to adapt by creating a light field
and using a corresponding shader to modulate the
appearances of objects for coherent integration
into scenes with different lighting. SUDS [222]
and the subsequent EmerNeRF [260] handle
scalability by employing a multi-resolution hash
table for scene partitioning, enabling dynamic
management of vast numbers of objects over
extensive areas (hundreds of kilometers), using
implicit scene flows and DINO [16] features for
enhancement. Neural groundplans [191] pro-
cess their ground-aligned 2D feature grids through
a 2D CNN, effectively disentangling the represen-
tation into two distinct groundplans for static and
dynamic features, thus achieving a clear disentan-
glement.

3.6 NeRFs and Language

3.6.1 Text-driven 3D Generation and
Editing

Text-guided image generation has seen tremen-
dous success in recent years, primarily due to the
breathtaking progress in language image and diffu-
sion models. These have also inspired major break-
throughs in text-guided shape generation. This
progress has influenced research, linking NeRFs
with textual input descriptions.

CLIP-NeRF [227] extends the work on condi-
tional Neural Radiance Fields (NeRF) by promot-
ing similarity between the CLIP [170] embeddings
of scenes, facilitating user-friendly manipulation
of NeRF through short text prompts or exam-
ple images. This approach disentangles the latent
representation, allowing for separate control over
the shape and appearance of objects. Conse-
quently, it enables the creation of code mappers
that modify latent codes based on user-specified
edits via text prompts or images, demonstrat-
ing improved editing capabilities and narrowing
the gap between textual and visual editing cues.
DreamField [84] employs a CLIP model pre-
trained on large datasets of captioned images from
the web. It guides the generation process so that
the rendered images achieve high scores with a
target caption according to the CLIP model, even

without access to 3D shape or multi-view data.
This method facilitates the zero-shot generation
of diverse 3D objects from captions. Additionally,
Lee et al. [110] explored the performance of dif-
ferent CLIP model architectures in voxel grid rep-
resentations, finding that an ensemble of models
for guidance can prevent adversarial generations
and improve geometrical structure, memory, and
training speed.

In parallel, the application of 2D diffusion
models for similar purposes, as discussed in [181],
is introduced. Since NeRFs operate in image
space, guiding a NeRF scene with the diffusion
model involves practical solutions like deriving
a Score Distillation loss or leveraging the train-
ing process in latent space, as seen in Dream-
Fusion [168] and Latent-NeRF [143]. How-
ever, these approaches often result in unsatisfac-
tory outputs and low diversity in objects gen-
erated from the same input text, coupled with
lengthy synthesis times. Addressing these chal-
lenges, DITTO-NeRF [188] introduces progres-
sive reconstruction schemes focusing on scales
(from low to high resolution), angles (from inner
to outer boundaries initially), and masks (from
object to background boundary). This methodol-
ogy achieves significant improvements in diversity
and quality, as well as speed and fidelity of the
generated objects, marking a significant progress
in the field.

LaTeRF [148] enhances the NeRF framework
by incorporating an “objectness” probability for
each point, allowing the extraction of objects from
scenes using pixel annotations. SINE [3] enhances
semantic editing by introducing advanced meth-
ods: cyclic constraints alongside a proxy mesh
for accurate geometric modifications, a color com-
positing system for better texture editing, and
feature cluster-based regularization to manage the
edited areas while maintaining the integrity of
content that is not being edited. These enhance-
ments facilitate compatibility with off-the-shelf
text-prompt editing methods, enabling modifica-
tions to an object’s appearance and geometry, and
the inpainting of missing parts of an object based
on textual cues. NeRF-Art [228] and Blending-
NeRF [199] integrate a pre-trained NeRF with
an editable NeRF. The editable NeRF is trained
to render a blended image that aligns with a tar-
get text, allowing precise editing of 3D object
regions while preserving their original appearance.
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Instruct-NeRF2NeRF [64] iteratively updates
dataset images during NeRF model training with
global text instructions from InstructPix2Pix [12].
This process, involving a loss that combines rays
from various viewpoints, leads to higher quality
results and more stable optimization.

Existing methods, however, face limitations
in controlling individual objects within a scene.
Modifying specific scene aspects without affecting
others remains a challenge, and scene-level editing
with long text prompts can lead to guidance col-
lapse, preventing specific scene component edits.
CompoNeRF [124] and Set-the-Scene [33]
address these issues by employing a composition
module to adjust text guidance levels and ensure
the distinctiveness of entities while maintain-
ing overall scene coherence. They represent the
scene as a composition of multiple NeRFs, each
optimized to represent specific objects “locally”
and integrate seamlessly into the broader scene
“globally”, thus eliminating guidance ambigu-
ity. Through proxy manipulation, scenes can be
decomposed and reassembled for editing without
the need for additional fine-tuning.

3.6.2 Queryable Interaction

CLIP-Fields [190] integrates the strengths of the
CLIP [170] image encoder, Sentence BERT [172],
and NeRF to create a 3D scene representation
that is queryable for mobile robots. This architec-
ture is equipped with heads that output vectors
corresponding to natural language descriptions,
the visual appearance of objects, and the instance
identification of every specific point in space. It
uses two contrastive losses: one for the label token
and another for the visual language embedding.
CLIP-Fields demonstrate robustness in low-shot
scenarios and label errors, capable of answering
queries with varying degrees of real-life complex-
ity. VL-Fields [219] aims to overcome the limi-
tations of CLIP-Fields, which are restricted to a
subset of scene points with known object classes. It
proposes an open-set visual-language model that
operates without prior knowledge of the object
classes present in the scene.

LERF [97] uses a multi-scale feature pyramid
combining 3D CLIP field and DINO [16] features
to refine object boundaries for language query
interactions. It allows for pixel-aligned queries of
distilled 3D CLIP embeddings, bypassing the need

for region proposals, masks, or fine-tuning. LERF
supports hierarchical, long-tail, open-vocabulary
queries across the scene volume. F3RM [192]
conducts few-shot learning experiments for grasp-
ing and placing tasks, drawing on Deep Fusion
Field [104] (DFF) methodologies. This enables
robots to perform 6-DoF object manipulation in
response to natural language commands, exhibit-
ing open-set generalization capabilities for han-
dling unseen objects with significant differences.
GNFactor [274] optimizes a generalizable NeRF
for reconstruction alongside a Perceiver Trans-
former [82] for decision-making. This transformer
integrates the robot’s proprioception and lan-
guage features to execute decisions based on a
Q-function [152], facilitating advanced decision-
making processes in robotic applications.

4 Datasets and Evaluation

4.1 Core Metrics and Principles

4.1.1 Reconstruction and Novel View
Synthesis

Image reconstruction and novel view synthesis in
the standard setting use visual quality assessment
metrics for benchmarks. The following metrics are
the common standards in the NeRF literature:

Peak Signal-to-Noise Ratio (PSNR)
quantifies the ratio of the maximum possible
signal power, represented by the highest pixel
intensity value, to the power of the noise corrupt-
ing the signal. A higher PSNR value indicates
superior image quality. However, PSNR may not
reliably reflect perceptual similarity since it fails
to precisely represent how humans perceive image
quality.

The Structural Similarity Index Metric
(SSIM) [233] offers a perceptually more rele-
vant evaluation by comparing two images through
aspects such as luminance, contrast, and struc-
tural integrity. It considers variations in pixel
intensities, spatial relationships, and texture con-
trasts. SSIM values span from -1 to 1, with 1
signifying an exact correspondence between the
original and the reconstructed images. In terms
of aligning with human visual perception, SSIM
delivers a more accurate measure of image quality
than PSNR.
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The Learned Perceptual Image Patch
Similarity (LPIPS) [280] metric assesses per-
ceptual similarity between rendered views/poses
and their corresponding ground truth images from
specific viewing directions. Using deep learning,
this perceptual metric measures the similarity
between two images based on features extracted
from a pre-trained Convolutional Neural Network
(CNN), such as AlexNet or VGG, trained on
the ImageNet dataset. Designed to more closely
mirror human perception of image similarity,
lower LPIPS scores indicate a greater perceptual
similarity between the compared images. LPIPS
proves to be especially effective in identifying
subtle geometric and textural differences, making
it particularly valuable for evaluating generative
models and tasks related to image synthesis.

To enable easier comparison, an “average”
error metric that summarizes all three above met-
rics is supplementarily presented [4]:

Average =
3
√

10−PSNR/10.
√
1− SSIM.LPIPS

Fréchet Inception Distance (FID) [70] is
a metric used to measure the similarity between
the distribution of real images and the distribu-
tion of generated images in feature space. It uses
the Inception-v3 [212] model to extract features
from real and generated images. The FID score
is calculated by computing the Fréchet distance
between the multivariate Gaussian distributions of
the feature representations of real and generated
images. A lower FID score indicates that the gen-
erated images are more similar to the real images
in terms of visual appearance and diversity.

Kernel Inception Distance (KID) [9] is an
extension of the FID that aims to address some
limitations of the FID. It measures the Maximum
Mean Discrepancy between the feature distribu-
tions of real and generated images using kernel
functions. KID focuses on a more robust and infor-
mative evaluation of image quality and diversity
by considering the distributional properties of the
features. It provides an unbiased estimation of the
true distance between distributions of real and
generated images, ensuring a more accurate rep-
resentation of their similarity in feature space.
Moreover, KID’s robustness to the choice of sam-
ple size minimizes the variability stemming from
different sample sizes and requires fewer samples
for calculation compared to alternative metrics.

4.1.2 Segmentation

Various evaluation metrics are employed to assess
the performance of segmentation algorithms,
quantifying the accuracy and reliability of the
delineation between different regions in an image.
Here are some of the common metrics used:

Pixel Accuracy computes the proportion of
correctly classified pixels over the total number
of pixels. It’s a simple and intuitive measure but
might not capture the overall performance accu-
rately, especially when dealing with imbalanced
classes.

Mean Intersection over Union (mIoU),
also referred to as the Jaccard index, is essentially
a method to quantify the percent overlap between
the target mask and our prediction output. mIoU
is calculated by taking the IoU of each class and
averaging them.

IoU(p, g) =
|p ∩ g|
|p ∪ g|

(12)

Panoptic segmentation combines both seman-
tic segmentation and instance segmentation. As
a result, evaluation metrics for panoptic segmen-
tation are crucial for quantitatively assessing the
performance of algorithms that classify each pixel
in an image into predefined classes or instance
IDs and need to consider both aspects. Panoptic
Quality (PQ) [101] is defined as the average IoU
of the matched segments, while the denominator
(see Equation 13) is designed to penalize segments
without matches. PQ treats the quality of segmen-
tation masks for all classes in an interpretable and
unified manner, capturing all aspects of the task.

PQ =

∑
(p,g)∈TP IoU(p, g)

|TP |+ 1
2 |FP |+ 1

2 |FN |
(13)

4.2 Public Datasets for
Semantically-aware NeRFs

Existing datasets for novel view synthesis in the
classical NeRF literature can be grouped into the
following major categories:

a Hemispherical 360° inward-facing views around
an object of interest, which is mostly set
against a plain white background (these
include ShapeNet [21], CO3D [174], OmniOb-
ject3d [241], and Realistic Synthetic [145]).
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b Forward-facing scenes which aim the camera in
a single direction and move in the vicinity fac-
ing the object (these include DTU [87, 1] and
LLFF [144]).

c Unbounded 360° real-scenes that provide full
surrounding coverage with detailed back-
grounds (these include Tanks and Tem-
plates [103] and MipNeRF360 [5] dataset).

Although fine-grained reconstruction is pos-
sible with provided camera intrinsics and poses,
these datasets often lack compositional annota-
tions (such as 3D bounding boxes or multi-object
masks) and usually include a limited number of
scenes. Efforts have been made to minimize pho-
tometric variation and avoid introducing multiple
complex objects during capture. However, radi-
ance field scene representations trained on these
datasets typically focus on individual, per-scene
optimization without additional semantic annota-
tions or learning generalized priors. This makes it
challenging to evaluate the performance of most
semantically aware NeRFs.

Certain methods use hand-crafted annotations
or pre-trained models to extract regions of inter-
est from the scenes, but these approaches lack
reliability as official benchmarks for comparing
different methods. Therefore, in this section, we
will discuss publicly available datasets that con-
tain high-quality data with semantic annotations
and which are the most relevant and most widely
used in the literature.

4.2.1 Indoor Scenes

Scannet [35] is an RGB-D video dataset contain-
ing 2.5M views stemming from more than 1,500
scans, annotated with 3D camera poses, surface
reconstructions, and instance-level semantic seg-
mentations. It includes both 2D and 3D data and
supports several 3D scene understanding tasks,
including 3D object classification, semantic voxel
labeling, and CAD model retrieval.

Replica [205] consists of 18 highly photore-
alistic 3D indoor scene reconstructions at room
and building scale. Each scene consists of a
dense mesh, high-resolution HDR textures, per-
primitive semantic class and instance information,
and planar mirror and glass reflectors.

Hypersim [178] is a photorealistic synthetic
dataset for holistic indoor scene understanding.
It contains 77,400 images of 461 indoor scenes

with detailed per-pixel labels and corresponding
ground truth geometry, including complete scene
geometry, material information, lighting infor-
mation for every scene, dense per-pixel seman-
tic instance segmentations, and complete camera
information for every image.

HM3DSem [256] consists of 142,6K annota-
tions of object instances in 216 spaces and 3,100
rooms within those spaces, built on top of Matter-
port 3D [20] for Embodied AI applications. A key
difference setting from other datasets is the use
of texture information to annotate pixel-accurate
object boundaries.

The most recently referenced dataset, Scan-
net++ [266], offers high-resolution and high-
quality RGBD captures, supporting the novel view
synthesis task along with dense semantic annota-
tions. It encompasses 460 scenes, featuring 280K
DSLR images and more than 3.7M iPhone RGBD
frames.

PeRFception [89] uses radiance fields
(Plenoxels [269, 43]) as another representation
of data that effectively conveys the same infor-
mation for both 2D and 3D in a unified and
compressed model, eliminating the need to store
different data formats separately. At the moment,
PeRFception-CO3D and PeRFception-ScanNet
are created, which have covered object-centric
and scene-centric environments respectively.

To tackle the problems of collecting, pro-
cessing, and annotating datasets for 3D scene
understanding at scale, Kubric [57] is intro-
duced as a framework for generating synthetic
datasets with fine-grain control over data com-
plexity and rich ground truth annotations. The
pipeline is linked with an open-source Python
framework and Blender, allowing facilitating reuse
of data-generation code, across multiple scales.
Furthermore, Kubric can provide various random-
ization options for custom use cases. There have
been many papers that applied this framework to
create their own datasets [226, 240, 6, 52]. How-
ever, most of the collected datasets are new in the
field and limited within the approaches of the arti-
cles without proper benchmarks, they still remain
as important parts and are waiting to be tested
by the community.
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Datasets Venue #Scenes #Imgs Centricity Type Data Modalities Annotations URL

3DMV-VQA [71] CVPR 2023 5000 600K S+O Indoor RGB Visual question & answer ®

NeRDS 360 [81] ICCV 2023 75 15k S+O Urban Synthetic
3D object boxes
2D panoptic segmentation

®

ScanNet++ [266] ICCV 2023 460 3.7M S Indoor RGB-D 2D/3D panoptic segmentation ®

KITTI-360 [120] PAMI 2022 10 150K S+O Urban RGB & LiDAR
2D/3D object boxes
2D panoptic segmentation

®

SHIFT [210] CVPR 2022 4850 2.5M S+O Urban Synthetic
2D/3D object boxes
2D panoptic segmentation

®

HM3D Sem [256] arXiv 2022 216 - S Indoor Mesh 3D semantic segmentation ®

3D-FRONT [44] ICCV 2021 18968 - S+O Indoor Synthetic 3D semantic segmentation ®

HyperSim [178] ICCV 2021 461 77.4K S+O Indoor Synthetic
2D/3D object boxes
2D/3D panoptic segmentation

®

Waymo [209] CVPR 2020 1150 1M S+O Urban RGB & LiDAR
2D/3D object boxes
2D panoptic segmentation

®

nuScenes [13] CVPR 2020 1000 1.4M S+O Urban RGB & LiDAR
3D object boxes
2D semantic segmentation

®

Replica [205] arXiv 2019 18 - S Indoor Mesh 2D/3D panoptic segmentation ®

Matterport 3D [20] 3DV 2017 90 194.4K S Indoor RGB-D 2D/3D panoptic segmentation ®

CLEVR [91] CVPR 2017 - 100K O Indoor Synthetic Visual question & answer ®

ScanNet [35] CVPR 2017 1513 2.5M S+O Indoor RGB-D
3D object boxes
2D/3D panoptic segmentation

®

Virtual KITTI [48] CVPR 2016 5 17K S+O Urban Synthetic
2D/3D object boxes
2D panoptic segmentation

®

SUN RGB-D [202] CVPR 2015 47 10.3K S+O Indoor RGB-D
2D/3D object boxes
2D panoptic segmentation

®

Shapenet [21] arXiv 2015 - - O Objects CAD model 3D part segmentation ®

KITTI [54, 55] CVPR 2012 22 15K S+O Urban RGB & LiDAR
2D/3D object boxes
2D panoptic segmentation

®

Table 2: Overview of existing datasets for SRF-based multi-view scene understanding.
‘Centricity’ refers to scene and/or object-centric datasets, respectively denoted with S and O above.

4.2.2 Outdoor Urban Scenes

The KITTI [54, 55] dataset is a renowned col-
lection tailored for computer vision research in
the context of urban-scale 2D-3D environments,
specifically designed to train and evaluate algo-
rithms aimed at autonomous driving technologies.
This dataset was compiled using raw LiDAR
and video data collected in Karlsruhe, Germany,
employing a vehicle-mounted system equipped
with GPS and an inertial measurement unit. To
accommodate various research objectives, parts
of the dataset have been manually annotated
by researchers, making KITTI a comprehensive
resource that includes labeled data for a range of
tasks such as stereo 2D-3D segmentation, optical

flow, odometry, 2D-3D object detection, tracking,
lane detection, and depth prediction/completion.
However, the absence of complete semantic label-
ing limits its use for tasks like synthesizing new
view images or constructing large-scale seman-
tic maps, as these activities require fully labeled
datasets for accurate evaluation.

Other datasets such as nuScenes [13],
Waymo [209] try to address this shortcoming by
providing more comprehensive data with seman-
tic/instance labels in 2D and 3D, and richer
360° sensory information corresponding to longer
driving logs with more accurate and geolocalized
vehicle poses. Especially, KITTI-360 [120] with
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its 3D-to-2D label transfer that opens more inter-
esting tasks, e.g., semantic SLAM or novel view
semantic synthesis.

Adapting to a continuously evolving envi-
ronment is a safety-critical challenge inevitably
faced by all autonomous driving systems. Exist-
ing image and video-driving datasets, however,
fall short of capturing the mutable nature of the
real world. In other words, they are captured
under approximately stationary conditions. Vir-
tual KITTI [48] and SHIFT [210] captures
these driving scenarios in various environmen-
tal directions: time of day, cloudiness, rain, fog
strength and vehicle and pedestrian density with
more detailed object class annotations (persons,
cars, license plates, ...) in separate discrete varia-
tions [48] or continuously shifting conditions [210].

NERDS 360 [81] is a large-scale dataset for
3D urban scene understanding. This dataset con-
sists of 75 outdoor urban scenes with diverse
backgrounds in 360° hemispherical views, encom-
passing over 15K images. The dataset and the cor-
responding tasks are extremely challenging due to
occlusions, diversity of backgrounds, and rendered
objects with various lightning and shadows.

4.2.3 Vision and Language

CLEVR [91] is a diagnostic dataset for study-
ing the ability of Visual Question Answering
(VQA) systems. It contains 100K rendered images
and 853K generated unique questions for visual
reasoning abilities such as counting, comparing,
logical reasoning, and storing information. Each
object present in the scene, aside from position,
is characterized by a set of four attributes: 2
sizes: large, and small, 3 shapes: square, cylin-
der, and sphere, 2 material types: rubber, and
metal, 8 color types: gray, blue, brown, yellow, red,
green, purple, and cyan, resulting in 96 unique
combinations.

3DMV-VQA [71] consists of approximately
5K scenes, and 600K images, paired with 50K
questions in total. This dataset is built on top
of the HM3DSem dataset [256] with four types
of questions: conceptual, counting, relational, and
comparison questions. The authors further pro-
pose a 3D concept learning and reasoning frame-
work that is grounded on open-vocabulary seman-
tic concepts on 3D representation.

5 Challenges and Perspectives

To progress in the field of semantically-aware
NeRFs, targeted research efforts are essential.
This section outlines the primary challenges and
opportunities for enhancement that we have iden-
tified as critical focus areas.

i Scene Generalizability. Current
Semantically-aware NeRF (SRF) methods,
capable of processing datasets without the need
for scene-specific training or optimization, mark
a significant progress over the original NeRF
methodology [145], which lacked any capabil-
ity for cross-dataset generalization. Despite
these improvements, there are still clear limi-
tations. Current approaches might necessitate
expensive, dense semantic annotations [81],
require substantial data volumes [185], pre-
dominantly operate within synthetic settings,
or produce blurriness in novel view synthesis,
often attributed to L2 loss training [185, 268].
These challenges are further amplified by the
variation in viewpoint densities during test-
time, affecting traditional performance and
efficiency. Additionally, while some strategies
employ pre-trained, sparse detectors and seg-
mentation networks, they tend to achieve only
object-centric generalization [155, 61]. Address-
ing these challenges to improve cross-dataset
generalization, or combining their respective
benefits, would represent a substantial leap
forward, enabling true real-time applications
from acquisition to rendering.

ii Camera Calibration. While some NeRF-
based methods are designed to take unposed
images and simultaneously recover their extrin-
sic matrices [88, 234], most NeRF derivatives
work under the assumption that the RGB views
provided as input are already posed. As a result,
even minor calibration errors can lead to sig-
nificant semantic misalignments across different
views. Such misalignments can cause early fail-
ures in the process, which are often irreversible
during the subsequent training or scene opti-
mization phases. Therefore, there is a clear
necessity within the NeRF domain as a whole
to not only improve calibration techniques but
also to develop specific mechanisms for pose
refinement during the training process.
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iii Data Efficiency and Augmentation.
Addressing the data efficiency challenge is
essential for making NeRF more practi-
cal in real-world settings. Future work may
involve exploring methods to train accurate
semantically-aware models with less training
data, and fewer annotations, making them
more accessible for a broader range of applica-
tions, in particular in one/few-shot settings in
real-world environments. The successful inte-
gration of semantic understanding into NeRFs
has the potential to dramatically enhance
applications in augmented reality, autonomous
navigation, and beyond, by providing more
meaningful and context-aware interpretations
of 3D environments. These functionalities make
NeRF well-suited to serve as the foundation
for various components. By understanding
the decomposition of the scene and allowing
dynamic adjustments to the simulation envi-
ronment, NeRF becomes a valuable asset in
creating realistic scenarios for closed-loop sim-
ulations, providing a crucial element in training
and testing scenarios for many systems. Addi-
tionally, its adaptability for data augmentation
enhances its utility in improving the robustness
and generalization of machine learning models.

iv Multi-modal, Multi-task, and Efficient
Scene Understanding. Currently, the major-
ity of multi-modal approaches investigated
within the NeRF domain are centered around
textTo3D. Despite the wide range of poten-
tial multi-task combinations available [272, 2],
many remain largely unexplored, representing
missed opportunities to discover new, mutually
informative tasks specifically within the area
of Radiance Fields. For instance, areas such as
sound processing or other types of inputs [138]
have yet to be fully explored.

v Real-Time and Mobile Performance.
NeRF encounters challenges in terms of com-
putational efficiency, particularly due to spe-
cialized volumetric rendering algorithms mis-
matched to widely deployed graphics hard-
ware. These computationally intensive meth-
ods often necessitate extended rendering times
and substantial resources, hindering real-time
applications. To address this, exploring alter-
native data structures or rendering techniques,
especially those suitable for low computational
mobile devices, presents a promising avenue.

e.g., 3D Gaussian Splatting [96] (3DGS) with
unprecendeted rendering efficiency and other
non-semantically aware strategies could simi-
larly serve as backbone models to SRFs.

vi Ethical Concerns and Societal Impact.
The generative capabilities of editable NeRFs,
allowing for the creation of photorealistic 3D
objects, humans, and scenes not previously
seen, may lead to challenges akin to those seen
with DeepFakes [194] in 2D image generation.
These potential issues require similar scrutiny
and efforts to mitigate. Conversely, the genera-
tive and editable nature of these methods could
offer substantial opportunities for 3D enthusi-
asts and content creators, attributed to their
user-friendly design.

vii Performance Evaluation. Current metrics,
such as those used for novel view synthesis,
are well-established in the field. However, these
metrics are decoupled from human perception,
meaning that quantitative evaluations cannot
guarantee objective optimality in a way that
aligns with human assessment. Multi-task mod-
els also face issues due to the absence of compos-
ite metrics, and instead rely on disjoint, linear
combination metrics. Existing learned percep-
tual metrics, e.g., LPIPS, are restricted to the
evaluation of static image frames [280]. They do
not consider video or 3D consistency [118] in
terms of shape, appearance, and semantics. This
is a necessary research opportunity to evalu-
ate complex 3D environments that are typically
dynamic.

viii Collaborative Frameworks. Recognizing the
difficulties arising from scattered codebases
and the lack of consolidated support, Nerfs-
tudio [214] is an end-to-end framework which
aggregates modular plug-and-play components,
e.g., viewers, algorithms, datasets, and bench-
marking tools. This facilitates the integration
of features across diverse implementations, sim-
plifies the collaborative process for researchers
and practitioners, and enhances accessibil-
ity through real-time visualization tools that
natively support semantic information. Provid-
ing a cohesive and extensible platform, such
frameworks can foster collaboration, accelerate
progress, and contribute to the advancement of
NeRF research more efficiently and cohesively.
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6 Conclusion

We have conducted the first survey on Neu-
ral Radiance Fields (NeRFs), specifically focusing
on semantically-aware NeRFs. Our comprehen-
sive review has shed light on the state-of-the-
art methodologies, challenges, and a wide array of
applications. It also highlights the need for further
advancements in this field, to enable more sophis-
ticated, efficient, and context-aware interpreta-
tions of 3D scenes by achieving the full potential
of NeRFs. This will pave the way for truly real-
time end-to-end applications from acquisition to
rendering, on commodity hardware.
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