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8 Abstract Micro-blogging sites are important source of

9 real-time situational information during disasters such as

10 earthquakes, hurricanes, wildfires, flood etc. Such disasters

11 cause miseries in the lives of affected people. Timely

12 identification of steps needed to help the affected people in

13 such situations can mitigate those miseries to large extent.

14 In this paper, we focus on the problem of automated

15 classification of the disaster related tweets to a set of pre-

16 defined categories. Some example categories considered

17 are resource availability, resource requirement, infrastruc-

18 ture damage etc. Proper annotation of the tweets with these

19 class information can help in timely determination of the

20 steps needed to be taken to address the concerns of the

21 people in the affected areas. Depending on the information

22 types or categories, different feature sets might be useful

23 for proper identification of posts belonging to that category.

24 In this work, we define multiple feature sets and use them

25 with various supervised classification algorithms from lit-

26 erature to study the effectiveness of our approach in

27 annotating the tweets with their appropriate information

28 categories.

29

30 Keywords Disaster management � Information retrieval �
31 Social media � Text categorization

321 Introduction

33Micro-blogging websites like Twitter, Weibo etc. are

34extremely useful [1] during disasters, mass emergencies

35and crisis situations. At the time of massive disasters like

36earthquakes, floods, hurricanes etc. there is often signifi-

37cant damage to the infrastructure. This generally cripples

38the traditional communication networks and media such as

39television, newspaper, radio channels etc. Social media

40comes to the rescue [2] at a crucial time like this because of

41its easy accessibility (through satellite, wireless and

42mobile) and vast outreach. During various events like

43Earthquakes in Nepal (in 2015), Italy (in 2012), Guatemala

44(in 2012), wildfires in Colorado (in 2012), Australia (in

452013), typhoons in Philippines (in 2012, 2013), lots of

46people used the Twitter social media to exchange situa-

47tional information, thereby enhancing situational aware-

48ness. Through social media, people who are in the affected

49areas can post messages that reflect the exact situation in

50those areas, the damages caused and the repair status, the

51needs of people, the status of rescue and relief operations

52etc. On the other hand, individuals, groups of peoples or

53organizations can express their willingness to help or

54mention the exact way in which they can be helpful in

55mitigating the effect of the disaster.

56Although social media has immense potential to handle

57crisis situations, much of its potential is yet to be realized.

58Only recently, some work has started to leverage the use of

59social media for responses during emergency situations. As

60tweets posted during disaster may contain various kinds of

61information, it might be useful to automatically identify the

62exact nature of information that is present in a given tweet.

63This will help in identifying different actionable insights

64regarding the disaster scenario to various groups of people

65as well as different government and non-governmental
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66 organizations. The information contained in a tweet may be

67 regarding infrastructure damage, asking for medical help,

68 reporting medical resources like medicines, medical

69 toolkits available, requesting for resources such as food,

70 water, blankets, clothes etc. Given a tweet posted during a

71 disaster scenario, we want to identify, what type of infor-

72 mation is present in the tweet. The different information

73 types like resources available, medical resources needed,

74 infrastructure damage etc. are viewed as different cate-

75 gories. In several cases, a single tweet may contain infor-

76 mation about multiple information categories. We view the

77 problem of automated identification of information type

78 from a tweet as a multi-class multi-label classification

79 problem and study the applicability of different algorithms

80 towards this task. The major challenges for this task

81 appears due to the short length of the tweets and the

82 informal ways (frequent use of smiley, abbreviations, out-

83 of-vocabulary words etc.) in which they are written. We

84 define multiple feature sets for this scenario and evaluate

85 the performances of several off-the-shelf classifiers for this

86 task. The performances of the algorithms are measured

87 against a benchmark dataset containing tweets posted

88 during the Nepal Earthquake in 2015. The contributions of

89 the work are given below:

90 – We identify different feature sets for representing the

91 tweets. Along with tf–idf features we use few features

92 derived from the tweet collection and also few manual

93 features for this purpose.

94 – We use different classifiers for determining the cate-

95 gories to which the test tweets belong. The performance

96 of each classifier, for different feature sets is analyzed

97 in detail. We also evaluate the effect of adding the extra

98 features in detail.

99 The structure of the rest of this paper is as follows. We

100 discuss related work from literature in Sect. 2. We further

101 discuss about the use of social media during disasters with

102 specific attention to a dataset containing information on

103 actionable insights in Sect. 3. Then, in Sect. 4, we define

104 the problem of tweet classification. A description of the

105 classifiers and various features used in the work are

106 presented in Sect. 5. Our experimental set up is discussed

107 in 6. Experimental results are presented and discussed in

108 Sect. 7. We conclude the paper with a brief discussion of

109 our findings in Sect. 8.

110 2 Related work

111 In this section we look at recent work from literature that

112 deals with social media in disaster scenarios. We also look

113 at various approaches that attempt to categorize short texts

114 into several predefined categories.

1152.1 Mining social media posts related to a disaster

116In [3], the authors use a set of seed keywords for retrieving a

117set of micro-blogs that might be relevant for a particular

118disaster. Then they used binary classification algorithms to

119mark posts from this initial collection as relevant or irrele-

120vant. Unigrams and bigrams from tweets are used as features

121to create a lexicon (list of terms) related to disasters. Positive

122class represents tweets that are directly or indirectly related

123to crises and irrelevant tweets are put into negative class.

124Then they used the positive class only to create the lexicons.

125The work presented in [4] discusses use of word2vec model

126for efficient retrieval of disaster related micro-blogs. The

127authors found that using word2vec improved their model

128over traditional features. The works presented in [5] retrieves

129disaster related tweets by using seed keywords and addi-

130tional expanded queries using WordNet. In [6], the authors

131determine strategies for obtaining ground truth annotation

132for disaster related micro-blogs. They argue that people miss

133many relevant tweets to label when creating ground truths.

134Support vector machine with linear kernel was used select

135disaster related posts for which ‘‘ground truth’’ information

136would be obtained. In [7], the authors classify the tweets

137obtained for the Hurricane Sandy to different categories such

138as sentiment, action, presentation etc. For classification, they

139used Support Vector Machine and Naive Bayes algorithm.

140They used various information like unigrams, POS Tags,

141Named Entities, url, retweet information etc. as features to

142represent the tweets. The work presented in [5] calculated

143relevance score using cosine similarity between tweets and

144topics.

1452.2 Categorization of short texts

146In [8], Caragea et. al, created a disaster related information

147retrieval system called, Enhanced Messaging for the

148Emergency Response Sector (EMERSE). This system

149classifies and aggregates tweets and text messages about

150the Haiti disaster relief to deliver relevant information to

151appropriate personal. The EMERSE system works using

152feature abstraction technique where a set of features are

153grouped together to form abstract features. Abstraction is

154specifically done by selecting m-size partitions of the

155overall vocabulary. Munro et. al [9] focused on classifying

156medical text messages, written in ‘‘Chichewa’’ language,

157that were received by a clinic in Malawi and have shown

158that incorporating morphological and phonological varia-

159tion could improve classification performance. In the work

160[10] rather than using bag of words approach, the authors

161created domain specific features from authors’ profiles by

162filtering certain information is present or not. Their main

163argument is ‘‘authorship’’ of micro-blogs plays a crucial

164role in differentiating useful information when classifying
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165 short texts. They used Naive Bayes classifier for their

166 experiments. [11] analyzes the effect of different smooth-

167 ing techniques in Naive Bayes algorithm on the classifi-

168 cation performance. Various other work on classification of

169 short tests are presented in [12–14]. In all these works, the

170 authors used standard off-the-shelf classification algo-

171 rithms like Naive Bayes, SVM etc. However, depending on

172 the data and the classes under consideration they employ

173 different feature sets in conjunction with tf–idf or word

174 n-gram based features. The data and class information

175 (actionable insights in disaster scenario) considered in our

176 work are quite different from the short text classification

177 works considered in these papers from literature. Hence we

178 need to look for specific features that are suitable for the

179 task of classifying actionable insights.

180

181 In the next section we will look into the various uses of

182 social media to assess actionable steps in disaster related

183 scenario.

184 3 Usage of social media during disasters

185 As mentioned in the Sect. 2, there are several efforts in

186 classifying the information available in the micro-blogs

187 posted during disasters. In [3], the classes are whether a given

188 tweet is relevant to a disaster/crisis under consideration or

189 not. In [7], the possible classes to which each disaster related-

190 tweet can belong to are: reporting, sentiment, information,

191 action, preparation and movement. Although these classes

192are useful, but they do not directly identify any ‘‘specific

193actionable insight.’’ Fortunately, recently a dataset has been

194released [15], where each tweet is annotated with specific

195information from which definite action plans can be pre-

196pared. We center our work on that dataset for identifying

197actionable insights from disaster-related micro-blogs. We

198now give a detailed description of the dataset.

199The dataset, called FIRE 2016 Micro-blog Track dataset

200[15], contains labeled data for disaster related tweets. The

201labeled data contains a collection of 2139 tweets catego-

202rized into 7 classes. The class details were given in TREC

203format. Description of each class contains four fields: the

204class ID, title (small title to denote the class), desc (short

205description of the class) and narr (detailed narrative of

206which text should be considered for this class). Example of

207a class description in TREC format is given below.

208Each of these classes represents different types of

209information to be retrieved from the tweets. Also,

210sometimes one particular tweet might contain informa-

211tion related to more than one class. In such a scenario, all

212the applicable classes will be assigned to that tweet. If

213we count all such tweets which belongs to two or more

214classes only once, then total number of unique data

215points comes to 1551. Table 1 shows the class numbers

216and their class titles. In the original dataset the classes

217have numbers as FMT1;FMT2; . . .;FMT7. We use the

218class numbers as 1, 2, . . ., 7 respectively.

219Next section gives the formal definition of multi-label

220multi-class tweet classification into predefined classes.

< num > Number: FMT1
< title > What resources were available
< desc > Identify the messages which describe the
availability of some resources.
< narr > A relevant message must mention the availability
of some resource like food, drinking water, shelter,
clothes, blankets, human resources like volunteers,
resources to build or support infrastructure, like tents,
water filter, power supply and so on. Messages informing
the availability of transport vehicles for assisting the
resource distribution process would also be relevant.
However, generalized statements without reference to any
resource or messages asking for donation of money would
not be relevant.

Int J Adv Eng Sci Appl Math

123
Journal : Large_Springer-India12572 Dispatch : 21-11-2017 Pages : 14

Article No. : 197
h LE h TYPESET

MS Code : AEAM-D-17-00027 h CP h DISK4 4



R
E

V
IS

E
D

PR
O

O
F

221 4 Problem definition

222 Classifying tweets according to the type of information they

223 contain is a multi-class multi-label problem. The definition of

224 the problem under consideration is given below:

225 Let, T ¼ ft1; t2; . . .; tNg be a set of N tweets and C ¼
226 f1; 2; . . .;Mg be a set of M classes. Given a set of

227 mappings of the from fti; c
1
i ; . . .; ck

i g where tweet ti 2
228 T and class labels c1

i ; . . .; ck
i 2 C, our goal is to find

229 the class labels for a new tweet tnew.

230 In this work, we also define multiple feature sets encoding

231 variety of information that might be useful to represent the

232 data, specifically when the goal is to identify specific

233 actionable insights mentioned in the class descriptions.

234 In next section we discuss about the methods we fol-

235 lowed to solve the problem.

236 5 Methodology

237 We model the problem as a multi-class multi-label supervised

238 classification problem [16], where we want to predict multi-

239 ple class labels for each instance. We study the usefulness of

240 various multi-class classification algorithms such as decision

241 tree, Naive Bayes, support vector machine and ensemble

242 learning algorithms for this problem. These can be easily

243 adapted to multi-label setting. Given the feature vectors of

244 training tweets and their corresponding class labels as

245 supervision each of the methods develops a classification

246 model. This model can then be used for predicting the class

247 labels for a new unclassified tweet. A brief definition of dif-

248 ferent classifiers and features used are given below.

249 5.1 Learning algorithms

250 5.1.1 Naive Bayes classifier

251 Naive Bayes is a generative classifier and make use of

252 Bayes theorem in order to predict the class corresponding

253to a sample [17]. They make a class conditional indepen-

254dence assumption over the features. A Naive Bayes clas-

255sifier is modeled as follows using Bayes theorem.

pðck
i jtiÞ /

YD

l¼1

pðtiljck
i Þpðck

i Þ

257257Here, pðtiljck
i Þ is the class conditional density and pðck

i Þ is

258the prior distribution over the classes. The training involves

259estimating the parameters of the class conditional density

260from the data. The prior over the class can be uniform or

261based on class-ratio in the data. The estimated class con-

262ditional density is combined with the prior using Bayes

263theorem to make predictions for test data.

2645.1.2 Support vector machines

265Support vector machines (SVMs) are popular machine

266learning algorithms useful for binary classification [18].

267But they can be easily extended to multi-class classification

268using one-vs-rest or one-vs-one strategy. SVMs learn a

269decision boundary which separates training instances from

270the two classes with the largest margin (large margin

271principle). When training instances are non-separable it

272tries to balance margin width and misclassification through

273a hyper-parameter (soft-margin classification). SVMs are

274characterized by Kernel functions which decides if the

275decision boundary is linear or non-linear. SVMs with a

276non-linear kernel can be seen as mapping training instances

277to higher dimensional space and learning a linear decision

278boundary in that space. This maps to a non-linear decision

279boundary in the original space. While, SVMs with linear

280Kernel learn a linear decision boundary. Linear SVM for

281binary classification (assuming ci 2 fþ1;�1g) is formu-

282lated as follows.

minimizew;b;n

1

2
w>wþ C

XN

i¼1

ni

ciðw>ti þ bÞ� 1� ni; ni� 0 8i ¼ 1; . . .;N

284284Here, the hyper-parameter C balances the margin width and

285misclassification error. Typically in SVMs, the minimiza-

286tion problem is solved as a maximization problem in the

287dual space. However, efficient algorithms exist to solve the

288problem in primal space for linear SVMs.

2895.1.3 Decision trees

290Decision tree is a supervised non-parametric machine

291learning algorithm which is simple and easily inter-

292pretable [19]. It constructs a tree where each node in the

293tree learns some decision rule. We use the classification

Table 1 Class numbers and their titles

Class

number

Class title

1 Resources available

2 Resources required

3 Medical resources available

4 Medical resources required

5 Requirements/availability of resources at specific

locations

6 Activities of various NGOs/government organizations

7 Infrastructure damage and restoration reported
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294 and regression tree (CART) algorithm to train the decision

295 tree. The algorithm constructs a binary tree where each

296 node in the tree splits the data recursively into two parti-

297 tions based on some feature in the data and a threshold for

298 that feature. The algorithms decide the best feature and

299 threshold pair for each node based on an impurity score

300 such as Gini, entropy etc. For instance, Gini impurity score

301 of node i in the decision tree is defined as

Gi ¼ 1�
XM

k¼1

p2
ik;

303303 where pik denotes the proportion of class k instances in the

304 ith node. The feature and threshold pair is chosen such that

305 it minimizes the impurity score in the resulting split. This

306 results in splits with majority of the samples belonging to

307 one class. Decision trees are prone to over-fitting. By

308 limiting the depth of the decision tree, this can be over-

309 come to some extent. Predicting for test data involves

310 traversing the decision tree to the leaf node and outputting

311 the majority class in the leaf node.

312 5.1.4 Random forest

313 Random forest is an ensemble approach consisting of

314 multiple decision trees each trained on a sub-sample of the

315 data [20]. In addition to introducing randomness in the

316 training data, it also adds randomness in feature selection.

317 Instead of selecting the best feature among all the features

318 for a split at a node, it only considers the best feature

319 among the random subset of features. Random forest is

320 found to achieve better generalization performance by

321 avoiding over-fitting through model averaging. Prediction

322 is done by choosing a class with majority of the voting

323 from individual decision trees.

324 5.1.5 Adaboost

325 Adaboost is an ensemble classifier which iteratively trains

326 a base classifier in order to overcome the errors made by

327 the base classifier in the previous iterations [21]. Adaboost

328 achieves this by maintaining a weight to each sample. The

329 weights are updated after every iteration so that misclas-

330 sified samples gets more weight than the correctly classi-

331 fied sample. This forces the base classifier to give more

332 importance on misclassified samples during training. It

333 combines the base classifiers learned over multiple itera-

334 tions with a weight inversely proportional to their error

335 rates to form an ensemble of classifiers. The weight aj

336 associated with a classifier j is defined as

aj ¼ glog
1� rj

rj

338338where rj is the weighted error rate computed from the

339weights associated with training data instances and g is the

340learning rate. The weights of misclassified instances are

341then updated using aj. The ensemble of classifiers is then

342used for making predictions. The class which receives a

343majority of the weighted votes is taken as the predicted

344class. We considered a decision tree as the base learner.

3455.1.6 Gradient boosting

346Gradient boosting is another ensemble learner similar to

347Adaboost. It iteratively learns a base learner which corrects

348the error made by the previous learner in the ensem-

349ble [22]. Unlike Adaboost, it trains the base learner on the

350residual of errors made by the previous learner and does

351not maintain sample weights. We use regression trees as

352the base learner and are trained on the negative gradient of

353the multinomial deviance loss function.

354The algorithms can be easily adapted to a multi-label

355classification setting during prediction. For instance, the

356probability values provided by Naive Bayes for each class

357will be useful for selecting the classes associated with a test

358instance. One could either select the top K classes

359according to probability values or keep a threshold to select

360the classes. Probability over the predicted classes can be

361obtained from decision tree as well by considering the ratio

362of instances belonging to that class in a leaf node. This is

363useful in obtain multiple labels, again following the same

364process as in a Naive Bayes classifier. One-vs-all approach

365was used for extending SVM to multi-class classification

366and it lends itself multiple labels for a test instance.

3675.2 Features used

368Performance of any classification algorithm depends

369heavily on the features used in representing the tweets.

370Here, we mention the different features that are used for

371representing the tweets in our work.

3725.2.1 Tf–idf features

373Tf–idf stands for Term Frequency—Inverse Document

374Frequency. It is the most common feature used in literature

375for text classification. In our experiments we mainly

376worked with unigrams and bigrams. Although we did some

377experiments with trigrams, no improvements over bigrams

378were found. We do not discuss about the trigram features

379here.

380– tf–idf (unigrams): This feature set is the simplest one

381which consists of tf–idf values of each term of the tweet

382texts.
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383 – tf–idf (unigrams? bigrams) In this set, along with

384 unigrams we have taken into account bigrams. After the

385 addition of bigrams number of features almost

386 increased by threefold.

387 5.2.2 Derived features

388 We call these features derived. As the name suggests we

389 derive these features by applying some operations on the

390 tweets. These features do not depend on any manual

391 selection. Descriptions of the derived features are given

392 below.

393 – Bag of important words BOIWs’ are class specific set

394 of words which represents each class uniquely. We

395 used TF–IDF scores to calculate the importance of

396 these set of words for a given class. Once the BOIWs

397 were generated, actual feature was created for each

398 tweet by taking the intersection of the words in the

399 tweets with BOIWs. Although TF–IDF scores were

400 separately used as feature, we believe the terms in these

401 class-specific BOIWs will have high discriminative

402 powers for each class, and are given separate attention.

403 Given a tweet we count how many terms from the tweet

404 are present in the BOIWs for each class. To normalize

405 this count value we divide the count by k1. In our

406 experiments we used k1 ¼ 15. We selected this value

407 for k1 by varying the value of k1 manually, starting

408 from 10 and increased by multiple of 5 till 25. After 15

409 we didn’t observe any significant change in classifier

410 performance. An example of top 10 entries from BOIW

411 for a class are shown in Table 5.

412 – k-Nearest Neighbor votes To generate this feature we

413 selected top k2 similar tweets from training set similar

414 to each new tweet tk using cosine similarity measure. If

415 a closest tweet ti belongs to class cj then we may

416 consider that ti is voting for class cj to be the target

417class for tk. We count the number of votes given to each

418class by the k2 selected tweets. We divided the vote

419counts by k2 to normalize. In our experiments we found

420k2 ¼ 20 to be most appropriate by manual testing.

421Table 3 shows the vote counts for tweet in Table 2

422without normalization. For this tweet, 13 out of 20

423neighbors votes for this to be in class 1 Resources

424available and 6 neighbors votes for class 3 Medical

425resources available. Out of 20 neighbors 13 belongs to

426class 1, 1 belongs to class 2, 6 belongs to class 3 and 0

427belongs to class 4, etc, the generated feature will be

428[13/20, 1/20, 6/20, 0/20, 0/20, 3/20, 0/20]. Please note

429that total vote count can cross k2 because of multi-label

430nature of the tweets.

431– Length features Lastly, we added length related

432features like number of characters with and without

433space in the tweet, count of words in the tweet.

4345.2.3 Manual features

435We created a set of manual features to augment our feature

436set. For each class we carefully selected a set of words that

437might be strong indicators for certain classes. We will call

438this feature set as manual in rest of the paper. Given below

439are the set of words and reasons for selecting them:

440– List of units Presence of units like ‘‘litre, liter, kg,

441kilogram, gram, kilometer, meter, pack, packet, sets,

442ton, percentage, lac, lakh, million, thousand, hundred’’

443signifies that the tweet might contain resource related

444information.

445– Availability related verbs Words like ‘‘treat, send, sent,

446sending, supply, offer, distribute, treat, mobilize,

447mobilized, donate, donated, dispatch, dispatched’’ were

448selected as they represent verbs related availability.

Table 2 Tweet before and after pre-processing, belongs to classes 1 and 3 in our data set

Before 4 Tonne relief materials carrying food, medicines earth excavation equipments have been sent to Nepal from India http://t.co/

4xdYcsEcrx

After 4 Tonne relief materials carrying food medicines earth excavation equipments sent nepal india urlurl

Table 3 BOIW and k-NN vectors with normalization for tweet in Table 2

Class 1 2 3 4 5 6 7

BOIW

vector

1/15 1/15 2/15 0/15 0/15 0/15 0/15

k-NN

vector

13/20 1/20 6/20 0/20 0/20 3/20 0/20
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449 – Requirement related verbs This is a collection of words

450 like ‘‘need, requirement, require, ran out, shortage,

451 scarcity’’ which signify requirements.

452 – Medical words Presence of medical related words

453 denotes high chance for the tweet to belong to medical

454 related classes. We used words like ‘‘medicine, hospi-

455 tals, medical, doctor, injection, syringe, ambulance,

456 antibiotic.’’

457 – Locational words To address the location specific

458 tweets keywords like ‘‘in, at’’ were chosen as it was

459 seen that these words were followed by location names.

460 We also appended plural versions of these words in our

461 word set. This processing was done before tweet prepro-

462 cessing described in Sect. 6 as these bag of words con-

463 tained stop-words like in, at etc. We created these features

464by counting the presence of above mentioned terms for

465each tweet. To normalize the values, we divided the count

466by number of words present in the tweet (Table 4).

467Tables 6 and 7 shows the counts for each of the above

468mentioned manual features in the training and test sets

469respectively. It can be noted in the tables that counts in the

470test set follows the proportions of counts in training set.

4715.2.4 Feature sets

472We used the tf–idf features unigram and bigram as two

473base feature set and created 8 feature sets by using different

474combinations of derived features 5.2.2 and manual features

4755.2.3. Each of the combinations is described below:

Table 4 Manual feature vector for tweet in Table 2

Units Available Required Medical Location URL Phone

0 1 0 1 0 0 0

Table 6 Counts of manual features in Training set

Class number Units Available Required Medical Location URL Phone

Class 1 135 178 17 121 24 18 15

Class 2 25 39 116 51 15 18 24

Class 3 34 98 7 242 24 8 8

Class 4 8 19 49 52 5 7 9

Class 5 12 23 14 34 12 4 3

Class 6 57 116 7 78 24 16 15

Class 7 7 10 9 6 19 10 10

Table 7 Counts of manual features in Test set

Class number Units Available Required Medical Location URL Phone

Class 1 56 84 10 50 11 12 20

Class 2 6 14 46 18 2 4 4

Class 3 12 38 9 104 15 10 9

Class 4 1 12 17 27 3 1 2

Class 5 1 11 7 16 6 2 4

Class 6 29 49 6 47 9 6 2

Class 7 2 3 0 1 9 0 0

Table 5 Top 10 entries from BOIW of class 7 infrastructure damage and restoration reported in training set

Destroyed Houses Damaged Building Temples

Durbar Monuments Completely Square Collapsed
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476 – FS1 (unigrams): This feature set consists of tf–idf

477 values of unigrams only.

478 – FS2 (unigrams 1 bigrams): This feature set contains

479 tf–idf values of unigrams along with bigrams.

480 – FS3 (unigrams 1 manual): To create this feature set

481 we combined unigrams FS1 with manually created

482 features.

483 – FS4 (unigrams 1 bigrams 1 manual): In this set, we

484 added unigrams and bigrams FS2 with manual features.

485 – FS5 (unigrams 1 derived): Combination of unigrams

486 FS1 with derived features creates this set.

487 – FS6 (unigrams 1 bigrams 1 derived): We combined

488 unigrams and bigrams FS2 with derived features to

489 create this set.

490 – FS7 (unigrams 1 derived 1 manual): We added

491 derived features with FS3 for this set.

492 – FS8 (unigrams 1 bigrams 1 derived 1 manual):

493 Derived features along with FS4 creates this set.

494 Next section discusses about the setup we used for our

495 experiments.

496 6 Experimental setup

497 We divided the dataset described in Sect. 3 into train and

498 test sets with 70% and 30% of the total data points

499 respectively. Table 8 shows the counts of data points we

500 used for Train and Test set. Our code can be found at

501 https://github.com/samiith/tweet_classification.git.

502 6.1 Preprocessing

503 Before working with the data we cleaned the data by per-

504 forming the below-mentioned steps in sequence.

505 1. Acronym expansion: Tweets are informal and people

506 use various acronyms. In this step we parse each tweet

507 and try to find a match with our acronym dictionary.

508 We used the acronym given in [23] and merged it with

509 our own generated acronyms.

5102. Removal of smiley and non-ASCII characters: Another

511prevalent problem with informal text is with smiles,

512we removed all smiley and non-ASCII characters.

5133. Case folding: we converted all the texts to lower case.

5144. Stop-words and punctuation removal After all the

515above mentioned steps were done we removed any

516word from the tweet which is present in the nltk

517stopwords1.

5185. Special character removal: We removed special

519characters like ‘#’, ‘@’ without removing the corre-

520sponding hashtags or user mentions. Also, there are

521some special words like ‘‘rt’’ which means the tweet is

522actually a retweet, ‘‘via’’ and ‘‘amp’’ though this is not

523a stop-word but it contains no value whatsoever. We

524removed all the above mentioned words.

5256. URLs and Phone numbers handling : URLs’ or phone

526numbers present in any tweet was replaced by ‘‘urlurl’’

527and ‘‘phonenumber’’ respectively.

528Below we mention a tweet in original form and after

529preprocessing was done:

5306.2 Algorithm setup

531We have used the algorithms mentioned in Sect. 5 for

532this task. Naive Bayes classifier was used considering

533the likelihood of features as Gaussian with prior based

534on class-ratio. For Support vector machines we used

535linear kernel with hyper-parameter C ¼ 1 in our exper-

536iments since they are found to be most useful for clas-

537sification of text data with high dimensional features.

538One-vs-rest2 strategy was followed to handle multi-class

539classification problem whenever required. In case of

540decision tree, Gini impurity score was used for each

541node without any tree depth with minimum sample in

542leaf nodes as 2. The tree will be expanded until all nodes

543are pure. Our random forest classifier works with 10

544decision trees with each tree as same configuration as

545above mentioned Decision Tree classifier. Adaboost

546classifier uses decision tree as its base estimator using

547‘‘SAMME’’ algorithm and learning rate = 1. A limit of

548maximum 50 estimator was put in place. ‘‘Deviance’’

549loss function was used for gradient boosting classifier

550with regression tree weak learners using ‘‘Friedman

551mean squared error’’ measure (Table 2).

Table 8 Counts of tweets for each class

Class number Train data count Test data count

Class 1 401 175

Class 2 210 81

Class 3 231 100

Class 4 75 36

Class 5 135 53

Class 6 252 119

Class 7 178 74

Total 1482 638

1FL011 https://raw.githubusercontent.com/nltk/nltk_data/gh-pages/packages/

1FL02corpora/stopwords.zip

2FL012 http://scikit-learn.org/stable/modules/multiclass.html#one-vs-the-

2FL02rest.

Int J Adv Eng Sci Appl Math

123
Journal : Large_Springer-India12572 Dispatch : 21-11-2017 Pages : 14

Article No. : 197
h LE h TYPESET

MS Code : AEAM-D-17-00027 h CP h DISK4 4

https://github.com/samiith/tweet_classification.git
https://raw.githubusercontent.com/nltk/nltk_data/ghpages/packages/%20corpora/stopwords.zip
https://raw.githubusercontent.com/nltk/nltk_data/ghpages/packages/%20corpora/stopwords.zip
https://raw.githubusercontent.com/nltk/nltk_data/ghpages/packages/%20corpora/stopwords.zip
https://raw.githubusercontent.com/nltk/nltk_data/ghpages/packages/%20corpora/stopwords.zip
http://scikit-learn.org/stable/modules/multiclass.html#one-vs-the-rest
http://scikit-learn.org/stable/modules/multiclass.html#one-vs-the-rest
http://scikit-learn.org/stable/modules/multiclass.html#one-vs-the-rest
http://scikit-learn.org/stable/modules/multiclass.html#one-vs-the-rest


R
E

V
IS

E
D

PR
O

O
F

552 6.3 Metrics used

553 We used Precision, Recall, F1, Macro-F1 and Micro-F1 as

554 evaluation metrics to evaluate the performances of the

555 algorithms. The measures Precision, Recall, F1 can be used

556 to evaluate the performances of the classifiers on individual

557 classes. Macro-F1 and Micro-F1 are used to evaluate the

558 performance of the classifier for the entire data, with test

559 instances from all the classes considered together. Defini-

560 tions of these evaluation measures are given below.

561 – Precision: For a given class, out of all the tweets that

562 are assigned that class label, what fraction of them

563 actually belong to that class, is called the precision. If

564 Actual denotes the set of tweets that belong to that class

565 and Predicted denotes the set of tweets that are

566 assigned to that class by the algorithm, then Precision

567 for the class can be computed as:

568

Precision ¼ jActual \ Predictedj
jPredictedj

570570 – Recall: For a given class, out of all the tweets that are

571 from that class, what fraction of them are predicted to

572 belong to that same class is called the Recall. If Actual

573 denotes the set of tweets that belong to that class and

574 Predicted denotes the set of tweets that are assigned to

575 that class by the algorithm, then Recall for the class can

576 be computed as:

577

Recall ¼ jActual \ Predictedj
jActualj

579579 – F1 score: F1 score for a class is the harmonic mean of

580 Precision and Recall obtained for the class. F-measure

581 for the class can be computed as:

582

F1 ¼ 2 � Precision � Recall

Precisionþ Recall

584584 – Macro-F1 score: In Macro-F1 we take summation of F1

585 scores of all the classes together and divide by the

586 number of classes. Thus giving equal weights to each

587 class. It gives the performance measure of the model

588 across all classes. Macro-F1 for binary classification

589 can be computed as:

590

Macro� F1 ¼
1

q

Xq

j¼1

F1ðTPj;FPj; TNj;FNjÞ

592592 where the TPj;FPj; TNj;FNj are the true positive, false

593 positive, true negative and false negative counts respec-

594 tively for only the jth label. In a multi-label classification

595scheme, there is no concept of in-class versus out-of-class.

596In this case, Macro-F1 is computed by treating each label

597as a binary classification scheme, then computing its F1,

598and then average over all labels.

599– Micro-F1 score: In Micro-F1 we calculate the F1 for

600individual classes and take their summation. Micro-F1

601favors classes with more data points. Micro-F1 for

602binary classification can be computer as:

603

Micro� F1 ¼ F1

Xq

j¼1

TPj;
Xq

j¼1

FPj;
Xq

j¼1

TNj;
Xq

j¼1

FNj

 !

605605where the TPj;FPj; TNj;FNj are the true positive, false

606positive, true negative and false negative counts respec-

607tively for only the jth label. For Micro-F1, we make M

608binary predictions (where M is the number of labels) for

609each of the N data points. We then compute F1 over those

610M � N predictions.

611In next section, we show our results and discuss what

612were the factors for such result.

6137 Results

614In this section, we discuss the results of our experiments

615with different choices of feature sets and algorithms.

6167.1 Results for the complete collection: all classes

617considered together

618We used Macro-F1 and Micro-F1 scores to determine the

619overall performance of each algorithm and feature set

620combination for the complete test dataset. The values for

621these measures are shown in Tables 9 and 10 respectively.

622It can be observed from the tables that SVM Linear with

623Feature set FS7 (unigrams ? derived ? manual) outper-

624forms all other feature set and algorithm combinations.

625SVM Linear with feature set FS3 (unigrams ? manual) and

626FS6 (unigrams ? bigrams ? derived) appear as close

627competitors. Although for Macro-F1, feature set FS3 per-

628form equally well as FS6 (unigrams ? bigrams ? derived),

629it achieves slightly higher score than FS3 according to

630Micro-F1 score.

6317.1.1 Comments about the feature sets

632As mentioned in Sect. 5.2, the performance of the classi-

633fication algorithms are generally found to depend a lot on

634the features used. In our work, along with tf–idf based

635features, we have used two different groups of features,

636namely, derived features and manual features. We analyze
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637 the experimental results thoroughly to see the usefulness of

638 these groups of features.

639 The feature sets FS1 (unigrams), FS2 (unigrams ?

640 bigrams), FS5 (unigrams ? derived) and FS6 (unigrams ?

641 bigrams ? derived) do not have manual features in them. If

642 we add the manual features with each of these feature sets,

643 we get the feature sets FS3 (unigrams ? manual), FS4

644 (unigrams ? bigrams ? manual), FS7 (unigrams ? derived

645 ? manual) and FS8 (unigrams ? bigrams ? derived ?

646 manual) respectively. If we refer to the Macro-F1 and

647 Micro-F1 scores again, we see that the performance gen-

648 erally improves whenever we add the manual features. If

649 we compare FS6 (unigrams ? bigrams ? derived) with FS8

650 (bigram ? derived ? manual), the performance improves

651 in around 50% of the cases. However, use of FS3 leads to

652 better scores than FS1 for almost all the algorithms.

653 Improvements in almost all algorithms are observed when

654 we use FS4 instead of FS2, and also if we use FS7 vs FS4.

655 This observation regarding manual features seems to

656 indicate the usefulness of the manual features considered in

657 our work.

658 Similarly, the feature sets FS1 (unigrams), FS2 (uni-

659 grams ? bigrams), FS3 (unigrams ? manual) and FS4

660 (unigrams ? bigrams ? manual) do not have derived

661 features in them. If we add derived features to each of these

662 feature sets, we get the feature sets FS5 (unigrams ?

663 derived), FS6 (unigrams ? bigrams ? derived), FS7 (uni-

664 grams ? derived ? manual) and FS8 (unigrams ? bigrams

665 ? derived ? manual) respectively. Again we refer to

666Tables 9 and 10 to understand the usefulness of these

667derived features. We see that, although in majority of the

668cases the feature set with derived features is working better

669than its counterpart without the derived features, the dif-

670ferences are not high. If we compare the values in Micro-

671F1 table, we see that FS5 performs better than FS1 for 4 of

672the 6 algorithms. For random forest, both the feature sets

673lead to same result. Similarly, results with FS6 are better or

674same as the results with FS2 for 5 of the 6 algorithms. For

675FS3 vs FS7 and FS4 vs FS8, we see that the improvements

676are not always there, and even if there is improvement, it is

677not much. This seems to indicate that if manual features are

678present, the derived features are generally not able to

679provide much boost to the performances of the algorithms.

680This is kind of expected, as the manual features are added

681keeping human expertise and intuition in the loop, and

682derived features (e.g. bag of important words, k-Nearest

683Neighbor votes) rely a lot on the statistics of the data.

684Hence derived features are supposed to be noisy for smaller

685dataset. However, the performance improvement obtained

686in around 50% of the cases indicate that derived features

687might be useful for the task if a larger dataset is available.

6887.1.2 Comments on the performance of individual

689classifiers

690In terms of the Micro-F1 and Macro-F1 scores, SVM

691Linear consistently outperformed all other algorithms for

692almost all the cases. The Precision, Recall and F1 scores for

Table 9 Macro-F1 scores

Algorithms FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8

Adaboost 0.6293 0.6020 0.6391 0.5955 0.6306 0.6312 0.6304 0.6073

Decision tree 0.5712 0.5789 0.6030 0.5899 0.5712 0.5869 0.6064 0.5770

Gradient boosting 0.6025 0.6166 0.6016 0.6073 0.5987 0.6189 0.6040 0.6087

NB Gaussian 0.4995 0.5477 0.4995 0.5477 0.4995 0.5477 0.4995 0.5477

Random forest 0.5180 0.4430 0.5704 0.5145 0.4981 0.4266 0.5258 0.4355

SVM Linear 0.6547 0.6425 0.6551 0.6443 0.6601 0.6551 0.6625 0.6528

Table 10 Micro-F1 scores

Algorithms FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8

Adaboost 0.6638 0.6477 0.6744 0.6466 0.6722 0.6677 0.6600 0.6439

Decision tree 0.6096 0.6099 0.6308 0.6095 0.6108 0.6163 0.6294 0.6048

Gradient boosting 0.6389 0.6552 0.6456 0.6490 0.6457 0.6588 0.6445 0.6556

NB Gaussian 0.5327 0.5878 0.5327 0.5878 0.5327 0.5878 0.5327 0.5878

Random forest 0.5838 0.5243 0.6458 0.6068 0.5824 0.5105 0.6281 0.5228

SVM Linear 0.7011 0.6939 0.7055 0.6964 0.7081 0.7081 0.7089 0.7047
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693 all the classes for the feature set FS7 is shown in Fig. 1a–c

694 respectively. From the graphs, it is clear that random forest

695 has highest Precision for all the classes. However, it has

696 very poor Recall, for all the classes. It indicates that ran-

697 dom forest is not able to put a tweet in appropriate class

698most of the times. On other hand decision tree Classifier

699performs reasonably well. Random forest is an ensemble of

700multiple decision trees. Each of these underlying decision

701trees (base learners) have a different sample of the original

702dataset. It appears that the classification function learned

703by these individual decision trees suffer from the sparse-

704ness of the data, and when a combination of the individual

705trees’ decisions are taken into account for the final decision

706of the test tweet’s class, the random forest classifier is

707getting confused.

708On the other hand, SVM performs well consistently. For

709almost all the classes, it achieves a second-best precision

710(after Random Forest) and also has high recall for all the

711classes. This might be attributed to the generalization

712property of SVM. All other methods show moderate per-

713formance throughout, for all the classes and all evaluation

714metrics.

715We also notice that Naive Bayes algorithm has the least

716impact of adding new features. A significant F1 score

717improvement is there from unigram to unigram ? bigram

718features. However addition of manual features and derived

719features had no extra effect over unigrams ? bigrams.

7207.2 Results for individual classes

721The F1 scores obtained by the different algorithms for the

722classes 1 to 7 are shown in Tables 11, 12, 13, 14, 15, 16, 17

723respectively. We summarize this information in Table 18

724to indicate the algorithm and feature set combination that

725obtained best value of according to the F1 score.

726It can be observed from Table 18 that SVM Linear

727outperforms all other algorithms for all classes except class

7284. For classes 4, 6 and 7 SVM performed best with feature

729set FS7 which is a combination of tf–idf with manual and

730derived features. decision tree crosses SVM by large

731margin for class 4, possibly due to lack of sufficient of

732training examples. Class 4 has the lowest number of

733training examples (75). Due to the less number of training

734data, all algorithms perform poorly for this class.

735In next section we conclude our findings and how our

736approach can be modified in future to achieve better result.

b Fig. 1 Performance of the different algorithms for different classes,

while using Feature Set FS7 (unigram ? manual ? derived). In the

individual figures, each stack of bars is for a particular class. Class 1

is Resources available, Class 3 is Resources required, Class 3 is

Medical resources available, Class 4 is Medical resources required,

Class 5 is Requirements/Availability of resources at specific loca-

tions, Class 6 is Activities of various NGOs/Government organiza-

tions, Class 7 is Infrastructure damage and restoration reported a
Precision scores obtained by different classes for Feature set FS7 b
Recall scores obtained by different classes for Feature set FS7 c F1

scores obtained by different classes for Feature set FS7
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Table 11 F1 scores for class 1: resources available

Algorithms FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8

Adaboost 0.6951 0.6786 0.6878 0.6745 0.7118 0.6938 0.6878 0.6492

Decision tree 0.6363 0.6594 0.6927 0.6480 0.6571 0.6666 0.6908 0.6426

Gradient boosting 0.6940 0.6932 0.6932 0.6845 0.7062 0.6909 0.7030 0.6936

NB Gaussian 0.5984 0.6318 0.5984 0.6318 0.5984 0.6318 0.5984 0.6318

Random Forest 0.6644 0.5953 0.6821 0.6495 0.6558 0.6298 0.6840 0.5866

SVM Linear 0.7405 0.7289 0.7383 0.7305 0.7500 0.7433 0.7398 0.7383

Table 12 F1 scores for class 2: resources required

Algorithms FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8

Adaboost 0.6760 0.6962 0.7066 0.7320 0.6760 0.6962 0.6486 0.7320

Decision tree 0.6193 0.5766 0.6625 0.6265 0.6538 0.6540 0.6666 0.6097

Gradient boosting 0.6891 0.7083 0.6938 0.6928 0.6573 0.7034 0.6712 0.7006

NB Gaussian 0.5100 0.5507 0.5100 0.5507 0.5100 0.5507 0.5100 0.5507

Random forest 0.6461 0.5217 0.7297 0.6814 0.5299 0.5203 0.6515 0.5641

SVM Linear 0.6986 0.7123 0.7074 0.7466 0.6849 0.7123 0.6986 0.7432

Table 13 F1 scores for class 3: medical resources available

Algorithms FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8

Adaboost 0.8020 0.7826 0.7900 0.8061 0.8121 0.7826 0.8059 0.7821

Decision tree 0.7342 0.7511 0.6969 0.7537 0.7272 0.7393 0.7029 0.7326

Gradient boosting 0.7650 0.7708 0.7817 0.7860 0.7826 0.7812 0.7860 0.7821

NB Gaussian 0.4607 0.5833 0.4607 0.5833 0.4607 0.5833 0.4607 0.5833

Random forest 0.6707 0.6233 0.7441 0.7708 0.7058 0.5827 0.7978 0.6745

SVM Linear 0.7724 0.8108 0.7789 0.7916 0.7830 0.8235 0.7875 0.7916

Table 14 F1 scores for class 4: Medical resources required

Algorithms FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8

Adaboost 0.5263 0.4210 0.4482 0.3396 0.4062 0.4545 0.4912 0.4126

Decision tree 0.3157 0.3928 0.5151 0.5230 0.3225 0.3846 0.5588 0.4657

Gradient boosting 0.5090 0.4705 0.4333 0.4642 0.4363 0.4615 0.5161 0.4642

NB Gaussian 0.2666 0.2978 0.2666 0.2978 0.2666 0.2978 0.2666 0.2978

Random forest 0.1538 0.0540 0.1999 0.1052 0.1538 0.0540 0.0540 0.0200

SVM Linear 0.3750 0.3478 0.3404 0.3404 0.3750 0.3478 0.3750 0.3404

Table 15 F1 scores for class 5: Requirements / availability of resources at specific locations

Algorithms FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8

Adaboost 0.3555 0.3544 0.4166 0.3529 0.4395 0.3863 0.4200 0.3516

Decision tree 0.3396 0.4561 0.3333 0.3275 0.3238 0.4210 0.3269 0.3333

Gradient boosting 0.3846 0.3947 0.3846 0.3684 0.3589 0.3947 0.3684 0.3243

NB Gaussian 0.4464 0.4666 0.4464 0.4666 0.4464 0.4666 0.4464 0.4666

Random forest 0.3943 0.2222 0.3076 0.2258 0.2258 0.2461 0.2295 0.1875

SVM Linear 0.5057 0.4691 0.5057 0.4634 0.5054 0.4938 0.5054 0.4938
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737 8 Conclusion and future work

738 In this paper we discussed our approach of classifying

739 disaster related tweets according to the insights they might

740 contain. It is evident that the derived and manual features

741 proposed in the work help the algorithms in achieving

742 better performances over traditional term frequency related

743 features. We have also showed through detailed analysis

744 that SVM classifier performs much better than other off-

745 the-shelf classifiers like Naive Bayes, random forest,

746 decision tree, Adaboost and gradient boosting.

747 In future we plan to use Deep Learning based techniques

748 which can eliminate feature engineering. There is need to

749 cater to specific class related situations like one class can

750 be a proper subset of other class. One such example can be

751 seen in our dataset as in case of Resources required and

752Medical resources required. It is clear that if a tweet

753belongs to the latter must also belong to former but not vice

754versa. It might be interesting to see the performance of the

755classification if we consider possible hierarchical relation-

756ships between the classes.

757If the tweets for specific insight categories can be

758identified, then one can summarize the tweets to prepare a

759short summary of the situation and activities being per-

760formed in the affected regions. It would be interesting to

761see whether we can monitor the progress of rescue and

762relief operations using a time-line of tweets.

763
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Table 18 List of best algorithm and feature set for each class

Class

number

Best performance (Algorithm ? Feature set)

Class 1 SVM linear ? FS5 (unigrams ? derived)

Class 2 SVM linear ? FS4 (unigrams ? bigrams ? manual)

Class 3 SVM linear ? FS6(unigrams ? bigrams ? derived)

Class 4 Decision tree ? FS7 (unigrams ? manual ? derived)

Class 5 SVM linear ? FS1 (unigrams) and FS3 (unigrams ?

manual)

Class 6 SVM linear ? FS7 (unigrams ? manual ? derived)

Class 7 SVM linear ? FS7 (unigrams ? manual ? derived)

Table 16 F1 scores for class 6: Activities of various NGOs / government organizations

Algorithms FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8

Adaboost 0.5100 0.4088 0.5463 0.4086 0.5151 0.5388 0.5308 0.4536

Decision tree 0.4810 0.3465 0.4818 0.3823 0.4588 0.3671 0.4669 0.3723

Gradient boosting 0.3558 0.4505 0.4071 0.4293 0.4497 0.4835 0.3832 0.4640

NB Gaussian 0.5083 0.5480 0.5083 0.5480 0.5083 0.5480 0.5083 0.5480

Random forest 0.3225 0.2448 0.4634 0.3116 0.3647 0.2638 0.4000 0.2820

SVM Linear 0.5882 0.5492 0.6048 0.5583 0.6124 0.5940 0.6132 0.5911

Table 17 F1 scores for class 7: Infrastructure damage and restoration reported

Algorithms FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8

Adaboost 0.8400 0.8724 0.8783 0.8552 0.8533 0.8666 0.8285 0.8701

Decision tree 0.8724 0.8701 0.8387 0.8684 0.8552 0.8758 0.8322 0.8831

Gradient boosting 0.8201 0.8285 0.8175 0.8260 0.7999 0.8175 0.7999 0.8321

NB Gaussian 0.7058 0.7555 0.7058 0.7555 0.7058 0.7555 0.7058 0.7555

Random forest 0.7741 0.8396 0.8656 0.8571 0.8507 0.6896 0.8636 0.7540

SVM Linear 0.9027 0.8794 0.9103 0.8794 0.9103 0.8714 0.9178 0.8714
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