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Abstract

The current task setting and constructed001
datasets for Multi-Document Scientific Sum-002
marization (MDSS) have led to a significant003
gap between existing research and practical ap-004
plications. However, the emergence of Large005
Language Models (LLMs) provides us with006
an opportunity to address MDSS from a more007
practical perspective. To this end, we redefine008
MDSS task based on the scenario that auto-009
matically generates the entire related work sec-010
tion, and then construct a corresponding new011
dataset, ComRW. We first conduct a compre-012
hensive evaluation of the performance of dif-013
ferent LLMs on the newly defined task, and014
identify three common deficiencies in their abil-015
ity to address MDSS task: low coverage of016
reference papers, disorganized structure, and017
high redundancy. To alleviate these three defi-018
ciencies, we propose an Iterative Introspection019
based Refinement (IIR) method that utilizes020
LLMs to generate higher-quality summaries.021
The IIR method uses prompts equipped with022
Chain-of-Thought and fine-grained operators023
to treat LLMs as an evaluator and a generator024
to evaluate and refine the three deficiencies, re-025
spectively. We conduct thorough automatic and026
human evaluation to validate the effectiveness027
of our method. The results demonstrate that the028
proposed IIR method can effectively mitigate029
the three deficiencies and improve the qual-030
ity of summaries generated by different LLMs.031
Moreover, our exploration provides insights for032
better addressing MDSS task with LLMs.033

1 Introduction034

Multi-Document Scientific Summarization035

(MDSS) aims to generate a concise and condensed036

summary for a group of topic-relevant scientific037

articles. In order to meet the training demand of038

data-driven abstractive summarization models, the039

existing MDSS studies (Chen et al., 2021, 2022;040

Wang et al., 2023a) mainly focus on the scenario of041

automatically generating related work of academic042

Figure 1: Example of related work section

papers. When constructing the corresponding 043

datasets, such as Multi-Xscience (Lu et al., 2020), 044

TAD (Chen et al., 2022) and TAS2 (Chen et al., 045

2022), individual paragraphs of a related work 046

section are used as gold standard summaries, and 047

the abstract section of the target paper and the 048

reference papers are used as input documents. 049

Such task setting and constructed datasets have 050

greatly advanced research on MDSS. 051

However, we argue that the above task setting 052

and constructed datasets induce three drawbacks: 053

(1) The gold standard summary is merely a para- 054

graph of a related work section in the current task 055

setting. However, the content and structural styles 056

of paragraphs in different positions of the related 057

work section vary significantly, as shown in Fig- 058

ure 1. Therefore, datasets built based on this task 059

setting are prone to problems like missing context 060

and incomplete structure. (2) The input documents 061

of the datasets are only the abstract section of the 062

papers. However, the information required to gen- 063

erate the summary may come from other sections 064

of the papers. Therefore, incomplete input informa- 065

tion may make it difficult to infer parts of the gold 066

summary from the input, known as the intrinsic 067

hallucination issue (Maynez et al., 2020; Ji et al., 068

2023). (3) In existing datasets, all citation mark- 069

ers (such as “Kambhatla (2004)” in Figure 1) are 070

normalized to a particular symbol “@cite”, making 071

it difficult to locate different reference papers in 072

the generated summaries. The above three draw- 073

backs have led to a significant gap between existing 074
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research on MDSS and practical applications, re-075

sulting in the neglect of content consistency and076

structural rationality which should be emphasized077

in MDSS.078

Recently, Large Language Models (LLMs), such079

as GPT-3.5 (Ouyang et al., 2022) and GPT-4080

(Achiam et al., 2023), have demonstrated remark-081

able capabilities in tackling numerous reasoning082

and text generation tasks. These capabilities offer083

exciting new solutions for MDSS task, that is, lever-084

aging the powerful text generation and in-context085

learning (Brown et al., 2020) ability of LLMs to086

solve MDSS task more flexibly from a perspective087

closer to practical applications.088

In this regard, although previous researchers089

(Haman and Školník, 2023; Huang and Tan, 2023;090

Agarwal et al., 2024; Martin-Boyle et al., 2024)091

have attempted to utilize LLMs to address MDSS092

from the perspective of practical applications, their093

work has only stayed at the level of qualitative094

analysis of LLMs. For instance, Martin-Boyle095

et al. (2024) use citation graphs to analyze the dif-096

ference in structural complexity between human-097

written summaries and GPT-4 generated sum-098

maries. Huang and Tan (2023) discuss the role099

and advantages of LLMs in assisting the literature100

review process. However, we argue that these stud-101

ies fail to provide a systematic and comprehensive102

evaluation of the performance of LLMs on MDSS103

task by constructing reasonable datasets, rendering104

the shortcomings of LLMs in addressing MDSS105

remaining unknown.106

To solve the above issue, we start from the per-107

spective of practical applications of MDSS and108

redefine MDSS task as given the full text of a target109

paper and all the reference papers cited by it as110

input documents, the goal is to generate the entire111

related work section of the target paper. Based on112

the definition, we construct a new dataset called113

ComRW, which contains 60 instances, each includ-114

ing a target paper, several reference papers, and a115

gold summary.116

Based on ComRW dataset, we conduct a com-117

prehensive evaluation of the performance of LLMs118

on MDSS task. Specifically, the evaluation is con-119

ducted on different closed-source LLMs and open-120

source LLMs, and compared with fully-trained121

models BART (Lewis et al., 2020) and EDITSum122

(Wang et al., 2023a). The results reveal that al-123

though LLMs are not yet comparable to EDIT-124

Sum in terms of ROUGE (Lin, 2004) metric, both125

BERTScore (Zhang et al., 2019) metric and human126

evaluation results indicate that the quality of sum- 127

maries generated by LLMs is higher, showcasing 128

their strong capability in addressing MDSS task. 129

According to the results, we also identify three ma- 130

jor common deficiencies of LLMs in generating 131

summaries: (1) Low Coverage of Reference Pa- 132

pers: LLMs tend to omit some input reference pa- 133

pers in the generated summaries; (2) Disorganized 134

Structure: the structure of summaries generated 135

by LLMs is unclear, with disorganized sub-topics; 136

(3) High Redundancy: the summaries generated 137

by LLMs contain much redundant or repetitive con- 138

tent. 139

Regarding the above three deficiencies, we 140

further propose an Iterative Introspection based 141

Refinement (IIR) method that utilizes LLMs to gen- 142

erate higher-quality summaries. Specifically, IIR 143

divides the summary generation process into draft 144

generation and iterative refinement stages. While 145

the concept of iterative refinement has been widely 146

employed in text editing (Iso et al., 2020; Awasthi 147

et al., 2019; Schick et al., 2022), the novelty of our 148

work lies in leveraging the powerful natural lan- 149

guage evaluation capability (Liu et al., 2023a; Fu 150

et al., 2023; Chiang and Lee, 2023) and instruction- 151

following ability of LLMs by designing reasonable 152

prompts. Concretely, we design prompts equipped 153

with Chain-of-Thought (Wei et al., 2022) and fine- 154

grained operators to treat LLMs as an evaluator 155

and a generator to evaluate and refine the three 156

deficiencies, respectively and iteratively. 157

We conduct both automatic and human evalua- 158

tion to validate the effectiveness of our IIR method. 159

The results indicate that IIR method can effectively 160

alleviate the three deficiencies of LLMs, thereby 161

enhancing the quality of generated summaries. 162

Our contributions are: (1) We redefine MDSS 163

task from the perspective of practical applications 164

and conduct a comprehensive evaluation of the per- 165

formance of LLMs on MDSS. (2) We propose IIR1 166

method to mitigate the three deficiencies of LLMs 167

in addressing MDSS task. (3) Both automatic and 168

human evaluations validate the effectiveness and 169

universality of our IIR method. 170

2 Task Redefinition 171

The existing task setting of MDSS and constructed 172

datasets lead to a significant gap between exist- 173

ing research on MDSS and practical applications. 174

Hence, in this paper, we redefine MDSS task from 175

a more practical perspective. The new definition 176

1The code will be released if accepted.

2



is: Given the full text of a target paper that needs 177

to generate a related work section, along with the178

full text of all reference papers in the related work179

section of the target paper as input, the goal is180

to generate the entire related work section of the181

target paper.182

Our new definition differs from the previous one183

in the following three aspects: (1) In our setting,184

the gold summary is the full text of the related185

work section, avoiding the problems of missing186

context and incomplete structure caused by using187

only paragraphs as gold summary. (2) In our set-188

ting, the input documents consist of the full texts of189

the target paper and reference papers, thus avoiding190

the intrinsic hallucination issue caused by incom-191

plete input information. (3) We retain all citation192

markers within the gold summary, which facilitates193

precise location of different reference papers and194

enables us to assess content consistency of the gen-195

erated summary.196

3 Basic Performance Analysis of LLMs197

According to the above task definition, we first198

construct a new dataset ComRW. The construction199

process and dataset analysis of ComRW are intro-200

duced in Appendix A. Please refer to Appendix A201

for more details.202

In this section, we conduct a comprehensive eval-203

uation of LLMs’ performance on MDSS task based204

on ComRW dataset.205

3.1 Evaluation Setup206

Model Selection We test the performance on: (a)207

Closed-source LLMs, represented by models like208

GPT-3.52 (Ouyang et al., 2022), GPT-43 (Achiam209

et al., 2023), and Claude 3.54 (Anthropic, 2024),210

(b) Open-source LLMs, represented by DeepSeek-211

v3 (Liu et al., 2024) and Llama-3.1-8B (Dubey212

et al., 2024). We use one-shot prompting to inter-213

act with LLMs. The prompt design strategies for214

LLMs are introduced in Appendix B. To effectively215

demonstrate the performance of LLMs, we com-216

pare them with previous fully-trained MDSS mod-217

els. For this purpose, we choose the state-of-the-art218

MDSS model EDITSum (Wang et al., 2023a) and219

the widely-used pretrained text generation model220

BART (Lewis et al., 2020) for comparison. The221

detailed settings for EDITSum and BART are in-222

troduced in Appendix C.223

2We use the gpt-3.5-turbo-0125 variant.
3We use the gpt-4-0125-preview variant.
4We use the claude-3-5-sonnet-20240620 variant.

Table 1: Automatic evaluation of LLMs and other mod-
els on ComRW dataset.

Model R-1(%) R-2(%) R-L(%) BS(%) G-Eval

BART 42.53 11.13 40.35 84.21 1.69
EDITSum 48.51 12.11 44.42 84.79 2.01

Llama-3.1-8B 42.50 9.72 39.70 84.97 2.14
DeepSeek-v3 47.11 12.03 43.95 86.83 3.03
Claude 3.5 46.11 11.89 43.02 86.56 2.74
GPT-3.5 43.83 11.38 40.59 86.26 2.46
GPT-4 46.43 11.96 43.31 86.7 3.49

Evaluation Metrics We use ROUGE-1/2/L (R- 224

1/R-2/R-L) (Lin, 2004) and BERTScore (BS) 225

(Zhang et al., 2019) as the automatic metrics. We 226

also employ a LLM-based metric G-Eval (Liu 227

et al., 2023a), which utilizes GPT-4 with Chain- 228

of-Thought and a form-filling paradigm to assess 229

summary quality, with scores ranging from 1 to 5. 230

Furthermore, we also conduct human evaluation 231

to ensure a more reliable and comprehensive as- 232

sessment. 233

3.2 Evaluation Results 234

The result of automatic evaluation is shown in Ta- 235

ble 1. We conclude two observations from it. 236

Firstly, apart from GPT-3.5 and Llama-3.1-8B, 237

other LLMs are able to outperform BART on 238

most metrics such as ROUGE-1/L, BERTScore, 239

and G-Eval. However, when compared with ED- 240

ITSum, we can find that all LLMs variants lag 241

behind EDITSum on ROUGE metric. The best- 242

performing LLM variant is DeepSeek-v3, achiev- 243

ing ROUGE-1/2/L scores of 47.11/12.03/43.95, 244

which show a noticeable gap compared with ED- 245

ITSum’s performance of 48.51/12.11/44.42. How- 246

ever, on BERTScore and G-Eval, all LLM variants 247

surpass EDITSum. The best-performing model 248

on BERTScore, DeepSeek-v3, achieves a score 249

of 86.83, which exceeds EDITSum by 2.04%. 250

Similarly, the leading model on G-Eval, GPT-4, 251

achieves a score of 3.49, exceeding EDITSum by 252

1.48. The above result demonstrates that LLMs 253

have strong zero-shot learning ability and can 254

achieve satisfactory results on MDSS task. 255

Secondly, the best performing closed-source 256

LLM is GPT-4, while the best performing 257

open-source LLM is DeepSeek-v3. Meanwhile, 258

DeepSeek-v3 outperforms GPT-4 on most met- 259

rics except G-Eval. This will encourage more re- 260

searchers to use open-source LLMs to solve MDSS 261

task at a lower cost and in a more flexible way. 262

The result of human evaluation is introduced in 263

Appendix D. Please refer to Appendix D for the 264

detailed human evaluation settings and results. 265
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Target Paper

Reference Papers

Objective

Motivation

Method

Result

Conclusion

Advantage

Limitation

Initial Draft Prompt

1. Judge if there is any
missing reference paper?
2. If yes, then suplement
these papers.
3. If no, then stop.

Revised Draft
Step 1：Reference Paper

Supplement

Evaluator Prompt

1. Judge the structural
rationality.
2. Provide one suggestion.

LLM

LLM

Generator Prompt

Revise the draft according
to the provided suggestion.

LLM

Suggestion
Step 2: Structural Rationality

Enhancement

Evaluator Prompt

1. Judge the content
succinctness.
2. Provide one feedback.

LLM

Generator Prompt

Revise the draft according
to the provided feedback. 

LLM

Feedback
Step 3: Content Succinctness

Enhancement

Revised Draft

Revised Draft

Revised Draft

Revised Draft

Key Aspects Extraction

Figure 2: The framework of our IIR method.

3.3 Deficiencies of Summaries Generated by266

LLMs267
Human evaluation result in Appendix D shows that268

LLMs tend to overlook some reference papers, re-269

sulting in low coverage of references in the gen-270

erated summaries. Additionally, we also identify271

two other common deficiencies of LLMs: disorga-272

nized structure and high redundancy. Disorga-273

nized structure refers to the structure of summaries274

generated by LLMs is unclear, with disorganized275

sub-topics, while high redundancy refers to the276

summaries generated by LLMs contain much re-277

dundant or repetitive content. We provide detailed278

analyses of the two deficiencies in Appendix E.279

4 Method280

In this section, we propose Iterative Introspection281

based Refinement (IIR) method, which utilizes282

LLMs with prompt engineering to mitigate the283

above three deficiencies in LLM-generated sum-284

maries. IIR consists of four modules: Key Aspects285

Extraction, Reference Paper Supplement, Struc-286

tural Rationality Enhancement, and Content Suc-287

cinctness Enhancement. The framework of IIR is288

illustrated in Figure 2.289

4.1 Key Aspects Extraction290

We use the LLM-generated summary from Section291

3 as the draft for further refinement. Due to the292

context window limitation of LLMs, only the Ab-293

stract, Introduction, and Conclusion sections are294

used as input in Section 3, which may cause some295

key information missing when summarizing. To296

ensure the integrity of input information during297

refinement, we extract the key aspects of each pa-298

per as additional input, given the limited context299

window of LLMs. 300

To this end, we refer to the scientific concept 301

classification scheme proposed by Teufel (2010) 302

to classify aspects of scientific articles relevant to 303

summarization tasks into the following seven cat- 304

egories: Objective, Motivation, Method, Results, 305

Conclusion, Advantage, and Limitation. Then, we 306

employ LLMs as a Key Aspects Extractor to ex- 307

tract or generate statements for each aspect from 308

every input paper. The prompt used for the Key 309

Aspects Extractor is shown in Appendix H.2. 310

4.2 Reference Paper Supplement 311

After Key Aspects Extraction, we utilize LLMs to 312

add the missing reference papers to the summary. 313

In the prompt setting for interacting with LLMs, 314

the target paper, the reference papers, and the draft 315

are provided in the form of key-value pairs in JSON 316

format. We adopt a Chain-of-Thought (Wei et al., 317

2022) based prompting method, requiring LLMs 318

to first count the number of the input reference 319

papers, then count those included in the draft, and 320

compare the two to judge if they are equal. If not, 321

the draft must be revised to include the missing 322

reference papers. This process iterates until LLMs 323

determine that no further modifications are needed. 324

The prompt used for Reference Paper Supplement 325

(Ref_Supple) is shown in Appendix H.3. 326

4.3 Structural Rationality Enhancement 327

After Ref_Supple, we take the draft obtained from 328

it, along with key aspects of the target paper and 329

reference papers, as input for Structural Rationality 330

Enhancement (Struc_Enhance). We employ LLMs 331

as an evaluator and a generator, respectively. The 332

evaluator gives feedbacks and refinement sugges- 333

tions on structural rationality of the draft, while the 334

generator refines the draft based on the feedbacks 335

and refinement suggestions. 336

In the preliminary experiment, we empirically 337

observe that, when providing general and vague 338

revising feedback, the generator tends to make ex- 339

tensive revisions to the draft, which causes two 340

problems: First, it is difficult to track the modifica- 341

tion trajectory of LLMs and difficult to evaluate the 342

effectiveness of the modifications; Second, LLMs 343

are prone to omitting some reference papers again 344

when revising the draft, rendering the Ref_Supple 345

step ineffective. 346

To address the above two problems, we design 347

a fine-grained and controllable prompt method 348

equipped with Chain-of-Thought and fine-grained 349

operators for the evaluator and generator. Specif- 350
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ically, we refer to the operations commonly used351

in text editing systems (Reid and Neubig, 2022;352

Liu et al., 2023b), and predefine five types of possi-353

ble refinement operations: Modify, Delete, Insert,354

Move and Merge. Details about these operations355

are listed in Table 7 of Appendix F. The five types356

of operations are applied at the sentence level and357

each draft sentence is labeled with a unique identi-358

fier “<SENTENCE_?>”. This setting guarantees359

the generated feedbacks and suggestions are spe-360

cific and easily traceable.361

When prompting LLMs as the evaluator, we362

require LLMs to identify all sentences of the363

draft into different sub-topics, and then determine364

whether the division of these sub-topics is appro-365

priate or whether they can be merged. This process366

helps identify structural irrationalities in the cur-367

rent draft and provides corresponding suggestions.368

The suggestions should be from the predefined op-369

erations of Table 7. The prompt for the evaluator is370

shown in Appendix H.4.371

When prompting LLMs as the generator, we372

require LLMs to revise the draft strictly in accor-373

dance with the suggestions from the evaluator. The374

prompt for the generator is also shown in Appendix375

H.4. Finally, to prevent conflicts of sentence identi-376

fiers after different operations, the evaluator is re-377

quired to give only one suggestion at a time, ensur-378

ing that there are no conflicts between suggestions.379

The evaluation-generation process then proceeds380

iteratively to continuously improve the structural381

rationality of the draft. The complete process is382

shown in algorithm 1 of Appendix.383

4.4 Content Succinctness Enhancement384

After Struc_Enhance, we further take the draft from385

it as input for Content Succinctness Enhancement386

(Cont_Enhance). We employ LLMs as a content387

succinctness evaluator and a content succinctness388

generator. The evaluator needs to inspect and pro-389

vide feedbacks on the corresponding three aspects390

of high redundancy illustrated in Appendix E.2. We391

also predefine three types of text editing operations:392

Modify, Delete, and Merge. Details of these oper-393

ations are listed in Table 8 of Appendix F. Since394

the operations in this step are simpler than those395

required for Cont_Enhance, no iteration is required396

for this step. The revision of the draft is completed397

in only one evaluation-generation process. The398

prompts for the content succinctness evaluator and399

generator are shown in Appendix H.5.400

5 Experiments 401

In this section, we conduct experiments to validate 402

the effectiveness of the proposed IIR method. 403

5.1 Experimental Setup 404

Metrics We employ the same automatic and hu- 405

man evaluation as in Section 3.1. 406

Chosen LLMs We choose GPT-4 and DeepSeek- 407

v3 as representatives of the closed-source and open- 408

source LLMs, respectively. 409

Compared Prompting Method To show the su- 410

periority of our IIR method, we compare it with 411

other LLM prompting methods. Specifically, we 412

introduce a new direct prompting method called 413

Single-Turn Prompt (SinTurn). SinTurn also uti- 414

lizes LLMs as both the evaluator and the gener- 415

ator. However, it differs in that, the evaluator of 416

SinTurn directly evaluates the six aspects of re- 417

lated work: Critical Analysis, Structural Rational- 418

ity, Grammatical Fluency, Content Succinctness, 419

Reference Coverage, and Content Consistency, and 420

then it directly provide feedbacks and suggestions 421

without predefined operations. Subsequently, the 422

generator revises the draft based on the feedbacks 423

and suggestions from the evaluator. 424

More experimental details are introduced in Ap- 425

pendix G. 426

5.2 Experimental Results 427

5.2.1 Automatic Evaluation 428

In automatic evaluation, we report the progressive 429

performance of each step of IIR: Reference Pa- 430

per Supplement (Ref_Supple), Structural Rational- 431

ity Enhancement (Struc_Enhance), and Content 432

Succinctness Enhancement (Cont_Enhance). The 433

results of GPT-4 and DeepSeek-v3 are shown in 434

Table 2 and 3. We have the following two observa- 435

tions. 436

(1) The compared method SinTurn fails to im- 437

prove the performance of the drafts, with notable 438

decreases across various metrics. This indicates 439

that it is challenging for LLMs to simultaneously 440

enhance multiple aspects that affect summary qual- 441

ity. Additionally, without predefined operations, 442

the evaluator can only provide general and vague 443

suggestions, which leads to extensive revisions and 444

causes the quality of the revised draft drop sig- 445

nificantly. Conversely, our IIR method addresses 446

the three main deficiencies of LLMs through itera- 447

tive introspection based refinement with predefined 448

operations, therefore bringing substantial improve- 449

ments on summary performance. 450
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Table 2: Automatic evaluation results on GPT-4. Structural Rationality Enhancement (Struc_Enhance) includes
three iterations (#1, #2, #3).

Summary Type R-1 (%) R-2 (%) R-L (%) BS (%) G-Eval
Initial Draft 46.43 11.96 43.31 86.7 3.49
SinTurn 44.17 10.36 42.16 85.85 3.08

IIR
After Ref_Supple 46.85 (↑ 0.42) 12.68 (↑ 0.72) 43.67 (↑ 0.36) 86.81 (↑ 0.11) 3.53 (↑ 0.04)
After Struc_Enhance (#1) 47.13 (↑ 0.28) 12.75 (↑ 0.07) 43.85 (↑ 0.18) 86.77 (↓ 0.04) 3.56 (↑ 0.03)
After Struc_Enhance (#2) 47.28 (↑ 0.15) 12.73 (↓ 0.02) 43.96 (↑ 0.11) 86.75 (↓ 0.02) 3.55 (↓ 0.01)
After Struc_Enhance (#3) 47.32 (↑ 0.04) 12.76 (↑ 0.03) 44.11 (↑ 0.15) 86.74 (↓ 0.01) 3.58 (↑ 0.03)
After Cont_Enhance 47.58 (↑ 0.26) 12.68 (↓ 0.08) 44.29 (↑ 0.18) 86.76 (↑ 0.02) 3.56 (↓ 0.02)

Table 3: Automatic evaluation results on DeepSeek-v3.

Summary Type R-1 (%) R-2 (%) R-L (%) BS (%) G-Eval
Initial Draft 47.11 12.03 43.95 86.83 3.03
SinTurn 45.83 10.67 41.94 86.42 2.77

IIR
After Ref_Supple 47.79 (↑ 0.69) 12.79 (↑ 0.76) 44.48 (↑ 0.53) 86.96 (↑ 0.13) 3.08 (↑ 0.05)
After Struc_Enhance (#1) 47.87 (↑ 0.08) 12.84 (↑ 0.05) 44.7 (↑ 0.22) 86.92 (↓ 0.04) 3.15 (↑ 0.07)
After Struc_Enhance (#2) 47.9 (↑ 0.03) 12.89 (↑ 0.05) 44.74 (↑ 0.04) 86.91 (↓ 0.01) 3.16 (↑ 0.01)
After Struc_Enhance (#3) 48.04 (↑ 0.14) 12.95 (↑ 0.06) 44.78 (↑ 0.04) 86.9 (↓ 0.01) 3.2 (↑ 0.04)
After Cont_Enhance 48.83 (↑ 0.79) 12.98 (↑ 0.03) 45.5 (↑ 0.72) 86.87 (↓ 0.03) 3.17 (↓ 0.03)

(2) On both GPT-4 and DeepSeek-v3, each mod-451

ule of IIR can enhance the performance of sum-452

mary on most metrics. After Ref_Supple, the sum-453

mary achieves obvious improvements in ROUGE-454

1/2. This is because this module supplements the455

missing reference papers in the summary, thus in-456

creasing the informativeness of the summary. Af-457

ter Struc_Enhance, the summary shows improve-458

ments over the Ref_Supple module in all metrics459

except for BERTScore metric. When looking at460

each step of this module (#1, #2, #3), since the461

generator performs only one operation each time,462

the performance change before and after each it-463

eration is minimal. After Cont_Enhance, a large464

increase in ROUGE-1/L can be observed compared465

with Struc_Enhance. Finally, comparing the fi-466

nal refined summary to the initial draft, we ob-467

serve noticable improvements on the five metrics.468

Specifically, the performance for GPT-4 increases469

by 1.15%, 0.72%, 0.98%, 0.06%, and 0.07, while470

for DeepSeek-v3, the increases are 1.72%, 0.95%,471

1.55%, 0.04% and 0.14. The result demonstrates472

the effectiveness and universality of our IIR method473

in improving the quality of summaries generated474

by different types of LLMs.475

5.2.2 Human Evaluation476

We further conduct human evaluation to analyze477

the impact of IIR on summary quality in a more478

specific and comprehensive way.479

Overall Performance The first human evalua-480

tion compares our IIR method against SinTurn and481

the initial draft. The evaluation settings are gener-482

Table 4: Human evaluation results of different prompt
methods on ComRW dataset.

Summary Type CA SR GF CS RC CC
Initial Draft 2.067 1.967 2.533 1.633 73.53% 2.667
SinTurn 2.5 2.467 2.6 2.133 71.02% 2.667
IIR 2.267 2.7 2.6 2.733 88.94% 2.6

ally the same as those of Appendix D, but differ in 483

that the ranking score is from 3 (best) to 1 (worst). 484

We use the summaries generated by GPT-4 for hu- 485

man evaluation. 486

The result is shown in Table 4. We draw three 487

conclusions from it: (1) Comparing the initial 488

draft with IIR, we find that IIR brings obvious im- 489

provements on Reference Coverage (RC), Struc- 490

tural Rationality (SR), and Content Succinctness 491

(CS), which demonstrates the effectiveness of our 492

method in addressing the deficiencies in summaries 493

generated by LLMs. (2) Comparing IIR with Sin- 494

Turn, it is evident that IIR can help achieve higher 495

human scores in multiple aspects, indicating that 496

our iterative introspection based refinement method 497

is more conducive to improving summary perfor- 498

mance than the single-turn prompting method. (3) 499

It is worth noting that although SinTurn requires 500

LLMs to improve Reference Coverage (RC) of the 501

draft, the RC result is only 71.02%, which is even 502

worse than the initial draft’s 73.53%. This indicates 503

that LLMs still struggle to understand complex in- 504

structions on multi-dimensional summary evalua- 505

tion. Therefore, decomposing complex instructions 506

into simple and specific instructions is an effective 507

strategy to harness the power of LLMs. 508
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Figure 3: Human evaluation of Structural Rationality
Enhancement and Content Succinctness Enhancement.

Module Performance We conduct another hu-509

man evaluation to analyze the effectiveness of the510

modules of our IIR method. We set up two sets511

of pairwise comparisons on Structural Rational-512

ity Enhancement (Struc_Enhance) and Content513

Succinctness Enhancement (Cont_Enhance). We514

randomly select 10 summaries generated by GPT-4515

and invite three assessors with expertise in natural516

language processing. Take Struc_Enhance as an517

example, the assessors are asked to compare the518

two drafts, before and after operation, to determine519

which one is better, or choose a tie. Since the effec-520

tiveness of Reference Paper Supplement module521

has already been demonstrated before, it will not522

be repeated here.523

The result is shown in Figure 3. We ob-524

serve that the assessors have clear preferences525

for after-operation draft on both Struc_Enhance526

and Cont_Enhance. Specifically, regarding527

Struc_Enhance, after-operation draft obtains an av-528

erage of 53.5% preference, whereas the average529

preference of before-operation draft is 40%. Simi-530

larly, for Cont_Enhance, the average preference of531

after-operation draft is 83.3%, notably higher than532

the 13.3% preference for before-operation draft.533

The above results indicate the effectiveness of our534

IIR method in handling deficiencies in structural535

rationality and content succinctness.536

5.3 More Analyses on IIR537

5.3.1 Analysis of Reference Paper Supplement538

We first count the number of modification iterations539

and the number of reference papers added in each540

iteration for each instance. The result of GPT-4 is541

shown in Figure 4.542

We can find that, the average number of itera-543

tions for Ref_Supple is 1.12. Most instances re-544

quire only one iteration of revision, with the first545

iteration introducing an average of 3.82 reference546

papers. Only nine instances require a second it-547

eration of revision, which generally occurs when548

the first iteration is unsatisfactory, and the second549

iteration introduces an average of 1.56 reference550

papers. Only one instance requires a third iteration,551

supplementing 2 reference papers.552

Figure 4: Statistical results of the number of modifi-
cation iterations and reference papers added in each
iteration for each instance.

Figure 5: TA results of summaries generated at different
steps of IIR.

5.3.2 Analysis of Structural Rationality 553

Enhancement 554

Statistical Result of TA We first define the con- 555

cept of Topic Aggregation Degree (TA) to quantita- 556

tively analyze structural rationality of summaries. 557

TA is introduced detailedly in Appendix E.1. We 558

count TA of summaries generated at different steps 559

of IIR and the results of GPT-4 are shown in Figure 560

5. 561

We can find that after Struc_Enhance, TA in- 562

creases from 1.88 of the initial draft to 3.62. Each 563

iteration of Struc_Enhance contributes to this im- 564

provement, with scores rising from 2.66 to 2.86, 565

and finally to 3.62. These results indicate that our 566

Struc_Enhance module can effectively enhance the 567

structural rationality of summaries. 568

Predefined Operation Analysis We predefine 569

five types of operations: Modify, Delete, Insert, 570

Move and Merge, in Struc_Enhance. We now count 571

the proportions of the five operations to clarify the 572

modification strategy used by LLMs. 573

The result of GPT-4 is shown in Figure 6 (a). 574

We can find that Merge operation accounts for the 575

highest proportion at 59.62%, indicating that the 576

primary operation taken by LLMs to improve struc- 577

tural rationality is merging dispersed sub-topics. 578

The next most common operation is Insert, account- 579

ing for 32.69%, which is also a necessary action 580

to make the contextual transition of the summary 581

more coherent. The remaining three operations, 582

7



Figure 6: The proportion of predefined operations used
by LLMs.

Delete, Move, and Modify, have lower proportions,583

suggesting that LLMs prioritize topic-level opera-584

tions over sentence-level operations when enhanc-585

ing structural rationality.586

5.3.3 Analysis of Content Succinctness587

Enhancement588
We also predefine three types of operations: Modify,589

Merge, and Delete in Cont_Enhance. We analyze590

the proportions of the three operations to clarify the591

modification strategy used by LLMs. The result of592

GPT-4 is shown in Figure 6 (b). We can find that593

Modify operation accounts for the highest propor-594

tion at 53.27%, primarily involving modifications595

to make sentences more concise. Besides, Merge596

operation accounts for 32.71%, which is used to597

merge different sentences to remove redundant in-598

formation. Finally, Delete operation is also widely599

used, accounting for 14.02%, which deletes the600

whole redundant sentence.601

6 Related Work602

6.1 Multi-Document Scientific Summarization603

Multi-Document Scientific Summarization604

(MDSS) involves consolidating scattered infor-605

mation from multiple papers. Previous studies606

can be categorized into extractive, abstractive607

and LLM-based methods. Extractive methods608

are commonly used in the early stages, which609

select off-the-shelf sentences to form the summary610

(Hoang and Kan, 2010; Hu and Wan, 2014;611

Wang et al., 2018). With the advancement of612

deep neural networks, abstractive methods have613

rapidly become the dominant approach to MDSS614

(Chen et al., 2021, 2022; Wang et al., 2022; Moro615

et al., 2022; Wang et al., 2023a), which generate616

summaries from scratch, bringing better coherence617

and readability. Despite their advantages, current618

task setting and constructed datasets (Lu et al.,619

2020; Chen et al., 2022) lead to a significant gap620

between existing research on MDSS and practical621

applications. Recently, LLMs have brought new622

solutions to MDSS by leveraging the powerful623

zero-shot learning and in-context learning (Brown624

et al., 2020) ability. These LLM-based methods625

(Haman and Školník, 2023; Huang and Tan, 2023; 626

Agarwal et al., 2024; Martin-Boyle et al., 2024) can 627

tackle MDSS task via flexible instructions without 628

the need for large amounts of data. However, 629

these methods fail to provide a systematic and 630

comprehensive evaluation of the performance of 631

LLMs on MDSS, resulting in the shortcomings of 632

LLMs in addressing MDSS remaining unknown, 633

which is the objective of this paper. 634

6.2 Prompting Methods based Text 635

Generation 636

LLMs exhibit a new ability of learning merely 637

from a few demonstrations in the context, called In- 638

Context Learning (ICL) (Brown et al., 2020; Dong 639

et al., 2022), which brings a novel task-solving 640

paradigm for text generation from the perspec- 641

tive of prompting methods. Recently, a plenty of 642

prompting methods have been proposed to unleash 643

more capabilities of LLMs via Chain-of-Thought 644

(Radhakrishnan et al., 2023; Zhang et al., 2023a; 645

Wang et al., 2023b), content plan (Narayan et al., 646

2021; Creo et al., 2023; You et al., 2023), iterative 647

refinement (Zeng et al., 2023; Zhang et al., 2023b; 648

Madaan et al., 2024), and problem decomposition 649

(Sun et al., 2023; Khot et al., 2022). Our work 650

differs from these prompting methods by designing 651

prompts with Chain-of-Thought and fine-grained 652

sentence-level operators, which ensures the modi- 653

fications made by LLMs are specific, controllable 654

and traceable, thereby contributing to a better solu- 655

tion for MDSS task. 656

7 Conclusion 657

In this paper, we redefine MDSS task from the per- 658

spective of practical applications, and construct a 659

new dataset ComRW. Then, we conduct a compre- 660

hensive evaluation of the performance of LLMs on 661

this newly defined task, and find that the summaries 662

generated by LLMs suffer from three major defi- 663

ciencies: low coverage of reference papers, disorga- 664

nized structure, and high redundancy. To mitigate 665

these deficiencies, we propose an Iterative Intro- 666

spection based Refinement (IIR) method, which 667

uses prompts equipped with Chain-of-Thought and 668

fine-grained operators to treat LLMs as evaluators 669

and generators to improve summary quality, re- 670

spectively. Both automatic and human evaluations 671

demonstrate that the proposed IIR method effec- 672

tively alleviates these issues, resulting in higher- 673

quality summaries. Our IIR method also provides 674

inspiration for utilizing LLMs to tackle MDSS task 675

effectively with prompting methods. 676
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Limitations677

The limitations of this paper are twofold: (1) The678

constructed dataset ComRW has only 60 instances,679

which cannot support more explorations of LLMs680

based MDSS from the perspective of practical ap-681

plications, such as instruction tuning based meth-682

ods or parameter-efficient fine-tuning. (2) Our pro-683

posed IIR method is somewhat complex and inflex-684

ible, involving separated evaluation and regenera-685

tion steps to handle different deficiencies of sum-686

maries generated by LLMs, which requires great687

effort in task decomposition and prompt designing.688

Therefore, more flexible and efficient prompting689

methods deserve exploration in the future.690
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A Dataset Construction and Analysis937

According to the new task definition in Section 2,938

we first construct a new dataset ComRW. The con-939

struction process of ComRW is introduced below.940

A.1 Dataset Construction941

Target Papers Selection We first select target pa-942

pers from ACL 2024, EMNLP 2024, and NAACL943

2024, which ensures the publication dates of the944

papers are after the cut-off dates of the LLMs, thus945

avoiding data contamination. Papers from these top 946

conferences adhere to academic writing conven- 947

tions and provide thorough reviews of references, 948

thus having high-quality related work sections. 949

We manually select 60 papers as target papers. 950

Their related work sections exhibit clear structure, 951

moderate length, and appropriate number of refer- 952

ences, rendering them suitable as gold summaries 953

for our task. 954

Reference Papers Collection Then we identify 955

all the references from the related work section 956

and automatically download them using Google 957

Scholar5. For references that cannot be down- 958

loaded automatically, we manually retrieve them 959

using school library resources. This ensures that 960

no reference paper is missed. 961

Content Extraction After gathering all the 962

target papers and reference papers, we utilize 963

PDFMINER6 to convert all downloaded papers 964

from PDF to TXT format. We also develop a sec- 965

tion extraction tool to automatically extract con- 966

tents of different sections and save them in JSON 967

files. 968

A.2 Dataset Analysis 969

Statistical Analysis The constructed dataset 970

ComRW contains 60 instances and the statistical 971

information of ComRW is shown in Table 5. On 972

average, each instance includes 15.3 reference pa- 973

pers. The input document contains an average of 974

69,725.13 words, while the gold summary has an 975

average of 477.3 words. Although ComRW has 976

only 60 instances, the strong few-shot learning and 977

in-context learning capabilities of LLMs enable 978

the dataset to support a reasonable assessment of 979

LLMs’ performance on MDSS task. 980

Compared with previous MDSS datasets like 981

Multi-Xscience (Lu et al., 2020), TAD (Chen et al., 982

2022) and TAS2 (Chen et al., 2022), ComRW sig- 983

nificantly surpasses them in terms of the average 984

number of reference papers, input words, and sum- 985

mary words. Furthermore, an analysis of the pro- 986

portion of novel n-grams in the gold summary that 987

do not appear in the input documents indicates 988

that ComRW, by using the full text of papers as 989

input, can greatly reduce the proportion of new un- 990

igrams and bigrams in the summary, thereby avoid- 991

ing the problem of intrinsic hallucination. Thus, 992

5https://scholar.google.com/
6https://pypi.org/project/pdfminer/
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Table 5: Statistical information of ComRW and other MDSS datasets.

Dataset # Test Set # Input Words # Summary Words # Reference Papers Novel Unigrams Novel Bigrams

Multi-Xscience 5,093 778.08 116.44 4.42 42.33% 81.75%
TAD 5,000 845 191 5.17 43.58% 83.29%
TAS2 5,000 788 126 4.8 42.62% 82.03%

ComRW 60 69,725.13 477.3 15.3 5.78% 36.58%

our dataset enables a more objective assessment of993

model performance.994

More Analyses on ComRW Figure 7 illustrates995

the distribution of the number of reference papers996

and sub-topics in each instance for ComRW dataset.997

It can be observed that the number of reference pa-998

pers is roughly distributed evenly between 9 and 21.999

Moreover, each instance in ComRW dataset con-1000

tains 1 to 5 sub-topics, with an average of 2.551001

sub-topics. Particularly, instances containing 21002

sub-topics are the most common, with 27 intances,1003

followed by 20 instances containing 3 sub-topics.1004

How to effectively identify and organize reference1005

papers according to different sub-topics will be a1006

significant challenge to MDSS models.1007

Figure 7: Distribution of the number of reference papers
and the number of sub-topics for ComRW.

B Prompt Design for LLMs1008

We use one-shot prompting (1-shot) to interact1009

with LLMs. Given the limited context window1010

of gpt-3.5-turbo-0125 with only 16,385 tokens,1011

we take the Abstract, Introduction, and Conclusion 1012

section of each paper as input. The input of other 1013

LLMs is consistent with gpt-3.5-turbo-0125. 1014

The prompt template is shown in Figure 10. 1015

C Compared Models Setting 1016

Since our ComRW dataset contains only 30 in- 1017

stances, it lacks sufficient data for training BART 1018

and EDITSum from scratch. To address this, we 1019

consider an alternative method to generate sum- 1020

maries by BART and EDITSum. Considering that 1021

current large-scale MDSS datasets, such as Multi- 1022

Xscience, are constructed at the paragraph level, 1023

we first segment the ComRW dataset into indi- 1024

vidual paragraphs and identify reference papers 1025

of each paragraph. The modified dataset is de- 1026

noted as ComRW-Para. Then, we train BART and 1027

EDITSum on Multi-Xscience training dataset and 1028

choose the best-performing models according to 1029

their performance on Multi-Xscience validation 1030

dataset. Subsequently, we apply the trained mod- 1031

els to generate summaries on ComRW-Para. The 1032

generated summaries are then organized in order 1033

to serve as section-level predictions for BART and 1034

EDITSum on ComRW. 1035

D Human Evaluation 1036

We conduct human evaluation to assess the qual- 1037

ity of summaries generated by LLMs comprehen- 1038

sively. We refer to the human evaluation settings 1039

from Li et al. (2024), and take into account the 1040

definitions, content and structure requirements of a 1041

well-written related work, and then set the follow- 1042

ing six aspects for human evaluation: 1043

• Critical Analysis (CA): Whether the gener- 1044

ated summary include proper analysis of the 1045

strengths and weaknesses of reference papers. 1046

• Structural Rationality (SR): Whether the 1047

summary is organized by sub-topics in a co- 1048

herent and structured manner, rather than sim- 1049

ply listing different reference papers. 1050

• Grammatical Fluency (GF): Whether the 1051

summary is fluent, with no obvious grammati- 1052

cal errors. 1053
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Table 6: Human evaluation of LLMs and other models.

Model CA SR GF CS RC CC
EDITSum 2.233 2.567 2.6 4.133 - -

Llama-3.1-8B 3.1 3.467 4.633 3.167 61.82% 4.333
DeepSeek-v3 5.6 5.633 5.733 3.633 78.28% 4.567
Claude 3.5 5.333 5.167 5.733 4.133 72.10% 4.833
GPT-3.5 4.167 4.3 5.067 4.333 70.02% 4.567
GPT-4 5.6 5.333 5.767 3.933 73.53% 4.833

• Content Succinctness (CS): Whether the1054

summary is concise, does not contain repe-1055

tition or lengthy information, or information1056

that is irrelevant to the topics discussed in the1057

target paper.1058

• Reference Coverage (RC): Does the sum-1059

mary include all the provided reference papers1060

without any omissions.1061

• Content Consistency (CC): Whether the con-1062

tent of the summary is consistent with the1063

input target paper and reference papers.1064

For Reference Coverage, the result can be cal-1065

culated automatically, thus requiring no human in-1066

volvement. For Reference Coverage and Content1067

Consistency, we only conduct evaluation on these1068

two aspects for summaries generated by LLMs, be-1069

cause EDITSum is trained on Multi-Xscience, and1070

during training, all citation markers are normalized,1071

rendering human evaluation infeasible for these1072

two aspects. Regarding Content Consistency, we1073

ask the evaluators to rank GPT-3.5, GPT-4, Claude1074

3.5, DeepSeek-v3, and Llama-3.1-8B from 1 (best)1075

to 5 (worst). Models ranked 1, 2, 3, 4 and 5 receive1076

scores of 5, 4, 3, 2, and 1 respectively. If the eval-1077

uators consider that different summaries have the1078

same quality, they can assign them the same rank.1079

For instance, if the rankings are 1, 2, 3, 3 and 5,1080

then scores are 5, 4, 3, 3 and 1 respectively. For1081

aspects other than Reference Coverage and Content1082

Consistency, we ask the evaluators to rank all the1083

six models from 1 (best) to 6 (worst) with scores1084

ranging from 6 to 1 accordingly.1085

We ramdomly sample 10 instances from1086

ComRW dataset for human evaluation and invite1087

three graduate students majoring in natural lan-1088

guage processing to conduct human evaluation.1089

The final score is the average score of the three1090

evaluators.1091

The result of human evaluation is shown in Table1092

6. We conclude the following four observations:1093

(1) LLMs outperform EDITSum in aspects such1094

as Critical Analysis, Structural Rationality, and1095

Grammatical Fluency. This indicates that although1096

LLMs perform worse than EDITSum in automatic1097

evaluation, they are capable of generating better1098

Figure 8: Statistical result of topic aggregation degree
of different LLMs.

summaries in terms of human evaluation. (2) All 1099

LLMs, except for Llama-3.1-8B, achieve closely 1100

matched scores across all aspects. DeepSeek-v3 1101

rates highest in Critical Analysis, Structural Ra- 1102

tionality and Reference Coverage, while GPT-4 1103

performs best in Critical Analysis, Grammatical 1104

Fluency and Content Consistency. (3) For Refer- 1105

ence Coverage, it can be observed that all LLMs 1106

struggle to include all the provided reference papers 1107

in the summaries. The highest Reference Cover- 1108

age is only 78.28%, indicating that 21.72% of the 1109

reference papers are still omitted. The result un- 1110

derscores the urgency to address this issue when 1111

utilizing LLMs to address MDSS task. 1112

E Deficiencies of Summaries Generated 1113

by LLMs 1114

In this section, we provide detailed analysis on the 1115

disorganized structure and high redundancy defi- 1116

ciencies of LLMs. 1117

E.1 Disorganized Structure 1118

To qualitatively and quantitatively analyze the 1119

Structural Rationality of summaries, we first define 1120

the concept of Topic Aggregation Degree (TA) T 1121

as follows: 1122

T =
1

|S|

|S|∑
i=1

ni/ti (1) 1123

where S means the summary set, ni and ti denote 1124

the number of reference papers and sub-topics in 1125

the i-th generated summary, respectively. 1126

Intuitively, TA measures the average number of 1127

reference papers contained within each sub-topic 1128

in the summary. This reflects the ability of a sum- 1129

marization model to organize reference papers into 1130

different sub-topics, where the higher the value, the 1131

stronger the ability. To count the number of sub- 1132

topics, we use one-shot prompting to employ GPT- 1133

4 as the sub-topic extractor to automatically iden- 1134

tify different sub-topics in the summary. Prompt 1135
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{
"<SENTENCE_1>": "The exploration of text embeddings and their applications in various natural language processing
(NLP) tasks has been a focal point of recent research.",
"<SENTENCE_2>": "Our work, "Answer is All You Need: Instruction-following Text Embedding via Answering the
Question," introduces INBEDDER, a novel approach that leverages abstractive question answering to generate text
embeddings based on user instructions.",
"<SENTENCE_3>": "This section reviews relevant literature to position our contributions within the broader context of
text embedding and instruction-following models.",
"<SENTENCE_4>": "Early attempts at text clustering, such as those surveyed by @cite_1, laid the groundwork for
understanding text data's inherent structures.",
"<SENTENCE_5>": "These methodologies, while foundational, often lacked the ability to adapt to specific user
instructions or queries, a gap our work aims to bridge by providing more contextually relevant embeddings.",
"<SENTENCE_6>": "The development of dense passage retrieval systems, as demonstrated by @cite_2, marked a
significant advancement in retrieving relevant text passages for open-domain question answering.",
"<SENTENCE_7>": "Our approach builds on this foundation by not only retrieving relevant information but also
encoding it in a way that aligns with specific user instructions, thereby enhancing the utility of text embeddings for
specialized tasks.",
"<SENTENCE_8>": "The introduction of Sentence-BERT (@cite_3) and SimCSE (@cite_4) represented major strides
in generating semantically meaningful sentence embeddings.",
"<SENTENCE_9>": "These models, however, primarily focus on capturing general semantic relationships without
explicit consideration for user-defined instructions.",
"<SENTENCE_10>": "INBEDDER extends these models' capabilities by incorporating instruction-following
mechanisms, thus enabling the generation of embeddings that are tailored to specific tasks as defined by the user.",
"<SENTENCE_11>": "cent works like those by @cite_5 and @cite_6 have shown the effectiveness of contrastive
learning and large-scale datasets in improving text embeddings. While these approaches have significantly advanced
the field, they often do not account for the nuanced requirements posed by instruction-following tasks.",
"<SENTENCE_12>": "Our model, by contrast, is specifically designed to interpret and follow user instructions, thereby
offering a more targeted approach to embedding generation.",
"<SENTENCE_13>": "The concept of instruction tuning, as explored in @cite_9 and @cite_10, closely aligns with our
work.",
"<SENTENCE_14>": "These studies highlight the importance of aligning model outputs with user intentions, a
principle that is central to INBEDDER.",
"<SENTENCE_15>": "However, our approach distinguishes itself by focusing on the generation of text embeddings
through the lens of abstractive question answering, thereby offering a novel methodology for instruction-based text
embedding.",
"<SENTENCE_16>": "Furthermore, the advancements in large language models (LLMs), as discussed in @cite_11
and @cite_12, provide a valuable context for our work.",
"<SENTENCE_17>": "While these models have demonstrated remarkable capabilities, their application in instruction-
following tasks remains an area ripe for exploration.",
"<SENTENCE_18>": "INBEDDER leverages the strengths of LLMs while introducing a unique mechanism for
generating instruction-specific text embeddings.",
"<SENTENCE_19>": "In summary, while existing literature has laid a solid foundation in text embedding and
instruction-following models, our work introduces a novel approach that leverages abstractive question answering to
generate embeddings that are not only semantically rich but also aligned with user-defined instructions.",
"<SENTENCE_20>": "By doing so, INBEDDER addresses a critical gap in the literature, offering a new pathway for
the development of user-oriented embedding models."
}

Figure 9: An example of the summary generated by
LLMs (The target paper is from Peng et al. (2024)).

of the sub-topic extractor is shown in Appendix1136

H.1. Through preliminary experiments, we find1137

that GPT-4 can effectively identify different sub-1138

topic groups in the summary, making it a reliable1139

sub-topic extractor.1140

Then we use the sub-topic extractor to count1141

TA of different LLMs and the gold summary, and1142

show the result in Figure 8. Notably, the average1143

TA of the gold summary is 5.87, indicating that1144

the reference papers are effectively organized and1145

summarized into different sub-topics, which is a1146

necessary attribute for a well-written related work.1147

In contrast, the average TA of the summaries gen-1148

erated LLMs is only 1.41∼2.25. This suggests that1149

most sub-topics are supported by only one or two1150

reference papers, or in some cases, no sub-topics at1151

all, resulting in a simple enumeration of reference1152

papers.1153

To illustrate this, we present an example of the1154

summary generated by GPT-4 in Figure 9. For the1155

convenience of showing the text fragments belong-1156

ing to different reference papers, the summary in1157

Figure 9 is divided into sentences and displayed1158

in JSON format, where “<SENTENCE_?>” repre-1159

sents the sentence identifier, and citation markers1160

are highlighted in green shading . From the fig-1161

ure, we can see that the summary generated by1162

GPT-4 simply introduces the reference papers in1163

the order of input, without summarizing a clear1164

topic structure. In fact, the two reference papers1165

“@cite_11” and “@cite_12” in sentence “<SEN-1166

Algorithm 1 Structural Rationality Enhancement
based on Iterative Introspection of LLMs

Input: Target Paper T , Reference Papers D,
Draft from last step S0, Evaluator E(·),
Generator G(·), Predefined Operations C =
{Modify,Delete, Insert,Move,Merge}

Output: Draft after n steps of Structural Rational-
ity Enhancement Sn

1: for i = 1 to n do
2: Obtain feedbacks and suggestions g ←

E(T ,D,Si−1), where g ∈ C
3: Refined draft Si ← G(T ,D,Si−1, g)
4: end for

TENCE_16>” belong to the category of ”instruc- 1167

tion tuning”, which can be described together with 1168

the reference paper “@cite_9” and “@cite_10” in 1169

sentence “<SENTENCE_13>”. This indicates that 1170

existing LLMs, even the most powerful ones like 1171

GPT-4, have obvious shortcomings in organizing 1172

sub-topics in MDSS task. 1173

E.2 High Redundancy 1174

The summary generated by LLMs also exhibits 1175

high redundancy, manifested in the following two 1176

aspects: (1) Repetition of introducing own work. 1177

Taking the summary in Figure 9 as an example, 1178

in “<SENTENCE_2>” and “<SENTENCE_19>”, 1179

the contribution of the target paper is redundantly 1180

expressed as “introduces a novel approach that 1181

leverages abstractive question answering to gen- 1182

erate text embeddings based on user instructions”. 1183

(2) Generation of unnecessary title information, 1184

as shown in “<SENTENCE_2>” in Figure 9. 1185

F Predefined Text Editing Operations 1186

The five types of predefined text editing operations 1187

used in Structureal Rationality Enhancement is 1188

shown in Table 7. And the five types of predefined 1189

text editing operations used in Content Succinct- 1190

ness Enhancement is shown in Table 8. 1191

G Experimental Details of IIR 1192

The experiments of IIR are also conducted on the 1193

ComRW dataset. We use the summaries generated 1194

by LLMs of Section 3 as the initial draft. Addi- 1195

tionally, we set the number of iteration steps n for 1196

Structural Rationality Enhancement to 3 based on 1197

preliminary experiment. 1198
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Table 7: Predefined text editing operations for Structural Rationality Enhancement

Operation Type Instruction Template

Modify “Modify the sentence <SENTENCE_?> to include information ___”
Delete “Delete the sentence <SENTENCE_?>”
Insert “Insert a new sentence about ___ between the position of sentence

<SENTENCE_n> and <SENTENCE_m>”
Move “Move sentence <SENTENCE_?> before sentence <SENTENCE_n>, then

slightly Modify sentence <SENTENCE_?> and <SENTENCE_n> to make
them contextual coherent”

Merge “Merge different sub-themes ___, ___, ... ___ into a unified theme ___ by
putting their sentences together, then slightly revise the sentences of the theme
___ to make them contexutal coherent and reduce fragmentation”

Table 8: Predefined text editing operations for Content Succinctness Enhancement

Operation Type Instruction Template

Modify “Modify the sentence <SENTENCE_?> to exclude information about ___”
Delete “Delete the sentence <SENTENCE_?>”
Merge “Merge different sentences <SENTENCE_?>,...,<SENTENCE_?> into a single

sentence <SENTENCE_?> to make them more concise.”

H Prompt Templates1199

In this section, we list the prompt templates used1200

throughout this paper.1201

H.1 Prompt for Sub-topic Extractor1202

The prompt for our sub-topic extractor is shown in1203

Figure 11 and Figure 12.1204

H.2 Prompt for Key Aspects Extractor1205

The prompt for our Key Aspects Extractor is shown1206

in Figure 13.1207

H.3 Prompt for Reference Paper Supplement1208

The prompt for Reference Paper Supplement is1209

shown in Figure 14.1210

H.4 Prompt for Structural Rationality1211

Enhancement1212

The prompt for structural rationality evaluator is1213

shown in Figure 15 and Figure 16. The prompt for1214

structural rationality generator is shown in Figure1215

17.1216

H.5 Prompt for Content Succinctness1217

Enhancement1218

The prompt for content succinctness evaluator is1219

shown in Figure 18. And the prompt for content1220

succinctness generator is shown in Figure 19 and 1221

Figure 20. 1222

I Case Study 1223

We provide a case study to clearly demonstrate the 1224

effects of the three steps of IIR in improving the 1225

summary quality. Figure 21, Figure 22, Figure 23, 1226

and Figure 24 correspond to the initial draft, the 1227

summary after Reference Paper Supplement, the 1228

summary after Structural Rationality Enhancement, 1229

and the summary after Content Succinctness En- 1230

hancement, respectively. We also summarize the 1231

modifications made by the three steps of IIR in 1232

Table 9. 1233

Comparing Figure 21 and Figure 22, we can see 1234

that Reference Paper Supplement step can effec- 1235

tively identify the missing reference papers in the 1236

initial draft and add them into the summary. Com- 1237

paring Figure 22 and Figure 23, we can see that 1238

the draft after Reference Paper Supplement merely 1239

lists the reference papers in the summary with an in- 1240

coherent context and dispersed sub-topics. For this 1241

reason, our Structural Rationality Enhancement 1242

step inserts transitional sentences between differ- 1243

ent sub-topics to make the transition smoother and 1244

merges different sub-topics effectively to enhance 1245

the inherent cohesion and organizational coherence 1246

of the summary. Comparing Figure 23 and Figure 1247
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Table 9: Modifications of different steps of IIR.

Step Modification

Reference Paper
Supplement

❶ Insert a new sentence <SENTENCE_17>, describing reference paper @cite_5
❷ Insert a new sentence <SENTENCE_18>, describing reference paper @cite_8
❸ Insert a new sentence <SENTENCE_19>, describing reference paper @cite_9

Structural
Rationality
Enhancement

❶ Insert a new sentence about transition from traditional methods to neural network
based methods before sentence <SENTENCE_9>
❷ Modify sentence <SENTENCE_9> to make contextual conherence
❸ Merge different sub-topics of <SENTENCE_10>...<SENTENCE_19> into a
unified sub-topic “neural network based method”

Content
Succinctness
Enhancement

❶ Delete the title information of sentence <SENTENCE_2>
❷ Delete sentence <SENTENCE_6>
❸ Merge different sentences: <SENTENCE_7> and <SENTENCE_8>, and simplify
the description of @cite_1
❹ Delete sentences <SENTENCE_20> and <SENTENCE_21>

24, it can be found that our Content Succinctness1248

Enhancement step can effectively eliminate redun-1249

dant information and irrelevant content from the1250

summary, thereby enhancing the conciseness of the1251

generated summary.1252
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Imagine you are a scientific researcher and you are writing an academic paper. You have already completed the Abstract
section of the target paper and have already collected the reference papers that should be included in the related work
section. Now your task is to write the related work section of the target paper. Please read the target paper and the
reference papers carefully, and generate the related work section according to the following steps: 
 
#Step 1: Read the target paper and understand the main content of this paper precisely. 
 
#Step 2: Read the reference papers one by one and identify the relationship of each reference paper and the target paper.
Figure out the reason why the reference papers should be cited in the related work section. And summarize the reference
papers in academic and concise manner. 
 
#Step 3: Make sure the generated related work section fulfill the following objectives: (1) situates your work within the
broader scholarly community - connects your work to the broader field and shows that your work has grown organically
from current trends; (2)illustrates a “gap” in previous researches; (3) if needed, shows how you achieve the improvement
compared with previous researches. 
 
The input will be given in the following JSON format: 
 
{
 "Target Paper":
 {
  "Title": xxxx,
  "Abstract":xxxx,
  "Introduction":xxxx,
  "Conclusion":xxxx
  },
 "Reference Papers":
 {
  "@cite_1":
   {
   "Title": xxxx,
   "Abstract":xxxx,
   "Introduction":xxxx,
   "Conclusion":xxxx
   },
   ...
   "@cite_n":
   {
   "Title": xxxx,
   "Abstract":xxxx,
   "Introduction":xxxx,
   "Conclusion":xxxx
   }
 }
}
 
"Target Paper" includes four key-value pairs: "title", "abstract", "introduction", and "conclusion".
"Reference Papers" contains multiple key-value pairs, where each key is a unique citation identifier (e.g., "@cite_1", ...,
"@cite_n"), and each value is an object representing a reference paper. For each reference paper object, the meta
information of the paper is provided, including "title", "abstract", "introduction", and "conclusion". 
 
In the above input format, "@cite_1" ... "@cite_n" should be the citation markers of the corresponding references, which
means when you cite one reference paper, you should use "@cite_?" to represent the corresponding reference paper. 
 
Please also remember not to leave out any given reference.
 
Now I will give the input as follows:
 
 

Figure 10: Prompt template for One-shot Prompting.
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You are an expert paper reviewer. You need to list the thematic groups of the related work section.
 
The related work will be given in the following JSON format:
 
{
  "<SENTENCE_1>": xxxx,
  "<SENTENCE_2>": xxxx,
  "<SENTENCE_3>": xxxx,
  ...
}
 
 
The output should be in the following JSON format:
{
 "thematic groups":
 {
   "theme_identifier": ["<SENTENCE_?>",...,"<SENTENCE_?>"],
   "theme_identifier": ["<SENTENCE_?>",...,"<SENTENCE_?>"],
   ...
   "theme_identifier": ["<SENTENCE_?>",...,"<SENTENCE_?>"],
 }
}
 
"thematic groups" should be a JSON object, with several key-value pairs, where the key is themetic identifier and the value
is the list of the corresponding draft sentences identifier "<SENTENCE_?>".
 
I will first show you an example input and output:
 
Input:
{
  "<SENTENCE_1>": "The development of effective word representations is a cornerstone of progress in natural language
processing (NLP), enabling systems to better understand and process human language by capturing semantic and
syntactic nuances.",
  "<SENTENCE_2>": "Early approaches to word representation often treated words as atomic units, ignoring the rich
morphological structure that many languages exhibit.",
  "<SENTENCE_3>": "This limitation has spurred research into more sophisticated models that can account for the internal
structure of words, leading to significant improvements in various NLP tasks.",
  "<SENTENCE_4>": "One line of research has focused on leveraging morphological information to enhance word
representations.",
  "<SENTENCE_5>": "For instance, the work by @cite_1 introduces a novel model that constructs representations for
morphologically complex words from their constituent morphemes, combining recursive neural networks (RNNs) with
neural language models to account for contextual information.",
  "<SENTENCE_6>": "This approach has shown to outperform existing word representations on word similarity tasks,
highlighting the importance of morphological awareness in word representation.",
  "<SENTENCE_7>": "Similarly, @cite_4 presents a scalable method for integrating compositional morphological
representations into vector-based probabilistic language models, demonstrating substantial reductions in perplexity and
improvements in translation tasks for morphologically rich languages.",
  "<SENTENCE_8>": "Another significant advancement in the field has been the adoption of character-level models, which
offer a way to mitigate the out-of-vocabulary (OOV) problem by composing word representations from smaller units.",
  "<SENTENCE_9>": "The work by @cite_2 describes a neural language model that relies solely on character-level inputs,
employing a convolutional neural network (CNN) and a highway network over characters to produce word-level
predictions.",
  "<SENTENCE_10>": "This model achieves state-of-the-art performance on several languages, underscoring the
sufficiency of character inputs for language modeling.",
  "<SENTENCE_11>": "@cite_5 further explores this direction by introducing a model that constructs vector
representations of words by composing characters using bidirectional LSTMs, achieving impressive results in language
modeling and part-of-speech tagging, especially in morphologically rich languages.",
  "<SENTENCE_12>": "The exploration of character n-grams as a means to represent words and sentences has also
yielded promising results.",
  "<SENTENCE_13>": "@cite_3 introduces CHARAGRAM embeddings, which represent textual sequences through character
n-gram count vectors followed by a nonlinear transformation.",
  "<SENTENCE_14>": "This simple yet effective approach surpasses more complex architectures based on character-level
RNNs and CNNs, setting new benchmarks on several similarity tasks.",
  "<SENTENCE_15>": "In addition to these developments, the field has seen efforts to enrich word embeddings with
morpho-syntactic information.",
  "<SENTENCE_16>": "@cite_7 presents a graph-based semi-supervised learning method for generating morpho-syntactic
lexicons, which, when used as features, improve performance in downstream tasks like morphological tagging and
dependency parsing.",
  "<SENTENCE_17>": "@cite_8 proposes incorporating morphological information into word embeddings through a unified
probabilistic framework, where morphological priors help improve embeddings for rare or unseen words.",
  "<SENTENCE_18>": "The integration of character-level information for part-of-speech tagging has been further explored
by @cite_6, which proposes a deep neural network that combines word-level and character-level representations for
enhanced accuracy in English and Portuguese.",
 

Figure 11: Prompt for sub-topic extractor
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"<SENTENCE_19>": "The method of refining vector space representations using relational information from semantic
lexicons, as proposed by @cite_10, shows substantial improvements in lexical semantic evaluation tasks, highlighting the
importance of semantic lexicons in word vector refinement.",
  "<SENTENCE_20>": "The challenges of morphological tagging in highly inflective languages are addressed by @cite_12,
which uses an exponential probabilistic model to improve disambiguation of morphological categories.",
  "<SENTENCE_21>": "Lastly, @cite_13 proposes an improved taxonomy for capturing grammatical relations across
languages, enhancing the cross-linguistic applicability of the Stanford Dependencies representation.",
  "<SENTENCE_22>": "Our work, \\\\\\\"Mimicking Word Embeddings using Subword RNNs,\\\\\\\" builds upon these
foundations by presenting MIMICK, an approach that generates OOV word embeddings compositionally from spellings to
distributional embeddings without requiring re-training on the original corpus.",
  "<SENTENCE_23>": "This method not only addresses the limitations of previous models in handling OOV words but also
demonstrates the potential of type-level learning for improving performance across a wide range of languages and NLP
tasks.",
  "<SENTENCE_24>": "By situating our work within this broader context, we aim to contribute to the ongoing dialogue in
the field and address some of the gaps identified in previous research"
}
 
Output:
{  
 "thematic groups": 
 { 
  "general introduction on topic 'effective word representations": [["<SENTENCE_1>",""]],
  "limitations of early approaches to word representation": [["<SENTENCE_2>",""], ["<SENTENCE_3>",""]],
  "subtopic1: leveraging morphological information to enhance word representations.": [["<SENTENCE_4>",""], ["
<SENTENCE_5>","@cite_1"], ["<SENTENCE_6>",""], ["<SENTENCE_7>","@cite_4"]],
  "subtopic2: the adoption of character-level models": [["<SENTENCE_8>",""], ["<SENTENCE_9>","@cite_2"], ["
<SENTENCE_10>",""], ["<SENTENCE_11>","@cite_5"]],
  "subtopic3: The exploration of character n-grams as a means to represent words": [["<SENTENCE_12>",""], ["
<SENTENCE_13>","@cite_3"], ["<SENTENCE_14>",""]],
  "subtopic4: enrich word embeddings with morpho-syntactic information.": [["<SENTENCE_15>",""], ["
<SENTENCE_16>","@cite_7"], ["<SENTENCE_17>","@cite_8"]], 
  "The integration of character-level information for part-of-speech tagging": [["<SENTENCE_18>","@cite_6"]],
  "refining vector space representations": [["<SENTENCE_19>","@cite_10"]],
  "morphological tagging": [["<SENTENCE_20>","@cite_12"]],
  "capturing grammatical relations across languages": [["<SENTENCE_21>","@cite_13"]],
  "introduction of the target paper": [["<SENTENCE_22>",""], ["<SENTENCE_23>",""], ["<SENTENCE_24>",""]]
  }
}

Figure 12: Prompt for sub-topic extractor (Continued)

I will give you the full text of an academic paper. You need to extract as much information as possible about the objective,
motivation, method, experimental result, conclusion, advantage, and limitation of the paper. 
 
The input paper will be given in the following JSON format, with five keys "title", "abstract", "introduction", "conclusion",
and "other sections", which refer to the title, the Abstract section, the Introduction section, the Conclusion section and
other sections, respectively. The values are the corresponding contents:
 
{
 "title": xxxx,
 "abstract": xxxx,
 "introduction": xxxx,
 "conclusion": xxxx,
 "other sections": xxxx
}
 
The output should also be in JSON format as follows:
{
 "objective": (string) representing the objective of the paper,
 "motivation": (string) representing the motivation behind the paper,
 "method": (string) representing the method or approach used in the paper,
 "experimental result": (string) representing the results obtained in the paper,
 "conclusion": (string) representing the conclusion of the paper,
 "advantages": (string) describing the advantages or strengths of the paper,
 "limitations": (string) describing the limitations or weaknesses of the paper
}
 
Now I will give you the input:
 
 

Figure 13: Prompt for Key Aspects Extractor
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You are a human evaluator and paper reviser. You will be given a target paper and some reference papers cited by the
target paper, along with a draft related work section. Now you need to first judge whether the draft includes all the
reference papers I have provided to you. If there are some reference papers not included in the draft, you need to
regenerate the related work to include these missing references.
 
I will provide you with the draft related work, the target paper, and the reference papers in the following JSON format:
{
 "Target Paper":
 {
  "title": xxxx,
  "abstract": xxxx,
  "introduction": xxxx,
  "conclusion": xxxx
 },
 "Reference Papers":
 {
 "Total citation identifiers": [@cite_1, ... , @cite_n],
 "@cite_1":
 {
  "objective":  xxxx,
  "motivation":  xxxx,
  "method":  xxxx,
  "experimental result":  xxxx,
  "conclusion": xxxx,
  "advantages": xxxx,
  "limitations": xxxx
  },
  ...
  "@cite_n":
  {
  "objective":  xxxx,
  "motivation":  xxxx,
  "method":  xxxx,
  "experimental result":  xxxx,
  "conclusion": xxxx,
  "advantages": xxxx,
  "limitations": xxxx
  }
  },
  "Draft Related Work": xxxx,
}
 
"Target Paper" includes four key-value pairs: "title", "abstract", "introduction", and "conclusion".
"Reference Papers" are also structured as a JSON object, including "Total citation identifiers", which is a list that contains
all the citation identifiers for all referenced papers (@cite_1, ..., @cite_n). And Each identifier (@cite_1, ..., @cite_n) is
also a JSON object that represents an individual reference paper. For each reference paper object "@cite_n", the meta
information of the paper is provided, including "objective", "motivation", "method", "experimental result", "conclusion",
"advantages", and "limitations".
 
You need to solve this task step by step according to the following steps:
 
(1) Count the number of input reference papers N by counting the items of "Total citation identifiers";
 
(2) Count the number of cited reference papers M in the draft related work;
 
(3) if N > M, it means the draft related work fails to cite all the input reference papers; Then you should regenerate the
related work to add all the missing reference papers. 
 
(4) Remember that you should not simply concatenate the missing reference papers after the draft, but rather identify the
relationship between the missing reference papers and the target paper, and put the missing reference papers to suitable
position to make the related work contextual coherent. If the relationship is stated in the draft, then you should put the
missing reference paper to the corresponding reasonable position. Otherwise, you should start a new paragraph to
introduce the missing reference papers.
 
(5) if N = M, it means all the reference papers have been cited; Then you need to do nothing.
 
 
You should only output the refined related work as well as your modification operations towards the draft. The output
should also be in JSON format as follows:
{
 "Refined Related Work": xxxx,
 "Modification Operations": xxxx,
}
 
I will first show you an example:

Figure 14: Prompt for Reference Paper Supplement
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You are an expert paper reviewer. You need to evaluate the structure clarity of the related work draft written for a target
paper and provide your operable instructions for improvements. Besides the related work, you will also be provided with
information about the target paper as well as information about the reference papers it cites.  
 
The target paper and the reference papers as well as the related work draft are given in the following JSON format:
 
{
 "Target Paper":
 {
  "title": xxxx,
  "abstract": xxxx,
  "introduction": xxxx,
  "conclusion": xxxx
 },
 "Reference Papers":
 {
 "Total citation identifiers": [@cite_1, ... , @cite_n],
 "@cite_1":
 {
  "objective":  xxxx,
  "motivation":  xxxx,
  "method":  xxxx,
  "experimental result":  xxxx,
  "conclusion": xxxx,
  "advantages": xxxx,
  "limitations": xxxx
  },
  ...
  "@cite_n":
  {
  "objective":  xxxx,
  "motivation":  xxxx,
  "method":  xxxx,
  "experimental result":  xxxx,
  "conclusion": xxxx,
  "advantages": xxxx,
  "limitations": xxxx
  }
  },
  "Related Work Draft":
  {
  "<SENTENCE_1>": xxxx,
  "<SENTENCE_2>": xxxx,
  "<SENTENCE_3>": xxxx,
  ...
  }
}
 
"Target Paper" includes four key-value pairs: "title", "abstract", "introduction", and "conclusion".
"Reference Papers" are also structured as a JSON object, including "Total citation identifiers", which is a list that contains
all the citation identifiers for all referenced papers (@cite_1, ..., @cite_n). And Each identifier (@cite_1, ..., @cite_n) is
also a JSON object that represents an individual reference paper. For each reference paper object "@cite_n", the meta
information of the paper is provided, including "objective", "motivation", "method", "experimental result", "conclusion",
"advantages", and "limitations".
"Related Work Draft" is the related work draft, in which the keys ("SENTENCE_1", ... "SENTENCE_n") represent the
sentences of the draft in order. 
 
You need to evaluate the structure clarity of the related work draft and give your instruction step by step according to the
following steps:
 
1. Read the given target paper and all the reference papers, and make note of their contents.
 
2. Read the related work draft of the target paper.
 
3. List the thematic flows of the related work draft, and then check if the draft is well-written and well-organized. 
 
4. Identify whether the organization of the reference papers is fragemented and loose.
 
5. Identify whether the draft contains abrupt transitions between sentences or themes.
 
6. Check whether there is unreasonable discourse organization in the draft. For example, the introduction of the target
paper generally comes after the discussion of reference papers, rather than before introducing the reference papers.
 
 

Figure 15: Prompt for structural rationality evaluator
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You should first generate the high-level thematic flows of the draft, and then point out the unreasonable text organization
using sentence keys "<SENTENCE_?>", then you should give your instructions on how to improve structure clarity.
 
Remember when you give your instructions, you should use the following five pre-defined operations (Remove, Delete,
Insert, Move_and_Modify, and Merge_and_Modify):
 
(1) Modify the sentence <SENTENCE_?> to include information ___.
 
(2) Delete the sentence <SENTENCE_?>.
 
(3) Insert a new sentence about  ___ between the position of sentence <SENTENCE_n> and <SENTENCE_m>.
 
(4) Move sentence <SENTENCE_?> before sentence <SENTENCE_n>, then slightly Modify sentence <SENTENCE_?> and
<SENTENCE_n> to make them contextual coherent.
 
(5) Merge different sub-themes ___, ___, ... ___ into a unified theme ___ by putting their sentences together, then
slightly revise the sentences of the theme ___ to make them contexutal coherent and reduce fragmentation.
 
Remember that you should only give one instruction that deals with the most prominent problem. And do not suggest
delete operation on any sentence including citation identifier "@cite_n".
 
 
The output should be in the following JSON format:
{
 "thematic flows":
 {
   "thematic name": ["<SENTENCE_?>",...,"<SENTENCE_?>"],
   "thematic name": ["<SENTENCE_?>",...,"<SENTENCE_?>"],
   ...
   "thematic name": ["<SENTENCE_?>",...,"<SENTENCE_?>"]
 },
 "most prominent problem in text organization": xxxx,
 "instructions": xxxx
}
 
"thematic flows" should be a JSON object, with several key-value pairs, where the key is themetic name and the value is
the list of the corresponding draft sentences keys "<SENTENCE_?>". 
"most prominent problem in text organization":  refers to the most prominent problem in text organization. There should
be only one problem.
"instructions": refers to the operation from the pre-defined operations, which is used to deal with the problem. 
 
I will first show you an example input and output: 
{example}
 

Figure 16: Prompt for structural rationality evaluator (Continued)
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You are a scientist. Now you are writing the related work section of a target paper. You have already completed the related
work draft and sent it to an expert reviewer for review. The reviewer reviewed your draft carefully and gave his feedback
on the structure clarity of your draft and gave the instructions on how to improve the structure clarity and coherence. You
need to revise your related work draft based on the target paper, the reference papers it cites, the draft, as well as the
instructions from the reviewer. Please make sure you read and understand the instructions carefully. Please refer to the
provided information while revising.
 
The input includes four parts:
(1) the target paper, including its title, abstract section, introduction section and conclusion section.
(2) the reference papers cited by the target paper, including the objective, motivation, method, experimental result,
conclusion, advantage, and limitation of each reference paper summarized by experts.
(3) the related work draft
(4) the feedback from the reviewer.
 
The input information will be given in the following JSON format. 
 
Input:
{
 "Target Paper":
 {
  "title": xxxx,
  "abstract": xxxx,
  "introduction": xxxx,
  "conclusion": xxxx
 },
 "Reference Papers":
 {
 "Total citation identifiers": [@cite_1, ... , @cite_n],
 "@cite_1":
 {
  "objective":  xxxx,
  "motivation":  xxxx,
  "method":  xxxx,
  "experimental result":  xxxx,
  "conclusion": xxxx,
  "advantages": xxxx,
  "limitations": xxxx
  },
  ...
  "@cite_n":
  {
  "objective":  xxxx,
  "motivation":  xxxx,
  "method":  xxxx,
  "experimental result":  xxxx,
  "conclusion": xxxx,
  "advantages": xxxx,
  "limitations": xxxx
  }
  },
  "Related Work Draft":
  {
  "<SENTENCE_1>": xxxx,
  "<SENTENCE_2>": xxxx,
  "<SENTENCE_3>": xxxx,
  ...
  },
  "Feedback From the Reviewer":
  {
   "thematic flows":
  {
   "thematic name": ["<SENTENCE_?>",...,"<SENTENCE_?>"],
   "thematic name": ["<SENTENCE_?>",...,"<SENTENCE_?>"],
   ...
   "thematic name": ["<SENTENCE_?>",...,"<SENTENCE_?>"]
  },
  "most prominent problem in text organization": xxxx,
  "instructions": xxxx
  }
}
 
"Target Paper" includes four key-value pairs: "title", "abstract", "introduction", and "conclusion".
 
"Reference Papers" is also structured as a JSON object, including "Total citation identifiers", which is a list that contains all
the citation identifiers for all referenced papers (@cite_1, ..., @cite_n). And Each identifier (@cite_1, ..., @cite_n) is also a
JSON object that represents an individual reference paper. For each reference paper object "@cite_n", the meta
information of the paper is provided, including "objective", "motivation", "method", "experimental result", "conclusion",
"advantages", and "limitations".

Figure 17: Prompt for structural rationality generator
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Figure 18: Prompt for content succinctness evaluator
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You are a scientist. Now you are writing the related work section of a target paper. You have already completed the related
work draft and sent it to an expert reviewer for review. The reviewer reviewed your draft carefully and gave his feedback
on the succinctness aspect of your draft. You need to revise your related work draft based on the target paper, the
reference papers it cites, the draft, as well as the feedback from the reviewer. Please make sure you read and understand
the feedback carefully. Please refer to the provided information while revising.
 
The input includes four parts:
(1) the target paper, including its title, abstract section, introduction section and conclusion section.
(2) the reference papers cited by the target paper, including the objective, motivation, method, experimental result,
conclusion, advantage, and limitation of each reference paper summarized by experts.
(3) the related work draft
(4) the feedback from the reviewer.
 
The target paper and the reference papers as well as the related work draft are given in the following JSON format:
 
{
 "Target Paper":
 {
  "title": xxxx,
  "abstract": xxxx,
  "introduction": xxxx,
  "conclusion": xxxx
 },
 "Reference Papers":
 {
 "Total citation identifiers": [@cite_1, ... , @cite_n],
 "@cite_1":
 {
  "objective":  xxxx,
  "motivation":  xxxx,
  "method":  xxxx,
  "experimental result":  xxxx,
  "conclusion": xxxx,
  "advantages": xxxx,
  "limitations": xxxx
  },
  ...
  "@cite_n":
  {
  "objective":  xxxx,
  "motivation":  xxxx,
  "method":  xxxx,
  "experimental result":  xxxx,
  "conclusion": xxxx,
  "advantages": xxxx,
  "limitations": xxxx
  }
  },
  "Related Work Draft":
  {
  "<SENTENCE_1>": xxxx,
  "<SENTENCE_2>": xxxx,
  "<SENTENCE_3>": xxxx,
  ...
  },
  "Feedback From the Reviewer": xxxx,
 
}
 
"Target Paper" includes four key-value pairs: "title", "abstract", "introduction", and "conclusion".
"Reference Papers" are also structured as a JSON object, including "Total citation identifiers", which is a list that contains
all the citation identifiers for all referenced papers (@cite_1, ..., @cite_n). And Each identifier (@cite_1, ..., @cite_n) is
also a JSON object that represents an individual reference paper. For each reference paper object "@cite_n", the meta
information of the paper is provided, including "objective", "motivation", "method", "experimental result", "conclusion",
"advantages", and "limitations".
"Related Work Draft" is the related work draft, in which the keys ("SENTENCE_1", ... "SENTENCE_n") represent the
sentences of the draft in order. 
"Feedback From the Reviewer" includes the feedback from the reviewer on succinctness aspect of the draft. 
 
You should improve the succinctness of the related work draft while ensuring all critical information are accurately
maintained and ensure the contextual coherence. Use the information provided in "Target Paper" and "Reference Papers"
to achieve a concise yet comprehensive revision.
 
 

Figure 19: Prompt for content succinctness generator
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You can use the following three types of operations to revise the draft (Modify, Delete, and Merge):
 
(1) Modify the sentence <SENTENCE_?> to exclude information about ___ aspect.
 
(2) Delete the sentence <SENTENCE_?>.
 
(3) Merge different sentences <SENTENCE_?>,...,<SENTENCE_?> into a single sentence <SENTENCE_?> to make them
more concise.
 
Rememeber when you revise the related work, the following principles should be followed:
 
(1) Do not delete a sentence easily, unless you think it's absolutely necessary.
 
(2) Do not exert delete operation on any sentence including citation identifier "@cite_n".
 
(3) Do not remove any citation identifier "@cite_n" when you modify a sentence or merge some sentences.
 
(4) Merge operation should be only exerted on different sentences that introduce the same reference paper or the target
paper.
 
(5) when you delete one sentence, the contextual coherence cannot be damaged.
 
Your output should include (1) your actions on how to improve succinctness, (2) the revised related work. The output
should be organized in the following JSON format:
{
  "Actions":
  {
   "1": xxxx,
   "2": xxxx,
   ...
  },
  "Revised Related Work":
  {
  "<SENTENCE_1>":{"content": xxxx, "trajectory": xxxx},
  "<SENTENCE_2>":{"content": xxxx, "trajectory": xxxx},
  ...
  "<SENTENCE_n>":{"content": xxxx, "trajectory": xxxx}
  }
}
Where the output JSON file should include two key-value pairs: "Actions" and "Revised Related Work":
The value of "Actions" is a JSON object, the key indicates the instruction index, the value refers to the instruction.
The value of "Revised Related Work" is also a JSON object, including multiple key-value pairs, where each key represents a
sentence from the original related work section, and each corresponding value is an object containing two keys: "content":
This key contains the revised content of the sentence, addressing the succinctness problem described in the "Succinctness
Problem" key. "trajectory": This key contains information about the revision, which should be from the above pre-defined
operations.
 
I will first show you an example input and output: 
{example}

Figure 20: Prompt for content succinctness generator (Continued)
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{
 "<SENTENCE_1>": "The burgeoning field of relation classification in natural language processing (NLP) has
witnessed significant advancements through the integration of neural network architectures and the strategic utilization
of syntactic information.",
 "<SENTENCE_2>": "Our work, \"A Position Encoding Convolutional Neural Network Based on Dependency Tree for
Relation Classification,\" introduces a novel approach that leverages the syntactic structure of dependency parse trees
to enhance relation classification.",
 "<SENTENCE_3>": "This section reviews relevant literature that has contributed to the development of relation
classification methods, particularly those that incorporate dependency structures and neural network models.",
 "<SENTENCE_4>": "Early attempts to improve relation classification have focused on exploiting the syntactic
structure provided by dependency trees.",
 "<SENTENCE_5>": "@cite_2 presents a pioneering approach that utilizes the shortest path in the dependency graph
between two entities as a feature for relation extraction.",
 "<SENTENCE_6>": "This method underscores the importance of dependency paths in capturing the essential
syntactic relations necessary for identifying semantic relationships between entities.",
 "<SENTENCE_7>": "Building on this concept, @cite_1 introduces an augmented dependency path (ADP) that
combines the shortest dependency path with subtrees attached to this path.",
 "<SENTENCE_8>": "The study demonstrates how this enriched syntactic representation, processed through a
dependency-based neural network, can achieve state-of-the-art results in relation classification.",
 "<SENTENCE_9>": "The exploration of neural network models for relation classification has led to the development of
various architectures designed to capture the complex features necessary for this task.",
 "<SENTENCE_10>": "@cite_3 and @cite_6 both employ convolutional neural networks (CNNs) but differ in their
approach to feature extraction and representation.",
 "<SENTENCE_11>": "While @cite_3 proposes a ranking-based classification model that leverages pairwise ranking
loss to enhance performance, @cite_6 focuses on extracting both lexical and sentence-level features directly from
word tokens using a deep CNN architecture.",
 "<SENTENCE_12>": "These studies highlight the versatility of CNNs in processing textual information for relation
classification.",
 "<SENTENCE_13>": "Furthermore, the significance of capturing sequential and structural information along
dependency paths is emphasized in @cite_4, which introduces a model based on long short-term memory networks
(LSTMs) that operate along the shortest dependency paths (SDP-LSTM).",
 "<SENTENCE_14>": "This model effectively integrates heterogeneous information from different sources over the
dependency paths, showcasing the potential of recurrent neural networks in understanding the syntactic and semantic
nuances of language.",
 "<SENTENCE_15>": "In addition to neural network models, the role of semantic compositionality in relation
classification is explored in @cite_7.",
 "<SENTENCE_16>": "This study presents a recursive neural network model that learns compositional vector
representations for phrases and sentences, illustrating the importance of understanding the compositional meaning of
language constructs for accurate relation classification.",
 "<SENTENCE_17>": "Our work builds upon these foundational studies by proposing a position encoding
convolutional neural network (PECNN) that utilizes tree-based position features derived from dependency parse
trees.",
 "<SENTENCE_18>": "Unlike previous approaches, our method redefines the context for relation classification by
designing tree-based convolution kernels that capture both semantic and structural information provided by
dependency trees.",
 "<SENTENCE_19>": "This innovative approach addresses the gap in existing research by enhancing word
representations through the encoding of relative positions in dependency trees and by offering a more nuanced
understanding of context in relation classification.",
 "<SENTENCE_20>": "In summary, our work is situated within a vibrant scholarly community that seeks to advance
relation classification through the innovative use of syntactic information and neural network models.",
 "<SENTENCE_21>": "By introducing a novel method that emphasizes the structural and semantic richness of
dependency parse trees, we contribute to the ongoing dialogue in the field and propose a new direction for future
research."
}

Figure 21: Case study: Initial draft
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{
 "<SENTENCE_1>": "The burgeoning field of relation classification in natural language processing (NLP) has witnessed
significant advancements through the integration of neural network architectures and the strategic utilization of syntactic
information.",
 "<SENTENCE_2>": "Our work, \"A Position Encoding Convolutional Neural Network Based on Dependency Tree for Relation
Classification,\" introduces a novel approach that leverages the syntactic structure of dependency parse trees to enhance
relation classification.",
 "<SENTENCE_3>": "This section reviews relevant literature that has contributed to the development of relation classification
methods, particularly those that incorporate dependency structures and neural network models.",
 "<SENTENCE_4>": "Early attempts to improve relation classification have focused on exploiting the syntactic structure
provided by dependency trees.",
 "<SENTENCE_5>": "@cite_2 presents a pioneering approach that utilizes the shortest path in the dependency graph
between two entities as a feature for relation extraction.",
 "<SENTENCE_6>": "This method underscores the importance of dependency paths in capturing the essential syntactic
relations necessary for identifying semantic relationships between entities.",
 "<SENTENCE_7>": "Building on this concept, @cite_1 introduces an augmented dependency path (ADP) that combines the
shortest dependency path with subtrees attached to this path.",
 "<SENTENCE_8>": "The study demonstrates how this enriched syntactic representation, processed through a dependency-
based neural network, can achieve state-of-the-art results in relation classification.",
 "<SENTENCE_9>": "The exploration of neural network models for relation classification has led to the development of
various architectures designed to capture the complex features necessary for this task.",
 "<SENTENCE_10>": "@cite_3 and @cite_6 both employ convolutional neural networks (CNNs) but differ in their approach to
feature extraction and representation.",
 "<SENTENCE_11>": "While @cite_3 proposes a ranking-based classification model that leverages pairwise ranking loss to
enhance performance, @cite_6 focuses on extracting both lexical and sentence-level features directly from word tokens using
a deep CNN architecture.",
 "<SENTENCE_12>": "These studies highlight the versatility of CNNs in processing textual information for relation
classification.",
 "<SENTENCE_13>": "Furthermore, the significance of capturing sequential and structural information along dependency
paths is emphasized in @cite_4, which introduces a model based on long short-term memory networks (LSTMs) that operate
along the shortest dependency paths (SDP-LSTM).",
 "<SENTENCE_14>": "This model effectively integrates heterogeneous information from different sources over the
dependency paths, showcasing the potential of recurrent neural networks in understanding the syntactic and semantic
nuances of language.",
 "<SENTENCE_15>": "In addition to neural network models, the role of semantic compositionality in relation classification is
explored in @cite_7.",
 "<SENTENCE_16>": "This study presents a recursive neural network model that learns compositional vector representations
for phrases and sentences, illustrating the importance of understanding the compositional meaning of language constructs for
accurate relation classification.",
"<SENTENCE_17>": "The challenges of extracting semantic relationships amidst sparse data and entity recognition errors
are addressed in @cite_5, which employs Maximum Entropy models to combine diverse lexical, syntactic, and semantic
features, highlighting the potential for scalable solutions in complex relation classification scenarios.",
 "<SENTENCE_18>": "Lastly, the establishment of a new task for multi-way classification of semantic relations between pairs
of common nominals as part of SemEval-2010 is introduced in @cite_8, underscoring the community's interest in robust
knowledge extraction and the importance of semantic relations in various NLP applications.",
 "<SENTENCE_19>": "Additionally, @cite_9's development of a new kernel method for relation extraction emphasizes the
ongoing need for robust methods capable of handling POS or parsing errors, particularly in challenging domains like
biological corpora.",
 "<SENTENCE_20>": "Our work builds upon these foundational studies by proposing a position encoding convolutional neural
network (PECNN) that utilizes tree-based position features derived from dependency parse trees.",
 "<SENTENCE_21>": "Unlike previous approaches, our method redefines the context for relation classification by designing
tree-based convolution kernels that capture both semantic and structural information provided by dependency trees.",
 "<SENTENCE_22>": "This innovative approach addresses the gap in existing research by enhancing word representations
through the encoding of relative positions in dependency trees and by offering a more nuanced understanding of context in
relation classification.",
 "<SENTENCE_23>": "In summary, our work is situated within a vibrant scholarly community that seeks to advance relation
classification through the innovative use of syntactic information and neural network models.",
 "<SENTENCE_24>": "By introducing a novel method that emphasizes the structural and semantic richness of dependency
parse trees, we contribute to the ongoing dialogue in the field and propose a new direction for future research."
}

Figure 22: Case study: Summary after Reference Paper Supplement
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{
 "<SENTENCE_1>": "The burgeoning field of relation classification in natural language processing (NLP) has witnessed
significant advancements through the integration of neural network architectures and the strategic utilization of syntactic
information.",
 "<SENTENCE_2>": "Our work, \"A Position Encoding Convolutional Neural Network Based on Dependency Tree for
Relation Classification,\" introduces a novel approach that leverages the syntactic structure of dependency parse trees
to enhance relation classification.",
 "<SENTENCE_3>": "This section reviews relevant literature that has contributed to the development of relation
classification methods, particularly those that incorporate dependency structures and neural network models.",
 "<SENTENCE_4>": "Early attempts to improve relation classification have focused on exploiting the syntactic structure
provided by dependency trees.",
 "<SENTENCE_5>": "@cite_2 presents a pioneering approach that utilizes the shortest path in the dependency graph
between two entities as a feature for relation extraction.",
 "<SENTENCE_6>": "This method underscores the importance of dependency paths in capturing the essential syntactic
relations necessary for identifying semantic relationships between entities.",
 "<SENTENCE_7>": "Building on this concept, @cite_1 introduces an augmented dependency path (ADP) that
combines the shortest dependency path with subtrees attached to this path.",
 "<SENTENCE_8>": "The study demonstrates how this enriched syntactic representation, processed through a
dependency-based neural network, can achieve state-of-the-art results in relation classification.",
"<SENTENCE_9>": "The transition from traditional methods to neural network models marks a pivotal evolution in the
field, offering new perspectives and methodologies for tackling the complexities of relation classification.",
 "<SENTENCE_10>": "Advancements in relation classification methods have also been marked by the exploration of
neural network models, which have been instrumental in understanding semantic compositionality and introducing new
tasks and methods.",
 "<SENTENCE_11>": "@cite_3 and @cite_6 both employ convolutional neural networks (CNNs) but differ in their
approach to feature extraction and representation, showcasing the versatility of CNNs in processing textual information
for relation classification.",
 "<SENTENCE_12>": "@cite_4 introduces a model based on long short-term memory networks (LSTMs) that operate
along the shortest dependency paths (SDP-LSTM), effectively integrating heterogeneous information from different
sources over the dependency paths.",
 "<SENTENCE_13>": "@cite_7 presents a recursive neural network model that learns compositional vector
representations for phrases and sentences, illustrating the importance of understanding the compositional meaning of
language constructs for accurate relation classification.",
 "<SENTENCE_14>": "Furthermore, @cite_5 addresses the challenges of extracting semantic relationships amidst
sparse data and entity recognition errors by employing Maximum Entropy models to combine diverse lexical, syntactic,
and semantic features.",
"<SENTENCE_15>": "@cite_8 introduces a new task for multi-way classification of semantic relations between pairs of
common nominals as part of SemEval-2010, underscoring the community's interest in robust knowledge extraction.",
 "<SENTENCE_16>": "@cite_9's development of a new kernel method for relation extraction emphasizes the ongoing
need for robust methods capable of handling POS or parsing errors, particularly in challenging domains like biological
corpora.",
 "<SENTENCE_17>": "Our work builds upon these foundational studies by proposing a position encoding convolutional
neural network (PECNN) that utilizes tree-based position features derived from dependency parse trees.",
 "<SENTENCE_18>": "Unlike previous approaches, our method redefines the context for relation classification by
designing tree-based convolution kernels that capture both semantic and structural information provided by dependency
trees.",
 "<SENTENCE_19>": "This innovative approach addresses the gap in existing research by enhancing word
representations through the encoding of relative positions in dependency trees and by offering a more nuanced
understanding of context in relation classification.",
 "<SENTENCE_20>": "In summary, our work is situated within a vibrant scholarly community that seeks to advance
relation classification through the innovative use of syntactic information and neural network models.",
 "<SENTENCE_21>": "By introducing a novel method that emphasizes the structural and semantic richness of
dependency parse trees, we contribute to the ongoing dialogue in the field and propose a new direction for future
research."
}

Figure 23: Case study: Summary after Structural Rationality Enhancement
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{
 "<SENTENCE_1>": "The burgeoning field of relation classification in natural language processing (NLP) has witnessed
significant advancements through the integration of neural network architectures and the strategic utilization of syntactic
information.",
 "<SENTENCE_2>": "Our work introduces a novel approach that leverages the syntactic structure of dependency parse
trees to enhance relation classification.",
 "<SENTENCE_3>": "This section reviews relevant literature that has contributed to the development of relation
classification methods, particularly those that incorporate dependency structures and neural network models.",
 "<SENTENCE_4>": "Early attempts to improve relation classification have focused on exploiting the syntactic structure
provided by dependency trees.",
 "<SENTENCE_5>": "@cite_2 presents a pioneering approach that utilizes the shortest path in the dependency graph
between two entities as a feature for relation extraction, highlighting the significance of dependency paths in identifying
semantic relationships.",
"<SENTENCE_6>": "This method underscores the importance of dependency paths in capturing the essential syntactic
relations necessary for identifying semantic relationships between entities.", 
 "<SENTENCE_6>": "Building on this concept, @cite_1 introduces an augmented dependency path (ADP) that
combines the shortest dependency path with subtrees attached to this path, achieving state-of-the-art results in relation
classification through a dependency-based neural network.",
"<SENTENCE_8>": "The study demonstrates how this enriched syntactic representation, processed through a
dependency-based neural network, can achieve state-of-the-art results in relation classification.", 
 "<SENTENCE_7>": "The transition from traditional methods to neural network models marks a pivotal evolution in the
field, offering new perspectives and methodologies for tackling the complexities of relation classification.",
 "<SENTENCE_8>": "Advancements in relation classification methods have also been marked by the exploration of
neural network models, which have been instrumental in understanding semantic compositionality and introducing new
tasks and methods.",
 "<SENTENCE_9>": "@cite_3 and @cite_6 both employ convolutional neural networks (CNNs), showcasing the
versatility of CNNs in processing textual information for relation classification.",
 "<SENTENCE_10>": "@cite_4 introduces a model based on long short-term memory networks (LSTMs) that operate
along the shortest dependency paths (SDP-LSTM), effectively integrating heterogeneous information from different
sources.",
 "<SENTENCE_11>": "@cite_7 presents a recursive neural network model that learns compositional vector
representations for phrases and sentences, illustrating the importance of understanding the compositional meaning of
language constructs for accurate relation classification.",
 "<SENTENCE_12>": "Furthermore, @cite_5 addresses the challenges of extracting semantic relationships amidst
sparse data and entity recognition errors by employing Maximum Entropy models to combine diverse lexical, syntactic,
and semantic features.",
 "<SENTENCE_13>": "@cite_8 introduces a new task for multi-way classification of semantic relations between pairs of
common nominals as part of SemEval-2010, underscoring the community's interest in robust knowledge extraction.",
 "<SENTENCE_14>": "@cite_9's development of a new kernel method for relation extraction emphasizes the ongoing
need for robust methods capable of handling POS or parsing errors, particularly in challenging domains like biological
corpora.",
 "<SENTENCE_15>": "Our work builds upon these foundational studies by proposing a position encoding convolutional
neural network (PECNN) that utilizes tree-based position features derived from dependency parse trees.",
 "<SENTENCE_16>": "Unlike previous approaches, our method redefines the context for relation classification by
designing tree-based convolution kernels that capture both semantic and structural information provided by dependency
trees.",
 "<SENTENCE_17>": "This innovative approach addresses the gap in existing research by enhancing word
representations through the encoding of relative positions in dependency trees and by offering a more nuanced
understanding of context in relation classification."
"<SENTENCE_20>": "In summary, our work is situated within a vibrant scholarly community that seeks to advance
relation classification through the innovative use of syntactic information and neural network models.",
 "<SENTENCE_21>": "By introducing a novel method that emphasizes the structural and semantic richness of
dependency parse trees, we contribute to the ongoing dialogue in the field and propose a new direction for future
research."
}

Figure 24: Case study: Summary after Content Succinctness Enhancement
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