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Abstract

Instruction fine-tuning is crucial in NLP tasks, enhancing pretrained models’
instruction-following capabilities and task-specific performance. However, ob-
taining high-quality fine-tuning data for large models is challenging due to data
collection difficulties and high production costs. To address this, we propose
MASTER, a novel data augmentation method that enriches original data through
interactions among multiple agents with varying cognitive levels. We simulate
three pedagogically grounded teaching scenarios, leveraging multi-agent con-
versations to generate high-quality teacher-student interaction data. Utilizing
MASTER, we construct BOOST-QA, a fine-tuning dataset augmented from ex-
isting datasets like Orca-Math-200k, ProcQA, and OpenHermes2.5. Experiments
show that models fine-tuned with BOOST-QA perform excellently across multi-
ple benchmarks, demonstrating strong multitask generalization. Notably, MAS-
TER significantly improves models’ reasoning abilities in complex tasks, pro-
viding valuable insights for future research. Our code is publicly available at
https://github.com/Toyhom/MASTER.

1 Introduction

In recent years, instruction-tuning or post-training has become one of the cornerstones of large
language models (LLMs) [1, 2]. To meet the growing demand for data, data synthesis has been widely
studied. For example, Yoo et al. combined subsets of training examples and embedded them into
model prompts to generate new, high-quality textual instances [3], demonstrating notable performance
improvements in text classification tasks. Ding et al. and Xu et al. proposed self-chat approaches
based on predefined prompt templates and dialogue seeds, using large language models (LLMs) to
generate diverse instruction data through self-dialogue [4, 5]. For example, Yoo et al. combined
subsets of training examples and embedded them into model prompts to generate new, high-quality
textual instances [3], demonstrating notable performance improvements in text classification tasks.
While these methods enhance the diversity of synthetic instruction data, they rely heavily on manually
crafted prompts and dialogue seeds and often lack clear interaction mechanisms, ultimately leading
to a mismatch between the generated data and real-world instruction scenarios.

To address these challenges, our study introduces a novel multi-agent interaction framework aimed at
enhancing original problem-solving datasets within simulated educational scenarios. Specifically, we
developed a system comprising teacher and student agents. Through their collaborative interactions,
any existing instruction dataset can be transformed into a Multi-Agent Simulated Teaching Enhanced
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Resource (MASTER) framework. MASTER simulates three educational scenarios—error correction,
collaborative debate, and analogical reasoning—by leveraging distinct conversational protocols
and model prompts, ultimately resulting in the creation of a high-quality instruction dataset named
BOOST-QA (Behaviorally Oriented Overlay of Simulated Teaching for QA).

Using the large-scale, high-quality instruction dataset BOOST-QA generated through the MASTER
framework, we fine-tuned several mainstream base models. To rigorously assess the effectiveness
of the MASTER method, we conducted comprehensive experiments comparing the performance of
base models fine-tuned on the original datasets, datasets augmented by other methods, and those
created through MASTER. The results show that BOOST-QA significantly enhances the diverse
capabilities of large language models (LLMs), outperforming several existing approaches focused on
data augmentation and selection.

Our main contributions are summarized as follows:

• We introduce the application of multi-agent simulated instructional scenarios in post-training
data synthesis and propose a novel data augmentation method, MASTER.

• By applying MASTER to portions of Orca-math-200k, ProcQA, and OpenHermes2.5, we
construct an efficient instruction fine-tuning dataset, BOOST-QA.

• We design comprehensive experiments to assess our MASTER method. Notably, in bench-
mark tests, multiple models fine-tuned with 19K instruction-response pairs from our BOOST-
QA exhibit significant performance improvements across various task domains.

2 Relate Work

2.1 Data Synthesis and Augmentation

In recent years, data synthesis and augmentation techniques have become essential for enhancing
LLM performance and generalization capabilities [6, 7]. Early approaches focused primarily on
simple lexical and positional transformations or employed LLMs to generate new training samples
through synonym substitution of sentences from original datasets [8–10]. While these methods
partially addressed data scarcity, they risked introducing noise-induced semantic drift and often
produced insufficient sample diversity for complex tasks [11]. To overcome these limitations, prompt-
guided LLM approaches for comprehensive data expansion have emerged as a promising alternative,
including methods such as constraint-augmented problem evolution to deepen original questions [12],
multi-task contextual generation by sampling from seed pools [13], and knowledge-tree recursive QA
to extend initial keywords [14]. These techniques improve content diversity and generalizability of
synthetic instructions, yet remain overly reliant on predefined prompts and keywords while lacking
authentic natural language contexts. In contrast to prior work, our approach enhances problem-solving
data quality by simulating real classroom learning scenarios through the incorporation of authentic
educational events, achieving superior generalizability and ecological validity.

2.2 Multi-Agent Simulation of Human Interaction

In recent years, agentic systems based on large language models have become a research focus
[15, 16]. Building on this trend, multi-agent simulation of human interaction has demonstrated
significant potential in tasks such as personality analysis and social behavior research [17–19]. Early
multi-agent systems primarily focused on two problem categories: goal-aligned collaborative tasks
and game-theoretic competitive scenarios [20–22]. Moreover, a portion of the work is directed
toward improving the agents’ ability to engage in role-play [23–25]. Recent advancements have
substantially expanded agent populations to investigate social dynamics, exemplified by Mou et al.’s
work employing agent swarms to model opinion propagation in social networks [26] and Stanford’s
"Virtual Town" simulating complex human behavioral patterns through agent socialization [27].
However, practical applications leveraging multi-agent interaction for real-world problem-solving
remain limited. Our proposed school-agent framework is specifically designed for synthesizing
diverse, high-quality data to address this gap and meet operational requirements.
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2.3 Knowledge Distillation

Knowledge distillation enables the transfer of knowledge from large teacher models to compact
student models while preserving performance and reducing computational complexity. The seminal
work by Hinton et al. first introduced this concept, demonstrating how soft labels could effectively
compress models by distilling integrated knowledge from larger architectures [28]. Subsequent
advancements by Jing et al. incorporated conditional generative adversarial networks to refine student
logits outputs through adversarial training, achieving closer alignment with teacher outputs [29].
Zhang et al. expanded the paradigm through mutual learning among multiple student models, proving
effective for collaborative training scenarios [30]. Novel directions emerged through Tung/Park
et al.’s focus on relational similarity between teacher-student networks [31, 32], while Xu et al.’s
alternating sampling method significantly narrowed performance gaps in complex mathematical
reasoning tasks [33]. The recent "Branch-Merge Distillation" by DeepSeek successfully transferred
DeepSeek-R1’s capabilities to Qwen models across STEM benchmarks [34]. Our approach diverges
by employing agent-mediated interaction to inject novel cognitive patterns into raw data, funda-
mentally overcoming knowledge distillation’s inherent limitations in generalization capacity and
teacher-dependent behavioral constraints through enhanced data format learnability.

3 Methodology

3.1 Overview

This section introduces our multi-agent classroom simulator, MACLASS. As illustrated in the Figure 1,
MACLASS enables LLMs to realistically play the roles of teachers and students through carefully
designed prompts and uses a set of original question–answer data as input to generate simulated
teaching interaction scenarios. MACLASS integrates diverse real-world educational settings and
adheres to the design principle of embedding authentic and effective pedagogical methods into the
multi-agent interaction process. Our approach primarily addresses the following two challenges: (1)
How can effective educational principles be incorporated into agent-based teaching processes? (2)
How can we ensure coherent and natural interactions among agents across different scenarios?

To address the first challenge, we integrate established pedagogical principles into classroom interac-
tions through three key approaches: teachers guide students to correct mistakes and solve problems
independently, facilitating experiential learning from errors [35]; teachers facilitate group debates
to enhance critical thinking and analytical skills [36]; and teachers encourage analogical reasoning,
enabling students to develop inductive learning abilities by solving structurally similar problems
[37]. The above methods are each developed into distinct instructional scenarios, featuring multi-turn
interactions among multiple agents. The utterances from these agents are then concatenated and
organized into ShareGPT-format data, effectively integrating foundational educational principles with
the reasoning capabilities of intelligent agents within the dataset.

To address the second issue, we ensure that the interactions between multiple agent roles are co-
herently and logically controlled. To this end, we design precise interaction management rules
that govern the speaking order of agents across different teaching scenarios, and assign scenario-
specific prompts to each agent at different turns. Specifically, we model the dialogue process as:
D = [D1,D2, . . . ,Di, . . . ,Dn, ρ] ,where Di denote the utterance content of an agent at the i-th turn,
and let ρ represent the prompt used by the agent at the current teaching step. Under this framework,
the predefined speaking order and prompt assignment strategy ensure the coherence of the dialogue
flow, effectively achieving the intended pedagogical goals.

By adopting this method, we implement a fluent and well-controlled multi-agent classroom inter-
action module that successfully simulates authentic and effective teaching processes. The detailed
configuration is provided in the Appendix.

3.2 Agent role construction

Studies have shown that interactive teaching can significantly enhance students’ learning quality.
However, its effective implementation relies on efficient dialogue exchanges between teachers and
students, which remains a challenging task [38]. Simulating high-quality classroom interactions using
multiple agents often encounters problems such as agents competing for roles, drifting off-topic,
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or redundantly repeating previous responses. To address these issues, we introduce two strictly
constrained types of agents: Teacher agents and Student agents. In our framework, we assign large
language models (LLMs) with distinct prompts that enable them to assume different roles in a multi-
agent setting or to perform different instructional tasks within the same role definition. This approach
facilitates both functional cooperation and procedural control. Formally, this can be expressed as
A = (L, PRi

), Ri ∈ R = [R1, R2, . . . , Ri, . . . , Rn].

In our framework, each agent A powered by an LLM L is assigned role-specific prompts PRi

corresponding to distinct task phases Ri. For instance, a student agent utilizes different prompts when
initially making an error versus when correcting it. This structured prompt design ensures agents
operate within their designated roles and phases, minimizing role confusion and task redundancy,
thereby enhancing the quality and stability of the collaboratively generated educational dialogues.

Teacher Agents In a classroom environment, the teacher not only serves as the primary source of
knowledge transmission and student guidance, but also plays a pivotal role in shaping the overall
learning experience, managing instructional dynamics, and fostering critical thinking. As a core
component of the multi-agent classroom framework, the teacher must simultaneously fulfill multiple
instructional functions, including delivering content, assessing student understanding, providing
timely feedback, and adapting pedagogical strategies to accommodate diverse learning needs.

Upon receiving an original question and its standard answer, the teacher agent conveys the problem
details to the student, offering brief explanations to facilitate understanding. When provided with
a student’s solution, along with the corresponding question and standard answer, the teacher agent
identifies any errors in the student’s response and supplements the instruction with correct problem-
solving strategies, guiding the student to independently rectify previous mistakes. This structured
approach ensures the quality and stability of the multi-agent educational dialogues.

Student Agents As the recipients of instructional content and the primary agents in the problem-
solving process, students play a pivotal role in integrating the three pedagogical methods introduced
in 3.1 into realistic educational scenarios.Student agents are expected not only to respond to teacher
instructions but also to revise their previous answers based on prior attempts and peer debates,
articulating their own perspectives accordingly.

3.3 Class specific settings

Our work creates a classroom environment that diverges from traditional instructional paradigms.
Multi-agent systems that rely solely on predefined operations are insufficient to effectively simulate
concrete pedagogical strategies. To authentically integrate the pedagogical methods outlined in
3.1 into the synthesized multi-agent classroom dialogue data, we have designed and developed a
Classroom Interaction Manager comprising three modules: "Error Making and Correction", "Debate",
and "Analogical Problem Retrieval and Solving". These modules respectively support the control
of three distinct scenarios, as illustrated in Figure 1. The multi-turn question-answering augmented
data generated from these three scenarios are concatenated in the ShareGPT format to construct a
high-quality dataset named BOOST-QA.

Error Correction Module This module is designed to simulate a classroom scenario where a
student agent initially provides an incorrect or incomplete solution to a given problem. Subsequently,
a teacher agent analyzes the student’s response in conjunction with the standard answer to identify
errors and offer correct reasoning. Finally, the student agent, leveraging the prior interaction and
the standard answer, independently formulates a corrected solution. Specifically, we employ the
Qwen2.5-0.5B-Instruct model with a temperature setting of 0.8 for the initial student response,
promoting the generation of diverse and imperfect answers. For the subsequent correction phase, both
teacher and student agents utilize the more capable Qwen2.5-14B-Instruct model with a temperature
of 0.2, ensuring accurate error identification and high-quality reasoning.

In practice, training models with augmented data constructed by this module can inject structured
noise into the gradient descent process. This simulates interactions across different cognitive levels,
enabling the model to explore high-loss regions associated with student model errors and converge
along smoother paths defined by corrected answers. Such an approach facilitates escaping local
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Figure 1: A multi-agent system-based data augmentation pipeline that simulates three different
pedagogical contexts to enhance question-answering datasets. From top to bottom, the scenes are
Correction Augmentation, Debatement Augmentation, and Analogical Augmentation.

minima and aids in identifying and avoiding common error patterns during inference. The gradient
expression is as follows:

∇θLaug(θ) ≈ ∇θL(θ) + γ · E(x, δy)∼∆D
[
∇θ ℓ

(
fθ(x), δy

)]
(1)

In this context, L(θ) denotes the conventional supervised learning loss function. The parameter γ
represents the perturbation intensity introduced by multi-agent interactions, influenced by factors
such as inference temperature. The term E(x,δy)∼∆D signifies the expectation over the augmented
data distribution ∆D. Here, ℓ is the per-sample loss function, fθ(x) corresponds to the corrected
solution generated by the 14B teacher model for the original problem x, and δy denotes the perturbed
answer label produced by the 0.5B student model.

Debate Interaction Module This module is designed to construct multiple student agents, each
analyzing the question and the responses of other students to express their own perspectives. This
approach aims to capture diverse problem-solving strategies and enhance data diversity.We employ
identical prompts to build three student agents: S1, S2, and S3. S3 utilizes the Qwen2.5-14B-Instruct
model with a temperature setting of 0.2, serving as the summarizer and decision-maker in the debate.
Conversely, S1 and S2 employ the Qwen2.5-7B-Instruct model with a temperature of 0.6, acting as
regular participants in the discussion. During the data augmentation process, S1 and S2 take turns
speaking for one or two rounds, after which S3 provides a summary. The output of the agent in
the i-th round, denoted as Ai, can be represented by Ai = f(H, θi), where H signifies the current
classroom dialogue history, and θi denotes the output temperature corresponding to the agent.

Analogous to the error correction module, this component employs discussions among multiple
agents to simulate the cognitive diversity of students. By fine-tuning the model with debate-enhanced
data, it facilitates the smoothing of the loss landscape, thereby guiding the optimization trajectory
away from sharp local extrema and enabling the learning of diverse, high-quality problem-solving
strategies. The gradient representation of this module is as follows:
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∇θLaug = E(x,y)∼D

∇θℓ(fθ(x), y)︸ ︷︷ ︸
original gradient

+λ

K∑
k=1

∇θℓ(fθ(x), y
∗
k)︸ ︷︷ ︸

debate gradient

 . (2)

Here, E(x,y)∼D denotes the expectation over the augmented data distribution D. The term
∇θℓ(fθ(x), y) represents the original gradient. The parameter λ is the debate intensity coeffi-
cient, influenced by factors such as model inference temperature and the number of debate rounds.
Kdenotes the number of debate rounds, y∗k is the answer provided by the agent in the current round,
and ℓ(fθ(x), y

∗
k) represents the single-sample loss.

Similar Question Retrieval Module This module facilitates basic interactions between teacher
and student agents. After the student completes the first-round response, the system retrieves similar
questions based on the initial prompt. By constructing new prompts for the student to solve related
problems and subsequently performing format concatenation, the system builds analogy-based data.
This approach encourages the application of existing knowledge to analogous scenarios, enhancing
knowledge transfer capability.

Specifically, a small subset of questions is randomly selected from the original dataset as the
first-round questions Q1st, while the remaining questions form the retrieval pool. Using the all-
MiniLM-L6-v2 model, embeddings are computed, and cosine similarity is employed to identify
questions in the pool that closely resemble Q1st. From these, one question is randomly chosen as
the analogy reasoning question Q2nd for the student’s second-round response, as illustrated in the
accompanying formula. Both student and teacher agents utilize the Qwen2.5-14B-Instruct model
with a temperature setting of 0.2. Q denotes the complete question dataset, and Qc

1st represents the
complement set of first-round questions, the analogy retrieval process is as follows:

Q2st = Random (Top-k (cos _sim(Q1st, Q
c
1st))) , Q1st ∪Qc

1st = Q. (3)

Specifically, we employ the ShareGPT format to concatenate two rounds of question-answer dialogues
from multi-agent students addressing similar problems into a single mixed training sample. This
approach facilitates joint modeling of locally similar samples within the semantic space during
model training, effectively serving as an implicit interpolation-based augmentation. Moreover, this
mechanism encourages the model to focus on subtle differences between similar samples, thereby
learning the core semantics of the task and enhancing robustness. The loss function for training the
model with this augmented data is defined as follows:

Lmix = − log p(y1, y2 | x1, x2). (4)

Here, x1 and x2 denote the original problem texts, while y1 and y2 represent the corresponding
original solution texts. The formula thereby signifies the process of learning the joint probability
distribution between similarly structured and closely related sample pairs.

4 Experiments

4.1 Experimental Setup

Training datasets. We used three instruction-tuning datasets: (1) Orca-Math-Word-200K, a high-
quality set of elementary math QA pairs generated via multi-agent collaboration [39]; (2) ProcQA,
mixed-modality programming QA pairs from StackOverflow [40]; and (3) OpenHermes 2.5, a
general-purpose dataset covering commonsense QA and reasoning. We sampled 10,000 instances
each from Orca-Math-Word-200K and ProcQA, and 9,000 from OpenHermes 2.5, forming the
original dataset (ori-data). Applying the MASTER augmentation method to ori-data produced an
equal-sized enhanced dataset (19,000 samples), termed BOOST-QA. Correctness verification with a
locally deployed Qwen2.5-32B-Instruct model showed only 4.1% of augmented samples contained
procedural reasoning errors.
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Evaluation datasets. We evaluated our method on HumanEval [41], MBPP [42], MATH [43],
MMLU-PRO-MATH [44], MMLU [45], ARC [46] and SCI-Q[47]. These datasets encompass various
domains and task types, including human-written coding challenges, mathematical problem-solving,
multi-choice questions, and scientific reasoning, thereby providing a comprehensive assessment of
our method’s capabilities. During evaluation, we assessed the zero-shot capabilities of the MASTER-
model series across these datasets. The inference temperature was set to 0 for HumanEval and MBPP,
and to 0.2 for all other datasets.

Models for data augmentation and training. We employed the Qwen2.5-Instruct series of models
[48] as the foundational models to enhance the original data through multi-agent classroom inter-
actions; specific configurations are detailed in 3.3 . To evaluate the effectiveness of MASTER, we
utilized three base models: LLaMA-3-7B-base [49], Qwen2.5-7B-base [48], and Mistral-7B-base
[50]. By fine-tuning these models on BOOST-QA, ori-data, and other high-quality datasets con-
structed using alternative methods, and subsequently comparing their performances, we validated the
superiority of the MASTER method in enhancing data quality.

4.2 Baselines

We selected four baseline methods for comparison with MASTER. First, we employed traditional
text augmentation techniques by injecting character-level noise into the original text. Inspired by
EDA, RandomAug and SpellingAug [51] , were selected and are both open-sourced in the GitHub
project nlpaug.

The third baseline is TAGCOS [52], which computes gradient representations for each sample in the
original dataset, clusters similar data points, and then applies a greedy algorithm within each cluster
to effectively select high-quality data subsets for instruction fine-tuning. This approach emphasizes
efficiency and relevance in data selection, aiming to reduce redundancy while preserving diversity in
the fine-tuning corpus.

The final baseline is CoT Collection, proposed by Seungone Kim et al., which aims to enhance
the reasoning capabilities of small and medium-sized language models in zero-shot and few-shot
tasks through chain-of-thought (CoT) fine-tuning [53]. It aggregates a large and diverse set of CoT-
annotated samples from multiple sources to provide explicit reasoning supervision, thereby helping
models better learn intermediate reasoning steps.

To ensure a fair comparison, we used the TAGCOS method to select high-quality subsets of 5K, 5K,
and 9K samples from the original training datasets Orca-Math-200K, ProcQA, and OpenHermes2.5,
respectively, and combined them into a new high-quality training set. RandomAug, SpellingAug,
CoT Collection, and our MASTER were then applied to randomly augment an equal amount of
original data. Each method was used to fine-tune the pretrained model using LoRA for 2 epochs with
a learning rate of 1e-4.

4.3 Main Results

We present the primary results of different models trained on BOOST-QA and Ori-Data across various
benchmarks in Table 1 and Table 2, and compare them with multiple baseline methods in Table 3.
We use accuracy as the evaluation metric for mathematics and general tasks. For objective questions,
answers are extracted reliably using regular expressions, while subjective questions are evaluated
for correctness by the Qwen2.5-14B-Instruct model based on the corresponding reference answers.
For programming tasks such as HumanEval and MBPP, we adopt Pass@1 as the primary evaluation
metric. Our findings are as follows:

BOOST-QA has demonstrated performance improvements across various models. In the ex-
perimental results presented in Table 1 and Table 2, all baseline models fine-tuned with the augmented
dataset BOOST-QA generally outperformed those fine-tuned with the original, unaugmented dataset
Ori-Data across multiple benchmark tests. This indicates that our data augmentation method effec-
tively enhances the learnability of the original data, thereby improving the model’s generalization
ability for the tasks.
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The BOOST-QA dataset enabled models to achieve better performance compared to other
baselines. In the experimental results presented in Table 3, the LLaMA3-8B-base model fine-
tuned with BOOST-QA dataset consistently outperforms a wide range of baseline methods across
multiple benchmarks in mathematics, programming, and general tasks. This highlights the significant
advantages of our MASTER data augmentation method.

Table 1: Performance comparison of models fine-tuned with Ori-Data and BOOST-QA (Part 1).

Model MATH MMLU-PRO-MATH MBPP HumanEval

Ori BOOST-QA Ori BOOST-QA Ori BOOST-QA Ori BOOST-QA

LLaMA3-8B 21.58 23.90 13.55 27.39 65.30 67.20 39.02 50.61
Qwen2.5-7B 71.00 70.54 24.35 44.41 78.00 79.10 22.56 42.07
Mistral-7B 15.74 17.58 7.18 13.92 56.30 55.00 17.68 28.05

Table 2: Performance comparison of models fine-tuned with Ori-Data and BOOST-QA (Part 2).

Model MMLU ARC SCI-Q AVERAGE

Ori BOOST-QA Ori BOOST-QA Ori BOOST-QA Ori BOOST-QA

LLaMA3-8B 48.13 48.13 57.76 61.52 76.50 80.10 45.98 51.26
Qwen2.5-7B 24.05 50.12 20.90 68.52 20.00 69.70 37.27 60.64
Mistral-7B 27.59 35.89 32.25 47.70 70.50 49.10 32.46 35.32

Table 3: Performance comparison of models fine-tuned with BOOST-QA and other baselines.

Method Ori RandomAug SpellingAug TAGCOS CoT-fine BOOST-QA

MATH 21.58 21.16 20.86 26.50 21.02 23.90
MMLU-PRO-MATH 13.55 14.58 13.40 12.95 14.36 27.39
MBPP 65.30 61.90 63.50 61.40 61.40 67.20
HumanEval 39.02 31.10 37.20 42.68 33.54 50.61
MMLU 48.13 38.35 24.21 46.91 41.08 48.13
ARC 57.76 41.98 22.61 61.09 47.87 61.52
SCI-Q 76.50 62.30 22.70 84.00 68.50 80.10
Average 45.98 38.77 29.21 47.93 41.11 51.26

The BOOST-QA dataset significantly enhances the model’s capability in solving complex
multiple-choice questions. Notably, We found that our MASTER series models achieved remark-
able improvements on multiple-choice question tasks. Upon observing this phenomenon, we incorpo-
rated additional multiple-choice benchmark tests, with the results illustrated in Figure 2. Across the
current eight test datasets, the MASTER method demonstrated consistent improvements exceeding
5% compared to training with the original data, peaking at a 31.46% enhancement. Through analysis
of the models’ inference outputs, we found that the MASTER-series models generated significantly
longer reasoning chains than those trained on the original data, where outputs tended to be shorter or
limited to direct option selection. This indicates that our BOOST-QA dataset effectively internalizes
the models’ reasoning capabilities, enabling better generalization when addressing complex problems.

4.4 Ablation Study

In this section, we meticulously design ablation experiments by fine-tuning the LLaMA3-8B-base
model using training data constructed from various combinations of educational scenarios. This
approach is intended to assess the impact of different teaching scenarios on model performance.

Effects of two scenarios In a subsequent series of ablation experiments, as detailed in Table 4, we
explored the impact of combining different pairs of educational scenarios on model performance.
Specifically, ME&DB (Make Error and Debate), ME&EP (Make Error and Expand), and DB&EP
(Debate and Expand) denote models fine-tuned with augmented data that integrates these scenario
pairs. To construct these dual-scenario datasets, we meticulously removed data lacking the corre-
sponding scenarios from BOOST-QA and supplemented it with carefully selected samples from
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Figure 2: Results from the complex multiple-choice question test show a maximum improvement
of 31.46% and an average improvement of 15.50%. CODEMMLU-CC, CODEMMLU-AF, and
CODEMMLU-CR are abbreviations for CODEMMLU-CODE-COMPLETION, CODEMMLU-API-
FRAMEWORKS, and CODEMMLU-CODE-REPAIR, respectively.

Table 4: Performance comparison of models fine-tuned with partial and full multi-agent simulated
teaching scenarios across multiple benchmarks. ME, DB, and EP are the abbreviations for Make
Error, Debate, and Expand, respectively.

Method Ori ME&DB ME&EP DB&EP ME DB EP Full

MATH 21.58 19.88 19.90 23.48 17.96 21.90 22.40 23.90
MMLU-PRO-MATH 13.55 16.14 17.25 17.62 13.40 11.32 10.58 27.39
MBPP 65.30 56.10 52.90 66.10 52.90 63.50 61.60 67.20
HumanEval 39.02 31.70 36.59 45.73 23.78 47.56 44.51 50.61
MMLU 48.13 40.08 35.36 32.64 40.54 19.86 31.40 48.13
ARC 57.76 49.57 41.13 32.34 47.35 50.26 38.14 61.52
SCI-Q 76.50 56.30 63.60 55.20 67.90 54.40 50.20 80.10
Average 45.98 38.54 38.10 39.02 37.69 38.40 36.98 51.26

Ori-Data. The experimental results indicate that augmenting with only one or two scenarios fails to
significantly enhance model performance. In contrast, the MASTER model, which is trained with
data augmented from all three educational scenarios, consistently outperforms the model trained on
the original data across all test sets. This finding underscores the complementary and indispensable
roles of each educational scenario in the data augmentation process, highlighting that a combination
of multiple scenarios is essential for optimal model performance.

Effects of one scenarios In Table 4, we systematically evaluated the performance of models trained
on datasets augmented using only a single educational scenario—specifically, ME (Make Error),
DB (Debate), or EP (Expand). The results consistently showed that these models underperformed
compared to the model trained solely on the original dataset across all test sets. This outcome
highlights the limitations of augmenting data with a single scenario, as it fails to provide the
comprehensive learning experiences necessary for robust model performance. Furthermore, the
models trained with only one scenario exhibited a lack of robustness when faced with diverse test
conditions, indicating that a singular approach is insufficient for comprehensive learning. Our findings
suggest that integrating multiple educational scenarios is crucial for enhancing the adaptability and
generalizability of the models, as each scenario contributes unique learning signals that collectively
improve model performance. Therefore, we conclude that a combination of varied educational
scenarios is essential for effectively improving model performance, as it provides a more holistic and
diverse learning environment.
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5 Conclusion

This study systematically investigates the impact of constructing multi-agent instructional scenarios
on question-answering (QA) data augmentation. To obtain high-quality instruction fine-tuning data,
we simulate three distinct educational scenarios using multiple agents, introducing varying levels of
cognitive interaction into the original data. This approach aims to enhance the convergence efficiency
of the base model on the augmented data. Furthermore, during the inference phase, we implement an
error-correction interaction pattern that mirrors the structure of the training data, ensuring consistency
between training and reasoning processes. Our experimental results validate the effectiveness of this
comprehensive framework in improving model performance.
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• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In Appendix B (to be included in the supplementary materials), we have
comprehensively outlined the limitations of our study, with the aim of facilitating future
research directions.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: In 3.3 , we elaborated on the motivation and theoretical derivation of our
method, with a complete proof process in place.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have provided detailed descriptions of the experimental setup in 4.1 and
4.2 to ensure that our experiment can be reproduced.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: This is a temporary measure, and we are actively working toward open-sourcing
the project.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Sections 4.2 and Appendix D(to be included in the supplementary materials)
provide a detailed exposition of our experimental setup, encompassing hyperparameters,
model configurations, training protocols, and evaluation criteria.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Given the substantial computational costs of post-training large models and
the consistent performance observed across various configurations, we opt not to repeat
identical experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In Appendix D(to be included in the supplementary materials), we have pro-
vided sufficient information on the computer resources needed to reproduce the experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We hereby certify that all aspects of this research strictly comply with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This paper proposes a novel data augmentation framework to enhance the
training efficiency of large language models, without any negative societal impacts.

Guidelines:
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The creators or original owners of the assets used in the paper, such as code,
data and models, have been appropriately recognized, and the licenses and terms of use have
been clearly mentioned and properly respected.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This research was conducted without the use of crowdsourcing platforms or
human subject studies.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper methodology excludes both crowdsourcing and human participant
studies.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: This paper does not employ LLMs as important, original, or non-standard
components of its core methodology.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendices
A Author Contributions

Liang Yue designed and implemented a detailed multi-agent interaction process, conducted extensive
experiments, refined the training data augmentation, supervised fine-tuning (SFT), and evaluation
procedures, and successfully reproduced certain baseline methods, thereby making a significant
contribution to the manuscript. Yihong Tang proposed effective suggestions, developed a method
leveraging large language models (LLMs) of varying sizes as interactive agents to enrich the data
space, guided the design of fine-tuning and analytical experiments, and contributed substantially to
the manuscript. Kehai Chen, Jie Liu and Min Zhang jointly led the project, oversaw team resource
allocation and collaboration, and offered valuable advice on experiments and writing, thus making
important contributions.

B Limitations and Future Work

Generalization We have observed that augmenting training data using the MASTER method
significantly enhances large language models’ (LLMs) performance on complex reasoning tasks. This
improvement is likely due to the method’s focus on generating training data with coherent thought
processes, thereby strengthening the models’ logical reasoning capabilities. However, it’s important
to note that such enhancements are relatively limited in tasks like commonsense question answering
and reading comprehension. These tasks often rely more heavily on extensive background knowledge
and contextual understanding rather than deep logical reasoning. Consequently, the application
of multi-agent data augmentation mechanisms in commonsense and reading comprehension tasks
warrants further exploration and optimization to achieve more substantial improvements.

Applicability Due to constraints in computational resources and time, we constructed a relatively
small training dataset and validated the effectiveness of our method using pre-trained models with
fewer than 8 billion parameters. Our findings indicate that BOOST-QA data significantly enhances
the performance of these smaller models compared to the original training data. However, considering
that large-parameter models, which have undergone extensive training on diverse datasets, and
instruction-tuned models trained on carefully curated instruction sets, may have already internalized
strong reasoning capabilities, our method might yield less pronounced improvements for them.
Therefore, future work could explore whether multi-agent teaching and data augmentation strategies
can effectively enhance performance in large-parameter instruction-tuned models.

Is it necessary to train a teacher-student model? In our multi-agent interaction framework, we
employed the Qwen2.5 series models, which have demonstrated strong performance in mathematical
and programming tasks, to serve as both teacher and student agents. However, these models were not
specifically trained for error correction and debate-style interactions. Therefore, future work could
involve constructing a small set of high-quality dialogue data tailored to these scenarios, enabling the
training of specialized teacher and student models. This approach may yield more effective outcomes
in such interactive settings.

How to maintain data security and positivity? In the error correction scenarios, we utilized a
0.5B parameter model as the student agent to intentionally generate errors, with explicit prompts
indicating its limited capabilities. However, the outputs from this "underperforming" model may
negatively influence the subsequent error correction process between the teacher and student agents.
Additionally, there is a risk that the large language model (LLM) might replicate irrelevant or
inappropriate outputs from the student agent, deviating from the intended context. To mitigate
these issues, future research could incorporate a classroom management agent and implement data
screening mechanisms to ensure that the generated training data is safe, accurate, and aligns with
positive educational objectives.
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Human: You want to multiply 20 by some number. I mistakenly multiplied 10 by the number, and the result was 40. 

What is the correct calculation result?

GPT(Dull Student): To find the correct calculation result, let's break down the problem:\n\n1. **Identify the 

mistake**: I mistakenly multiplied 10 by the unknown number, and the result was 40. This means that the unknown 

number should be:\n   - Since 10 * 40 = 400, and 20 * 40 = 800, the correct unknown number should be the inverse 

of this, i.e., 800 / 20 = 40.\n\n2. **Correct calculation**: Given the correct multiplication:\n   - 20 * 40 = 800\n   - 

10 * (40 / 20) = 10 * 2 = 20\n\n3. **Final step**: Multiply the correct result by 20:\n   - 800 * 20 = 16000\n\nSo, 

the correct calculation result is 16000.

Human(Teacher): Your solution process is incorrect. Let's focus on the first step where you identified the mistake. 

You need to find the unknown number that, when multiplied by 10, gives 40. Once you have the correct unknown 

number, you can then multiply it by 20 to get the correct result. Reconsider how to find the unknown number from 

the given information.

GPT(Smart Student): I see where I went wrong. Let's correct it step by step:\n\n1. **Identify the unknown 

number**: Since multiplying 10 by the unknown number gives 40, the unknown number is:\n   - 40 / 10 = 4\n\n2. 

**Correct calculation**: Now, multiply the correct unknown number by 20:\n   - 20 * 4 = 80\n\nSo, the correct 

calculation result is 80.

Figure 3: Example of Multi-Agent Error Correction Scenario Augmented Data in ShareGPT Format

Human: John wants to finish a show in 5 days. There are a certain number of episodes and they are each 30 minutes 

long. He has to watch 2 hours a day. How many episodes are in the show?

GPT(Student A): To determine the total number of episodes in the show, we first need to calculate how many 

minutes John will watch in total over the 5 days. Since he plans to watch 2 hours each day, and there are 60 minutes 

in an hour, we can calculate the total minutes as follows:\n\n2 hours/day * 60 minutes/hour * 5 days = 600 

minutes\n\nGiven that each episode is 30 minutes long, we can now find out the total number of episodes by 

dividing the total minutes by the length of each episode:\n\n600 minutes / 30 minutes/episode = 20 

episodes\n\nTherefore, the show has 20 episodes in total.

Human(Student B): The calculation provided by StudentA seems correct. John plans to watch 2 hours each day, 

which is 120 minutes per day. Over 5 days, he will watch a total of 600 minutes. Since each episode is 30 minutes 

long, dividing 600 minutes by 30 minutes per episode indeed gives us 20 episodes. However, I would like to 

recheck the calculation to ensure there are no mistakes. Let's break it down again:\n\nFirst, calculate the total 

minutes John will watch over 5 days:\n2 hours/day * 60 minutes/hour * 5 days = 600 minutes\n\nNext, divide the 

total minutes by the length of each episode:\n600 minutes / 30 minutes/episode = 20 episodes\n\nThe result is the 

same as StudentA's, so the show has 20 episodes in total.

GPT(Student C): The calculation provided by StudentA and StudentB is indeed correct. John plans to watch 2 hours 

each day, which amounts to 120 minutes per day. Over 5 days, he will watch a total of 600 minutes (2 hours/day * 

60 minutes/hour * 5 days). Since each episode is 30 minutes long, dividing the total minutes by the length of each 

episode gives us 20 episodes (600 minutes / 30 minutes/episode). Therefore, the show has 20 episodes in total.

Figure 4: Example of Multi-Agent Debate Scenario Augmented Data in ShareGPT Format

C Analysis and Visualization of Augmented Data

The enhanced example data formats for the error correction, debate, and analogical reasoning
scenarios are illustrated in Figure 3, Figure 4 and Figure 5 respectively. Each scenario’s agent outputs
are concatenated to create training data in the ShareGPT format.

D Detailed Experimental Design

D.1 Train Data

To evaluate the effectiveness of the MASTER data augmentation method, we constructed six training
datasets, each comprising 19,000 instances formatted in the ShareGPT style. These datasets include:
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Human(Teacher): Tommy goes for a run around his neighborhood and decides to calculate how many wheels he 

saw. All the vehicles in his neighborhood have 4 wheels. He saw 12 trucks and some cars, and he saw 100 wheels. 

How many cars did he see?The question asks you to determine the number of cars Tommy saw based on the total 

number of wheels he counted and the number of trucks he observed. Given that each vehicle has 4 wheels, and 

Tommy saw a total of 100 wheels from 12 trucks and an unknown number of cars, you need to set up an equation to 

represent this scenario. Start by calculating the total number of wheels from the trucks, then use the remaining 

wheels to find out how many cars there were.

GPT(Student): To determine the number of cars Tommy saw, we start by noting that each vehicle has 4 wheels. 

Tommy saw 12 trucks, so the total number of wheels from the trucks is \\(12 \\times 4 = 48\\) wheels. Since Tommy 

saw a total of 100 wheels, the remaining wheels must have come from the cars. The number of wheels from the cars 

is \\(100 - 48 = 52\\). Since each car also has 4 wheels, the number of cars Tommy saw is \\(52 \\div 4 = 13\\). 

Therefore, Tommy saw 13 cars.

Human(Teacher): Good job,please take a look at this similar question.Tommy goes for a run around his 

neighborhood and decides to calculate how many wheels he saw. All the trucks in his neighborhood have 4 wheels, 

all the cars have 4 wheels, bicycles have 2 wheels, and buses have 6 wheels. If he saw 12 trucks, 13 cars, 8 bicycles, 

and 3 buses, how many wheels did he see?

GPT(Student): To calculate the total number of wheels Tommy saw, we need to multiply the number of each type of 

vehicle by the number of wheels they have and then add all the results together. For trucks, there are 12 trucks each 

with 4 wheels, so 12 trucks * 4 wheels/truck = 48 wheels. For cars, there are 13 cars each with 4 wheels, so 13 cars 

* 4 wheels/car = 52 wheels. For bicycles, there are 8 bicycles each with 2 wheels, so 8 bicycles * 2 wheels/bicycle 

= 16 wheels. For buses, there are 3 buses each with 6 wheels, so 3 buses * 6 wheels/bus = 18 wheels. Adding all 

these wheels together, we get 48 wheels (trucks) + 52 wheels (cars) + 16 wheels (bicycles) + 18 wheels (buses) = 

134 wheels. Therefore, Tommy saw a total of 134 wheels during his run.

Figure 5: Example of Multi-Agent Analogical Reasoning Scenario Augmented Data in ShareGPT
Format

(1) the original instruction dataset; (2) an instruction dataset augmented using the MASTER method;
(3) datasets enhanced through two Easy Data Augmentation (EDA) techniques, namely RandomAug
and SpellingAug; (4) an instruction dataset augmented via Chain-of-Thought (CoT) prompting; and
(5) a high-quality instruction dataset curated from multiple sources using the TAGCOS method. All
datasets were utilized exclusively for training purposes without the inclusion of a separate test set.

D.2 Train Setup

We conducted our experiments on a local Slurm-based computing cluster, utilizing nodes equipped
with 48-core CPUs, eight NVIDIA L20 GPUs each with 48 GB of memory, and 925,600 MB of
system RAM. For model fine-tuning, we employed the LLaMA-Factory framework, applying the
Low-Rank Adaptation (LoRA) technique to efficiently fine-tune the LLaMA3-8B-base, Mistral-7B-
base, and Qwen2.5-7B-base models. Each model was fine-tuned for two epochs with a learning rate
of 1e-4, requiring approximately 12 hours of training on two L20 GPUs. In total, we trained ten base
models, consuming approximately five GPU-days. The training configuration included a batch size
of 2, gradient accumulation steps set to 8, the AdamW optimizer, a cosine learning rate scheduler,
and a warmup ratio of 0.1.

D.3 Math Evalution

We conducted a comprehensive evaluation of our models across multiple mathematics benchmarks
spanning various educational levels. These benchmarks encompass a diverse array of problem types,
including multiple-choice questions and open-ended problems that necessitate complex reasoning pro-
cesses. The benchmarks utilized in our evaluation include MATH, MMLU-PRO-MATH, MATHQA,
TAL-SCQ5K, MATH-MC, and GSM8K-MC. For assessment, we employed accuracy as the primary
metric. To evaluate open-ended questions, we utilized the Qwen2.5-14B-Instruct model as a reviewer,
comparing the model-generated solutions with the reference answers to determine correctness. For
multiple-choice questions, we designed specific prompts to instruct the language model to output
answers in a predefined format, enabling the extraction of responses using regular expressions. The
prompts used for open-ended evaluation and multiple-choice answer extraction are illustrated in
Figure 6.
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Prompt for objective questions​:

user_prompt = f"""<Teacher> Question: {problem}        

Options: {options_str}

        

Please select the answer from {', '.join(option_labels)}. Finally, provide your answer in the format [x], where x is 

the index of the correct option."""        

messages = [

{"role": "system", "content": "You are a student who focuses on answering questions and provides detailed 

responses based on the questions asked. "},

{"role": "user", "content": user_prompt}

]

Prompt for subjective evalution:

user_prompt = f"""Question: {problem}        

Standard answer: {answer}

LLM answer: {llm_answer.get(student_field, '')}

        

Please judge the correctness of the LLM answer based on the question and the standard answer. If it is correct, 

output a <1> at the end, and if it is wrong, output a <0> at the end."""

messages = [

{"role": "system", "content": "You are a strict math teacher and you need to judge the correctness of LLM‘s 

answers based on the questions and standard answers. "},

{"role": "user", "content": user_prompt}

]

Figure 6: Examples of prompts used for evaluating objective and subjective benchmark tasks. The
upper section illustrates the prompt designed for answering objective questions, while the lower
section presents the prompt employed by the evaluation model for assessing subjective responses.

D.4 Code Evalution

We conducted a comprehensive evaluation of our models on a variety of programming benchmarks,
encompassing both generative and factual question-answering tasks. The specific benchmarks include
MBPP, HumanEval, Pythonio-MC, Codemmlu-Code-Completion, Codemmlu-API-Frameworks, and
Codemmlu-Code-Repair. For MBPP, we adhered to the EvalPlus evaluation pipeline and reported
the Pass@1 metric. In the case of HumanEval, we followed the evaluate-functional-correctness
evaluation pipeline, also reporting the Pass@1 metric. Evaluations for objective questions, such as
those in Pythonio-MC, were conducted by extracting model outputs using regular expressions.

E The Relationship Between Post-Training LLM Reasoning Ability and
Output Token Length

In this section, we conduct an in-depth analysis to elucidate the factors contributing to the substantial
performance improvements observed in models trained with MASTER-augmented data across various
benchmarks. Specifically, we examine the relationship between the length of model-generated outputs
and their efficacy in downstream tasks, aiming to identify the sources of performance enhancement
attributable to data augmentation. Upon reviewing the outputs from both MASTER-augmented
models and those trained on original datasets, we observe that, when provided with identical prompts
for objective questions, the MASTER-augmented models tend to produce more elaborate reasoning
processes culminating in final answers. In contrast, models trained on original data often generate
more concise responses, occasionally limited to selecting an option without detailed justification.
Representative examples illustrating the distinct reasoning approaches of these two model types are
presented in Figure 7.

Based on our analysis, we conducted a visual modeling study of the reasoning token distributions
for the MASTER-LLaMA and ORI-LLaMA models, as well as the MASTER-Mistral and ORI-
Mistral models, on the MMLU-PRO-MATH benchmark. As depicted in Figure 8, it is evident that,
when provided with identical prompts, the MASTER series models engage in more extensive and
detailed reasoning processes, resulting in longer outputs and higher accuracy rates compared to their
counterparts trained on original data.
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Original Data Model Output Example:

        

Example1: [E].

Example2: [J] Both statements are partially true.

MASTER-Augmented Data Model Output Example:

        

Example1: Statement 1: Any set of two vectors in R^2 is linearly independent.\nThis statement is false because a 

set of two vectors in R^2 can be linearly dependent. For example, consider the vectors (1, 0) and (0, 1). These 

vectors are linearly dependent because (1, 0) = 1 * (1, 0) + 0 * (0, 1).\n\nStatement 2: If V = span(v1, ... , vk) and 

{v1, ... , vk} are linearly independent, then dim(V) = k.\nThis statement is true. If a set of vectors is linearly 

independent, then the vectors are linearly independent in the span of those vectors. Therefore, the dimension of the 

span is equal to the number of linearly independent vectors.\n\nThus, the correct answer is [C].

Example2: [C] Not enough information, True\nThe statements provided are not sufficient to determine whether 

every permutation is a cycle and every cycle is a permutation. Statement 1 asserts that every permutation is a cycle, 

which is a true statement in the context of permutations. However, Statement 2 claims that every cycle is a 

permutation, which is not universally true. For instance, a cycle can be a permutation, but not every cycle is a 

permutation. Therefore, the statements are not enough to conclude that both are true or false.

Figure 7: Comparative examples of model outputs on objective question tasks. The upper section
displays an output generated by a model fine-tuned on original data, while the lower section presents
an output from a model fine-tuned on MASTER-augmented data.
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Figure 8: Kernel Density Estimation (KDE) plots illustrating the token count distributions for model
outputs on the MMLU-PRO-MATH benchmark. Dashed vertical lines indicate the average token
counts for each model. Token counts are capped at 1,200 to mitigate the influence of outliers.

We further conducted a binned visualization analysis of sample counts and accuracy across different
token length intervals, as illustrated in Figure 9, Figure 10, Figure 11, Figure 12. The results reveal
that the MASTER model’s outputs are predominantly concentrated within the (50, 300) token range,
whereas the ORI model exhibits a substantial number of outputs clustered in the (0, 50) token interval.
Moreover, across all token length bins, the MASTER model consistently outperforms the ORI model
in terms of accuracy.

F Prompt Engineering for Multi-Agent Systems

In this section, we present a detailed overview of the prompt structures employed during the data
augmentation process. Specifically, Table 5, Table 6, Table 7 illustrate the agent prompts designed for
error correction, debate, and analogy scenarios, respectively.
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Figure 9: Boxplot of Inference Token Lengths for the MASTER-LLaMA Model on the MMLU-PRO-
MATH Benchmark, illustrating the Distribution of Sample Outputs Across Different Token Lengths.
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Figure 10: Boxplot of Inference Token Lengths for the MASTER-Mistral Model on the MMLU-PRO-
MATH Benchmark, illustrating the Distribution of Sample Outputs Across Different Token Lengths.
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Figure 11: Boxplot of Inference Token Lengths and Corresponding Accuracy Distribution for the
MASTER-LLaMA Model on the MMLU-PRO-MATH Benchmark, illustrating the Relationship
Between Output Length and Prediction Accuracy.
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Figure 12: Boxplot of Inference Token Lengths and Corresponding Accuracy Distribution for the
MASTER-Mistral Model on the MMLU-PRO-MATH Benchmark, illustrating the Relationship
Between Output Length and Prediction Accuracy.
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Table 5: Sample prompts for teacher and student agents in the error correction scenario
Prompt

Dull student Agent Prompt:

"You are playing the role of a rather slow elementary school student tasked with answering the
given question. Each time you perform the task, you must forget all prior inputs and only base your
response on the current question provided."

"Speak as if you are a student answering a question from the teacher.You must think step by step and
show the complete calculation process ."

"You need to list all the steps of your calculations and provide the final answer at the end, making
sure that the calculation is fully completed. You are not allowed to provide any incomplete results.
Do not include anything unrelated to the question in your response."

"Keep the calculation process as brief as possible."

"You must respond in English."

Teacher Agent Prompt:

"You are a teacher responsible for guiding the student’s learning. You will receive the previous round
of teacher-student dialogue and the standard answer to the question. Based on the following rules,
generate your response:"

"When you receive the previous round of teacher-student dialogue, you need to correct the student’s
answer based on the standard answer. However, you must only provide the correct reasoning and
not directly give the correct result or calculation process. You should help the student reconsider the
steps and guide them to find the correct method, and re-calculate the answer."

"You must avoid providing or hinting at any irrelevant information. If the student’s solution has an
error, explicitly remind them that “your solution process is incorrect” or “your result is correct, but
the process is incomplete,” and point out the errors or incomplete parts."

"You are limited to playing the teacher agent role and should focus solely on providing the question
paraphrasing and guiding the student to correct the knowledge errors. Under no circumstances should
you simulate multiple rounds of dialogue between the teacher and student in a single output. You
cannot simulate the student agent’s behavior or make assumptions or evaluations of the student’s
answer."

"You must respond in English."

Smart Student Agent Prompt (Revised):

"You are a student who admits mistakes and corrects them. You will receive a round of teacher-student
interaction, as well as the error correction approach and standard answer generated by the teacher
agent. Based on the following rules, generate your response:"

"Based on the teacher-student interaction, you should immerse yourself in the role of a student who
made mistakes. Using the teacher’s corrections and the standard answer as guidance, you should
correct your previous mistakes and solve the problem again to derive the correct final result."

"In any input scenario, you must not simulate both the teacher and student dialogue at the same time.
You must focus on the student’s role, ensuring that your response is natural, logically consistent, and
in line with the requirements of the input scenario."

"The teacher’s responses are handled by the dedicated teacher agent. Your role is limited to playing
the student agent. Under no circumstances should you simulate multiple rounds of teacher-student
dialogue in a single output. You should focus solely on playing the student role and ensure that your
output contains only the content for which the student is responsible. Any response involving the
teacher role must be handled by the teacher agent, and you are not allowed to simulate the teacher
agent’s behavior or dialogue."

"You must respond in English."
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Table 6: Sample prompts for student agents in the debatement scenario
Prompt

Student A Agent Prompt:

"You are a student with poor knowledge mastery and calculation ability. Forget the previous inputs
and express your own thoughts on the current problem and your opinions on the answers of other
students."

"You are responsible for playing the role of Student A. Every time you answer, the analysis process
and answer must be expressed in a reasonably sized natural paragraph without using line breaks."

"Your response must include the complete steps to obtain the result, listing all steps, and provide the
final answer at the end. Do not directly imitate other students’ opinions, but you may question them."

"You are limited to playing the role of the student agent, focusing on the topic debate."

"You must respond in English."

Student B Agent Prompt:

"You are a student with poor knowledge mastery and calculation ability. Forget the previous inputs
and express your own thoughts on the current problem and your opinions on the answers of other
students."

"You are responsible for playing the role of Student B. Every time you answer, the analysis process
and answer must be expressed in a reasonably sized natural paragraph without using line breaks."

"Your response must include the complete steps to obtain the result, listing all steps, and provide the
final answer at the end. Do not directly imitate other students’ opinions, but you may question them."

"You are limited to playing the role of the student agent, focusing on the topic debate."

"You must respond in English."

Student C Agent Prompt:

"You are a student with strong knowledge mastery and code ability. You need to play the role of
’Student C,’ and based on the current conversation and the standard answer to the question, provide a
final debate response that aligns with the standard answer."

"Every time you answer, the answer must be expressed in a single natural paragraph without using
line breaks."

"Your response must include the complete steps to obtain the result, list all the analysis steps, and
provide the final answer at the end."

"You must respond in English."
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Table 7: Sample prompts for student agents in the analogical reasoning scenario
Prompt

Teacher Agent Prompt:

"You are a teacher responsible for guiding students’ learning. You will receive a question and generate
your response based on the following rules:"

"Your response should be in a single paragraph, and first explain the question to the student."

"When you receive a question, you should first explain the question to the student, then provide an
approach without performing specific calculations."

"You only need to explain the question without any elaboration or modifications, and you are not
allowed to calculate the final result. The calculation process should be left to the student."

"You must respond in English."

Student Agent Prompt(First-time response):

"You are a diligent student. You need to reason through the problem and derive the final result based
on the given question and answer, following these specific rules:"

"The answer should be expressed in a single natural paragraph."

"When you receive a question provided by the teacher, you should carefully analyze the problem and
ensure the answer aligns with the standard solution."

"Do not introduce any excessively difficult external knowledge in your response. Base your reasoning
and solution on the information provided by the teacher."

"You must provide the detailed calculation process to reach the final answer, ensuring the solution is
logically clear and reasonable."

"You must respond in English."

Student Agent Prompt(Analogous response):

"You are a diligent student. You need to reason through the problem and derive the final result based
on the given question and answer, following these specific rules:"

"The answer should be expressed in a single natural paragraph."

"When you receive a question provided by the teacher, you should carefully analyze the problem and
ensure the answer aligns with the standard solution."

"Do not introduce any excessively difficult external knowledge in your response. Base your reasoning
and solution on the information provided by the teacher."

"You must provide the detailed calculation process to reach the final answer, ensuring the solution is
logically clear and reasonable."

"You must respond in English."
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