Workshop at the 7th Symposium on Advances in Approximate Bayesian Inference (non-archival), 2025

RECURRENT MEMORY FOR ONLINE INTERDOMAIN
GAUSSIAN PROCESSES

Wenlong Chen'*, Naoki Kiyohara!-?*, Harrison Bo Hua Zhu'-3*, Yingzhen Li',
mperial College London 2Canon Inc. 3University of Copenhagen
wenlong.chen2l@imperial.ac.uk n.kiyohara23@imperial.ac.uk
harrison.zhu@sund.ku.dk yingzhen.li@imperial.ac.uk

ABSTRACT

We propose a novel online Gaussian process (GP) model that is capable of captur-
ing long-term memory in sequential data in an online regression setting. Our
model, Online HiPPO Sparse Variational Gaussian Process Regression (OHS-
GPR), leverages the HiPPO (High-order Polynomial Projection Operators) frame-
work, which is popularized in the RNN domain due to its long-range memory
modeling capabilities. We interpret the HiPPO time-varying orthogonal pro-
jections as inducing variables with time-dependent orthogonal polynomial basis
functions, which allows the SGPR inducing points to memorize the process his-
tory. We show that the HiPPO framework fits naturally into the interdomain GP
framework and demonstrate that the kernel matrices can also be updated online in
arecurrence form based on the ODE evolution of HiPPO. We evaluate our method
on time series regression tasks, showing that it outperforms the existing online GP
method in terms of predictive performance and computational efficiency.

1 INTRODUCTION

Gaussian processes (GPs) are a popular choice for modeling time series due to their functional
expressiveness and uncertainty quantification abilities (Roberts et al., |2013; [Fortuin et al., [2020).
However, GPs are computationally expensive and memory intensive, with cubic and quadratic com-
plexities, respectively. In online regression settings, such as weather modeling, the number of time
steps can be very large, quickly making GPs infeasible. Although variational approximations, such
as utilizing sparse inducing points (SGPR (Titsias,|2009); SVGP (Hensman et al.,|2013;/2015a)) and
Markovian GPs (Wilkinson et al.;, 2021)), have been proposed to address the computational complex-
ity, it would still be prohibitive to re-fit the GP model from scratch every time new data arrives.

Bui et al.| (2017) proposes an online sparse GP (OSGPR) learning method that sequentially updates
the GP posterior distribution only based on the newly arrived data. However, as indicated in their
paper, their models may not maintain the memory of the previous data, as the inducing points will
inevitably shift as new data arrive. This is a major drawback, as their models may not model long-
term memory unless using a growing number of inducing points.

In deep learning, as an alternative to Transformers (Vaswani, 2017), significant works on state space
models (SSMs) have been proposed to model long-term memory in sequential data. Originally pro-
posed to instill long-term memory in recurrent neural networks, the HiPPO (High-order Polynomial
Projection Operators) framework (Gu et al.,|2020) provides mathematical foundations for compress-
ing continuous-time signals into memory states through orthogonal polynomial projections. HiPPO
is the basis for the state-of-the-art SSMs, such as the structured state space sequential (S4) model
(Gu et al.l [2022) and Mamba (Gu & Dao, 2023} [Dao & Gu, 2024). HiPPO is computationally
efficient and exhibits strong performance in long-range memory tasks.

Inspired by HiPPO, we propose Online HIPPO SGPR (OHSGPR), by applying the HiPPO frame-
work to SGPR in order to leverage the long-range memory modeling capabilities. Our method inter-
prets the HiPPO time-varying orthogonal projections as inducing variables of an interdomain SGPR
(Lazaro-Gredilla & Figueiras-Vidal, [2009; [Leibfried et al., |2020; |Van der Wilk et al., |2020), where
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the basis functions are time-dependent orthogonal polynomials. We show that we are able to sig-
nificantly resolve the memory-loss issue in OSGPR, thereby opening up the possibility of applying
GPs to long-term time series regression tasks. In more detail, we make the following contributions:

* We demonstrate that HiPPO integrates into the interdomain GPs by interpreting the HiPPO time-
varying orthogonal projections as inducing variables with time-dependent orthogonal polyno-
mial basis functions. This allows the inducing variables to memorize the process history, captur-
ing long-term memory in the data.

* We show that the kernel matrices can leverage the efficient ODE evolution of the HiPPO frame-
work, bringing an extra layer of computational efficiency to OHSGPR.

* We demonstrate OHSGPR on time series regression tasks, showing that it outperforms vanilla
OSGPR in terms of predictive performance and computational efficiency.

2 BACKGROUND

In this section, we provide a brief overview of GPs, inducing point methods, and online learning
with GPs. In addition, we review the HiIPPO method, which is the basis of our proposed method.

2.1 GAUSSIAN PROCESSES

Let X be the input space. For time series data, X = [0, c0), the set of non-negative real numbers. A
Gaussian process (GP) f ~ GP(0, k) is defined with a covariance function &k : X x X — R. It has
the property that for any finite set of input points X = [21, ..., z,]T, the random vector f = f(X) =
[f(x1),..., f(zn)]T ~ N(0,Kg), where Kg is the kernel matrix with entries [k(X,X)];; =
[Kglij = k(z;, ;). For notational convenience and different sets of input points X; and X, we
denote the kernel matrix as Kg, ¢, or £(X1,X5). The computational and memory complexities of
obtaining the GP posterior on X scale cubically and quadratically respectively, according to n1 =
|X1]|. Given responses y and inputs X, a probabilistic model can be defined as y; ~ p(y; | f(z;))
with a GP prior f ~ GP(0, k), where p(y; | f(x;)) is the likelihood distribution. However, for non-
conjugate likelihoods, the posterior distribution is intractable, and approximate inference methods
are required, such as, but not limited to, variational inference (Titsiasl 2009; [Hensman et al., 2013;
2015a) and Markov chain Monte Carlo MCMC) (Hensman et al.,[2015b).

2.2 VARIATIONAL INFERENCE AND INTERDOMAIN GAUSSIAN PROCESSES

To address the intractability and cubic complexity of GPs, Sparse Variational Gaussian Processes
(SGPR (Titsiasl [2009); SVGP (Hensman et al., 2013; |2015b)) cast the problem as an optimization
problem. By introducing M inducing points Z € X that correspond to M inducing variables
u=[f(z1),...,f(zpm)]T, the variational distribution ¢(f, u) is defined as ¢(f, u) := p(f | u)gy(u),
where gg(u) is the variational distribution of the inducing variables with parameters 6. Then, the
evidence lower bound (ELBO) is defined as

logp(y) > Y Eq(sllogp(ys | f1)] — KL [go(w)||p(w)] =: Lo, (D
i=1
where ¢(f;) = [ p(fi | u)go(u)du is the posterior distribution of f; = f(z;). Typical choices for
the variational distribution are go(u) = N (u; my, Sy ), where m,, and S, are the free-form mean
and covariance of the inducing variables, and yields the posterior distribution:

q(fi) = N (fi: KpuKgumu, Ky, g, — Kp oK [Kuu — Sul Ko Kar,)- 2
When the likelihood is conjugate Gaussian, the ELBO can be optimized in closed form and m,,
and S, can be obtained in closed form (SGPR; Titsias| (2009)). In addition to setting the induc-
ing variables as the function values, interdomain GPs (Lazaro-Gredilla & Figueiras-Vidal, [2009)
propose to generalize the inducing variables to w,, := [ f(2)¢m(x)dz, where ¢,,(z) are ba-
sis functions, to allow for further flexibility. This yields [Kyulm = [k(z,2")¢pn(2")d2’ and
[Kuu}nm = ffk(la x,)¢n(x)¢m(x/)dldx/

We see that the interdomain SGPR bypasses the selection of the inducing points Z € RM, and
reformulates it with the selection of the basis functions ¢;. The basis functions dictate the structure
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of the kernel matrices, which in turn modulate the function space of the GP approximation. In
contrast, SGPR relies on the inducing points Z, which can shift locations according to the training
data. Some examples of basis functions include Fourier basis functions (Hensman et al., |2018)) and
the Dirac delta function d,,, the latter recovering the standard SGPR inducing variables.

2.3 ONLINE GAUSSIAN PROCESSES

In this paper, we focus on online learning with GPs, where data arrives sequentially in batches
(X4, ¥4), Xy, ¥i,), - - - etc. In the time series regression setting, the data arrives in intervals of
(0,t1), (t1,t2), - . . etc. The online GP learning problem is to sequentially update the GP posterior
distribution as data arrives. Suppose that we have already obtained py, (y|f)ps, (flue, )gt, (ug, ) of
the likelihood and variational approximation (with inducing points Z., ), from the first data batch
(X+,,¥+#,)- Online SGPR (OSGPR; Bui et al.|(2017)) utilizes the online learning ELBO

N,

; %I%.i) llog pe, (i | f:)] + KL (G1, (s, || 21 (0s,)) N

—KL (qh (utz) || qt, (ut1 )) —KL (Qtz (utz) || Pty (ut2 )) ’

where y; € y¢, fori =1,...,ny, and Gi, (0y,) := [ pr, (0, [ue, )qr, (ur, )duy,. Note that subscripts
()¢, are utilizing hyperparameters from the first batch, and (), are hyperparameters from the second
batch that are to be optimized with the ELBO. Theoretically,|Bui et al.|(2017)) show that the OSGPR
method achieves the same posterior distribution as the batch SGPR method when the inducing points
are fixed. Unfortunately, for online time series regression, OSGPR may not capture the long-term
memory in the time series data since as new data arrives, it is not guaranteed that the inducing points
after optimization can sufficiently cover all the previous tasks’ data domains.

2.4 HIPPO: RECURRENT MEMORY WITH OPTIMAL POLYNOMIAL PROJECTIONS

The HiPPO framework (Gu et al. [2020) provides mathematical foundations for compressing
continuous-time signals into finite-dimensional memory states through optimal polynomial projec-
tions. Given a time series y(#), HIPPO maintains a memory state c(t) € R that optimally approxi-
mates the historical signal {y(s)}s<;. The framework consists of a time-dependent measure w® ()
over (—oo,t] that defines input importance, along with normalized polynomial basis functions

{9 (s)}M=! that are orthonormal under w(®)(s), satisfying fioogg)(s)gy(,,t)(s)w(t)(s)ds = Smn-
The historical signal is encoded through projection coefficients given by

ealt) = / y(5)92 (5)w® (s)ds. @

— 00

This yields the approximation y(s) 27151:—01 n(t)gn(s) for s € (—oo, t], minimizing the L*-error

It ly(s) = 2, cn(t)gn()[20® (s)ds.

Differentiating c(t) := [co(t),...,cm—1(t)]T induces a linear ordinary differential equation
Lc(t) = A(t)c(t) + B(t)y(t) with matrices A(t), B(t) encoding measure-basis dynamics. Dis-
cretization yields the recurrence ¢; = A;c;—1 + B;y; enabling online updates. The structured state
space sequential (S4) model (Gu et al.l [2022) extends HiPPO with trainable parameters and con-
volutional kernels, while Mamba (Gu & Dao, [2023; \IDao & Gu, [2024) introduces hardware-aware

selective state mechanisms, both leveraging HiPPO for efficient long-range memory modeling.

HiPPO supports various measure-basis configurations (Gu et al.l 2020} 2023). A canonical instanti-
ation, HiPPO-LegS, uses a uniform measure w(*) (s) = 11 4(s) with scaled Legendre polynomials
adapted to [0, ¢], g (s) = (2m + 1)Y/2P,, (2¢ —1). This uniform measure encourages HiPPO-
LegS to keep the whole past in memory.

3 INTERDOMAIN INDUCING POINT GAUSSIAN PROCESSES WITH HIPPO

We bridge the HiPPO framework with interdomain Gaussian processes by interpreting HiPPO’s state
vector defined by time-varying orthogonal projections as interdomain inducing points. This enables
adaptive compression of the history of a GP while preserving long-term memory.
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3.1 HIPPO AS INTERDOMAIN INDUCING VARIABLES

Recall that in an interdomain setting in Section [2.2] inducing variables are defined through an in-
tegral transform against a set of basis functions. Let f ~ GP(0, k), and consider time-dependent
basis functions (;5%)(3:) = g (z)w® (x), where g% are the orthogonal functions of HiPPO and
w® is the associated measure. We define the corresponding interdomain inducing variables as
ult) = J f(z) ) (z)dx. These inducing variables adapt in time, capturing long-range historical
information in a compact form via HiPPO’s principled polynomial projections.

3.2 ADAPTING THE KERNEL MATRICES OVER TIME

When new observations arrive at later times in a streaming scenario, we must adapt both the prior
cross-covariance Ky, and the prior covariance of the inducing variables K. In particular, the
basis functions in our HiPPO construction evolve with time, so the corresponding kernel quantities
also require updates. Below, we describe how to compute and update these matrices at a new time
to given their values at time ¢;. For clarity, we first discuss Kg,, then K.

3.2.1 PRIOR CROSS-COVARIANCE Kgfl)

Recall that for a single input x,,, the prior cross-covariance with the m-th inducing variable is
[Kgx) } = [k(z,,x) gﬁ)(z)dx. We can compute the temporal evolution of Kﬁl) in a manner

consistent with the HiPPO approach, leveraging the same parameters A (t) and B(t). Specifically,

d

o K] =Aw KL Bk @0, (s)

n

where {Kgﬂ

of the HiPPO measure and basis functions. In our experiments, we employ the HiPPO-LegS variant,
whose explicit matrix forms are provided in Appendix [Al One then discretizes in ¢ (e.g. using an
Euler method or a bilinear transform) to obtain a recurrence update rule.

is the n-th row of Kg) The matrices A(t) and B(t) depend on the specific choice

3.2.2 PRIOR COVARIANCE OF THE INDUCING VARIABLES KEfu

The Im-th element of the prior covariance matrix for the inducing variables is given by
{KJ&L = [[k(z,2) ét)(x) ) (2/)dzdz’. Since k(z,2') depends on both z and z’, a re-

currence update rule based on the original HiPPO formulation, which is designed for single in-
tegral, can not be obtained directly for Kffl)l Fortunately, for stationary kernels, Bochner The-
orem (Rudin, [1994) can be applied to factorize the double integrals into two separate single in-
tegrals, which gives rise to Random Fourier Features (RFF) approximation (Rahimi & Recht,
2007): for a stationary kernel k(x,2’) = k(| — z’|), RFF approximates it with k(z,z’) =
+ Zgﬂ [cos (w,x) cos (wpx') + sin (wyz) sin (w,a")], where w,, ~ p(w) is the spectral density
of the kernel. Substituting this into the double integral factorizes the dependency on x and 2/, reduc-
ing [K,(f,)l] ¢m to addition of products of one-dimensional integrals. Each integral, with the form of

either [ cos(wqz) ?) (z)dz or [ sin(wd:z:)gbét) (x)dx, again corresponds to a HIPPO-ODE in time.
By sampling sufficiently many random features, updating them recurrently to time ¢, and averaging,
we obtain an accurate approximation of KSf& The details of the ODE for recurrent updates of the
RFF samples appear in Appendix [B.1]

Alternatively, one may differentiate Kg& directly with respect to ¢. This yields a matrix ODE of the
form different from the original HiPPO formulation. Empirically, we note that a naive implementa-
tion of this approach is numerically unstable. Therefore, we conduct our experiments based on RFF

approximation for now. For details, see Appendix
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3.2.3 SEQUENTIAL VARIATIONAL UPDATES

Having obtained Kgf), Kgf{i) at a new time {o > t;, we perform variational updates following
the online GP framework described in Section This ensures the posterior at time ¢ remains

consistent with both the new data and the previous posterior at time ¢;, based on Kgll), Kg&).
Overall, this procedure endows interdomain HiPPO-based GPs with the ability to capture long-term
memory online. By viewing the induced kernel transforms as ODEs in time, we efficiently preserve
the memory of past observations while adapting our variational posterior in an online fashion.

4 EXPERIMENTS

We evaluate OHSGPR on online time series regression tasks. For all experiments, we construct
inducing variables based on HiPPO-LegS (Gu et al.||2020). We consider the following experimental
setup:

Datasets. We consider two benchmarks:

* Solar Irradiance (Lean| 2004). Following |Gal & Turner| (2015): we scale the original outputs
with its standard deviation and removed 5 segments of length 20 to create the test set.

* Audio signal prediction dataset (Bui & Turner, 2014). It was produced from the TIMIT
database (Garifolo et al.l [1993) and we shifted the signal down to the baseband and select a
segment of length 18,000 to construct interleaved training and testing sets consisting of 9,000
time stamps. Moreover, we linearly scale the input time stamps to the range [0, 10].

We construct online learning tasks by splitting each dataset into 10 sequential partitions with an
equal number of training instances, and the model is updated incrementally as new task/split be-
comes available without re-visiting the data from past tasks/splits.

Baseline. We compare OHSGPR with OSGPR (based on standard inducing points) (Bui et al.,
2017), and OVFF (OSGPR based on variational Fourier feature (VFF), an interdomain inducing
point approach from Hensman et al.| (2018]))) across different numbers of inducing variables M. For
all experiments, we use RBF kernel with a tunable length-scale for OSGPR and OHSGPR, and
Matérn—% kernel with a tunable length-scale for OVFF, since VFF is tailored specifically to Matérn
kernels. It is also worth noting that, in contrast with OHSGPR where after each intermediate task,
the kernel matrices only need to be evolved up to the maximum times tamp observed so far, OVFF
requires computing kernel matrices as integrals over a predefined interval that covers the whole
range of the time stamps from all tasks (including the unobserved ones), which is impractical in
real-world online learning tasks. Here, for OVFF, we set the two edges of this interval to be the
minimum and maximum time stamp among the data points from all the 10 tasks, respectively. All
the models are trained using ADAM (Kingma & Bal, 2015)) with a learning rate of 0.01 and 5000 (by
default) iterations per task. We set the default RFF sample size during training and testing to be 500
and 5000, respectively. The total number of discretization steps (for all 10 tasks) is 160 by default.

Evaluations & metrics. After observing task ¢, we report Root Mean Squared Error (RMSE) and
Negative Log Predictive Density (NLPD) over all the past test points from task 1 to task ¢ — 1.
Additionally, we report wall-clock accumulated running time for learning all the tasks for OHSGPR
and the baseline methods to demonstrate the computational efficiency of OHSGPR, compared with
OSGPR, in the case where the kernel hyperparameters and the likelihood variance are fixed.

4.1 RESULTS BASED ON TRAINABLE KERNEL HYPERPARAMETERS AND LIKELIHOOD
VARIANCE

Figure |1| shows test RMSE and NLPD (over the past data) of OHSGPR and the baseline methods
during online learning over the 10 tasks constructed from the Solar Irradiance and Audio dataset.
Overall, OHSGPR outperforms OSGPR and OVFF, and whilst OHSGPR does not outperform OS-
GPR after seeing the first few tasks, OHSGPR demonstrates superior performance as more and more
tasks are revealed. In particular, OHSGPR consistently achieves better overall performance than
OSGPR and OVFF after seeing the final task, suggesting OHSGPR is able to maintain long-term
memory, while OSGPR and OVFF may suffer from catastrophic forgetting. We find that as OSGPR
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Figure 1: Comparison of OSGPR, OVFF and OHSGPR (ours) on the Solar Irradiance and Audio
signal prediction datasets across 10 tasks. Log-scale is used in the y-axes of the plots for NLPD
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seeing more and more tasks, it may exhibit a noticeable degradation in performance over the initial
few data regions. In particular, the inducing points tend to move to the regions where the later tasks
live after training, and the prediction of OSGPR in the initial regions without sufficient inducing
points becomes more erratic. In contrast, OHSGPR maintains consistent performance across both
early and recent time periods, suggesting effective preservation of long-term memory through its
HiPPO-based memory mechanism. We illustrate this catastrophic forgetting pathology of OSGPR
on Solar Irradiance in Figure 2]in Appendix [C|

4.2 WALL-CLOCK ACCUMULATED RUNNING TIME OF OHSGPR WITH FIXED KERNEL

Table [I] shows the accumulated wall-clock time for OSGPR (varying iterations per task),
OVFF and OHSGPR (varying discretization steps and RFF samples) with fixed kernel hy-
perparameters and likelihood variance (from a full GP trained on the first two tasks). Un-
like OSGPR, which must iteratively optimize inducing points, OHSGPR and OVFF, based
on interdomain inducing points bypass this cumbersome optimization. In particular, OHS-
GPR recurrently evolves Kg, and K,, for each new task with no training required.
As a result, OHSGPR and OVFF run

significantly faster, adapting to all tasks Table 1: Wall-clock accumulated runtime for learning
within a couple of seconds for So- all the 10 tasks on a single NVIDIA RTX3090 GPU in
lar Irradiance and Audio data. Ap- seconds), of OSGPR, OVFF and OHSGPR models with
pendix [D] compares fixed-kernel models ~fixed kernel on the Solar dataset. In addition to different
to trainable-kernel ones and finds that number M of inducing points, we also compare OHSG-
they are as competitive, if not superior, in PRs with 160, 320, and 480 total number of discretiza-
performance. In addition, OHSGPR still tion steps and 500, and 5000 RFF samples.

outperforms OSGPR in preserving long- Solar Trradiance Audio Data
term memory 1n this comparison. In- Method 50 ﬁfo 150 100 M 200
terestingly, while OVFF underperforms OSGPR (1000 iterations) B34 134 140 44 199
. . . . OSGPR (5000 iterations) 672 675 698 720 997
with trainable kernel (see Section[4.1)), it OVEE 038 03TT 031903950356
is Competitive with OHSGPR when ker- OHSGPR (160 disc, 500 RFF) 0262 0289 0333 0282 0402
o . OHSGPR (320 disc, SOORFF) 0289 0334 0401 0312 0485
nel hyperparameters and likelihood vari- OHSGPR (480 disc, SO0RFF)) 0301 0346 0410 0353  0.576
ance are ﬁxed, Wthh SuggeStS hyperpa_ OHSGPR (160 disc, 5000 RFF 0.310 0.447 0.650 0.739 1.271
. . . OHSGPR (320 disc, 5000 RFF ) 0.388 0.629 0.938 0.902 1.822
rameter tuning for VFF with the online OHSGPR (480 disc, 5000 RFF) 0450 0787 1211  1.044  2.369

learning ELBO may be challenging.

5 CONCLUSION

We introduce OHSGPR, a novel online Gaussian process model that leverages the HiPPO framework
for robust long-range memory in online regression. By interpreting HiPPO’s time-varying orthogo-
nal projections as interdomain GP basis functions, we establish a link between SSMs and GPs. This
connection allows OHSGPR to harness HiPPO’s efficient ODE-based recurrent updates while pre-
serving GP-based uncertainty quantification. Empirical results on time series regression tasks show
that OHSGPR significantly outperforms existing online GP methods, especially in scenarios requir-
ing long-term memory. Moreover, with fixed kernel hyperparameters, its recurrence-based kernel
updates yield far lower computational overhead than OSGPR’s sequential inducing point optimiza-
tion. This efficient streaming capability and preservation of historical information make OHSGPR
well-suited for real-world applications demanding both speed and accuracy. Future work includes
exploring alternative basis and measure selections and integrating OHSGPR with deep learning (e.g.,
enabling online learning in GPVAE models (Fortuin et al., 2020; Jazbec et al., [2021)).
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A HIPPO-LEGS MATRICES

Here we provide the explicit form of matrices used in our implementation of HiPPO-LegS (Gu
et al.| [2020). For a given time ¢, the measure w'®) (z) = 1104 () and basis functions ¢£,t,) (x) =
gr(,tl) (z)w® (z) = 7v2THPm (22 — 1) 1j9 () are used, where P,,(-) is the m-th Legendre poly-
nomial and 1}y 4 (z) is the indicator function on the interval [0,¢]. These basis functions are or-
thonormal, i.e.,

/t 9w ()9 (z)
0

P dr = 6mn (6)

Following|Gu et al.{(2020), the HiPPO-LegS framework maintains a coefficient vector c(t) € RMx1
that evolves according to the ODE:

Selt) = Aljelt) +B()S(1) ™

where f(t) is the input signal at time ¢. The matrices A(t) € RM*M and B(t) € RM*! are given
by:

—1/@n+1)2k+1) ifn>k

(A = — 2t ifn = k ®)
0 ifn <k
and
B, = Y ©)

These matrices govern the evolution of the basis function coefficients over time, where the factor
1/t reflects the time-dependent scaling of the basis functions to the adaptive interval [0, ¢]. When
discretized, this ODE yields the recurrence update used in our implementation.

B COMPUTING PRIOR COVARIANCE OF THE INDUCING VARIABLES Kffl)l

We provide the detailed derivation for the following two approaches when the inducing functions
are defined via HiPPO-LegS. Recall that

KO = / / Kz, 7)o ()6 (2! )deds, (10)

where qbét) (z) = gét) (z) w® () are the time-varying basis functions under the HiPPO-Leg$ frame-
work.

B.1 RFF APPROXIMATION

For stationary kernels (e.g. an RBF kernel), Bochner’s theorem permits a representation of the kernel
as an expectation with respect to its spectral measure:

k(z,2") = Epw) [cos(wx) cos(wx’) + sin(wzx) sin(wz')|, (11)

where p(w) is the spectral density of the kernel.
Substituting this into equation [0} for a given Monte Carlo sample of w we define

ZS?@ = /cos(ww)qbgt) (x)dz, Z;Efz = /sin(wx)qbét) (z) de, (12)
and T T
Zg) = [Zg,)h T Z75f7)M:| ) Z;(;t) = [ngiv R Z;E,tgw] : (13)
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Collecting N Monte Carlo samples, we form the feature matrix
20 =29 2z .z, z¥ Z0 ..z, (14)
and the RFF approximation of the covariance is

1 T
Ky~ 20 <z<t>) . (15)

Moreover, as before, the evolution of zS,f) and ZQS” is governed by the ODE

S0 = A ZY +BOKD), ST = A ZL + B0 (), 16)

with h(t) = cos(wt) and h'(t) = sin(wt) and these ODEs can be solved in parallel for different
Monte Carlo samples, thereby fully exploiting the computational advantages of GPU architectures.

B.2 DIRECT ODE EVOLUTION
Differentiating [K&&} ¢m With respect to ¢ gives

K(f) //k: x, ') dt (t (z)p® (x')} dzda’. (17)
Applying the product rule:

d K ]pm = / / k(x,x')%qsy)(x)(bgf) ydada! + / / z, ")l ( )%gb;?(x’)dzdx'. (18)

In HiPPO-LegS, each d) (&) ( ) obeys an ODE governed by scaled Legendre polynomials on [0, ¢] and
a Dirac boundary term at x = ¢. Concretely,

d ¢ V20 0+1 t 1
Gl = - 00 - VI @) + 10, 9)

where d;(z) is the Dirac delta at z = ¢.

Substituting this expression into the integrals yields the boundary terms [ k(t, 2”) ® w (') da’, along
with lower-order terms involving [K,(J,)J] £—1,m. €tc. Summarizing in matrix form leads to

d 1 17~ ~

O KW = |[AKY + KE}?IAT} +7 [B(t) + B(t)T} 7 (20)

where K\ € RM*M hag entries [Ks,tl),] tms A € RMXM is the same lower-triangular matrix from

the HiPPO-LegS framework defined in equation equation [8) and B(t) € R™*M js built from the
boundary contributions as

B(t) = c(t)1y, @1
where c(t) € RM*! is the coefficient vector and 1,; € R*™M is a row vector of ones of size M
with

- / k(t,z) 6 (2) da. (22)

After discretizing in ¢ (e.g. an Euler scheme), one repeatedly updates stl)l and the boundary vector

c(t) over time.

B.2.1 EFFICIENT COMPUTATION OF Bi(t)

Computing B(t) directly at each time step requires evaluating M integrals, which can be computa-

tionally intensive, especially when ¢ changes incrementally and we need to update the matrix B(t)
repeatedly.

To overcome this inefficiency, we propose an approach that leverages the HiPPO framework to

compute B(t) recursively as s evolves. This method utilizes the properties of stationary kernels and
the structure of the Legendre polynomials to enable efficient updates.

10
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Leveraging Stationary Kernels Assuming that the kernel k(z, t) is stationary, it depends only on
the difference d = |z — t|, so k(x,t) = k(d). In our context, since we integrate over & € [tsan, t]
with < t, we have d = t — « > 0. Therefore, we can express k(x,t) as a function of d over the
interval [0, — gare:

k(x,t) =k(t —x) =k(d), with d€[0,t— tsan]. (23)

Our goal is to approximate k(d) over the interval [0, t — t,y] using the orthonormal Legendre basis
functions scaled to this interval. Specifically, we can represent k(d) as

k(d) ~ Y Em(t) g (d), (24)

where gfﬁf (d) are the Legendre polynomials rescaled to the interval [0, ¢ — tgr].

Recursive Computation via HIPPO-LegS To efficiently compute the coefficients é,,(t), we uti-
lize the HiPPO-LegS framework, which provides a method for recursively updating the coefficients
of a function projected onto an orthogonal basis as the interval expands. In our case, as ¢ increases,
the interval [tu, t] over which k(d) is defined also expands, and we can update ¢, (t) recursively.

Discretizing time with step size At and indexing t; = tga + kAt, the update rule using the Euler
method is:

1 1
Epr1 = <I - kA) &+ L BR(t), (25)

where €, = [Co(tr), ¢1(tk),- -, camr—1(tx)]T, and A € RM*M and B € RM are again matrices
defined by the HiPPO-LegS operator (Gu et al.| 2020).

Accounting for Variable Transformation and Parity The change of variables fromztod = t—x
introduces a reflection in the function domain. Since the Legendre polynomials have definite parity,
specifically,

P (—z) = (-1)"Pp(z), (26)

we need to adjust the coefficients accordingly when considering the reflected function.

As a result of this reflection, when projecting k(d) onto the Legendre basis, the coefficients ¢, (t)
computed via the HiIPPO-LegS updates will correspond to a reflected version of the function. To ac-
count for this, we apply a parity correction to the coefficients. Specifically, the corrected coefficients
¢m (t) are related to ¢, (t) by a sign change determined by the degree m:

em(t) = (=1)Mén(1). 27

This parity correction ensures that the computed coefficients properly represent the function over
the interval [tgar, t] without the effect of the reflection.

By computing c(t) recursively as ¢ evolves, we can efficiently update B(t) = c(¢)[1,. .., 1] at each
time step without the need to evaluate the integrals directly. This approach significantly reduces the
computational burden associated with updating B(t) and allows for efficient computation of K,(f,)l
via the ODE.

11
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C ILLUSTRATION OF THE CATASTROPHIC FORGETTING PATHOLOGY OF
OSGPR

2 SGPL : ’\*\! o e sGP6 3 SGP10
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(a) OSGPR (after task 1) (b) OSGPR (after task 6) (c) OSGPR (after task 10)

2 T B P : 3
) sGPL sGpe 2 SGP10
ol & . train . 1 S 4:"‘;= q .« train o, -+ train

X 73 .+ test ™ st %A v . test .
1 N\_ _/" i 5:“5 o “’.I-k J”' W K - splits ,[: rrrrr ::Shtxs
-2 —200 -150 -100 75(‘) o 50 100 150 200 —200 -150 -100 -50 0 50 100 150 200 72200 —150 -100 -50 o 50 100 150 200

(d) OHSGPR (after task 1) (e) OHSGPR (after task 6) (f) OHSGPR (after task 10)

Figure 2: Predictive mean +2 standard deviation of OSGPR and OHSGPR after tasks 1, 6, and 10
of the Solar dataset. M = 150 inducing variables are used.

D PERFORMANCE OF OHSGPR AND BASELINES WITH FIXED KERNEL

In Figure[3]and [ we present the performance, measured by RMSE and NLPD, of OSGPR, OVFF
and OHSGPR models with fixed kernel shown in Section[d.2]for Solar Irradiance and Audio dataset,
respectively. OHSGPR again outperforms OSGPR in terms of long-term memory preservation and
achieves better RMSE and NLPD at the later stage where most of the tasks have been revealed.
Interestingly, the overall performance of these fixed-kernel models is competitive or even better
with the models with trainable kernel in Section f} The performance of OVFF with fixed kernel
is significantly better than OVFF with trainable kernel, suggesting it may be hard to find good
hyperparamters with the online ELBO objective for OVFF. Furthermore, compared to OHSGPR
with a trainable kernel, OHSGPR with a fixed kernel achieves better performance on the audio
dataset when we increase the total number of discretizations from 160 to 320 or 480. The best
RMSE and NLPD for OHSGPR after the final task for audio data in this work (0.2738 and 0.5510,
respectively) are achieved by a fixed-kernel OHSGPR with 480 total discretization steps (Figure Ad]
and [4h)), suggesting in practice, for some applications, if the kernel hyperparameters are already in
a good range, further optimization over it might show diminishing returns and in this case the effect
of fine-grained discretization might play a more critical role in the performance.

10 10 —— OVFF
2089z
.6 7,* e .,,.4»\‘ v Em» :gf \ \-
S | TELLULLLL
1 23 456 7 8 910 123 45 6 7 8 910 1 23 456 7 8 910 1 23 45 6 7 8 910
Task Task Task Task
(a) RMSE (OSGPR) (b) RMSE (OVFF) (c) RMSE (OHSGPR500) (d) RMSE (OHSGPR5000)
501 —— ovEE 1 150
2 \ %1; g = .
5 0.75 {3 X .75
PALlpBY
os04 0.50 \i“‘\“\“\‘*\‘“ = Fa. HON B8 0.50 “p‘ S os04 & 0
123 45 6 7 8 910 1 23 456 7 8 910 123 45 6 7 8 910 1 23 456 7 8 910
Task Task Task Task
(e) NLPD (OSGPR) (f) NLPD (OVFF) (2) NLPD (OHSGPR500) (h) NLPD (OHSGPR5000)

Figure 3: Test RMSE and NLPD results for OSGPR, OVFF and OHSGPR (with RFF sample size
of 500 or 5000) on the Solar Irradiance dataset (10 splits). Results are shown for three values of M
(M = 50,100, 150), and different numbers of total discretization steps for OHSGPR. The kernel
hyperparameters are fixed to those obtained from a full GP trained on splits 1-2.
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Figure 4: Test RMSE and NLPD results for OSGPR, OVFF and OHSGPR (with RFF sample size
of 500 or 5000) on the Audio signal prediction dataset (10 splits). Results are shown for two values
of M (M = 100, 200), and different numbers of total discretization steps for OHSGPR. The kernel
hyperparameters are fixed to those obtained from a full GP trained on splits 1-2.
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