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ABSTRACT

Deep learning with noisy labels presents significant challenges. In this work,
we theoretically characterize the role of label noise in training neural networks
from a feature learning perspective. Specifically, we consider a signal-noise data
distribution, where each data point comprises a label-dependent signal and label-
independent noise, and rigorously analyze the training dynamics of a two-layer
convolutional neural network under this data setting, along with the presence of
label noise. Particularly, we identify two stages in which the dynamics exhibit
distinct patterns. In Stage I, the model perfectly fits all the clean samples (i.e.,
samples without label noise) while ignoring the noisy ones (i.e., samples with
noisy labels). In the first stage, the model learns the signal from the clean samples,
which generalizes well on unseen data. In Stage I, as the training loss converges,
the gradient in the direction of noise surpasses that of the signal, leading to over-
fitting on noisy samples. Eventually, the model memorizes the noise present in the
noisy samples, which degrades its generalization ability. In contrast, when training
without label noise, the dynamics do not exhibit this two-stage pattern. Furthermore,
our results provide theoretical supports for two widely used techniques for tackling
label noise: early stopping and sample selection. Experiments on both synthetic
and real-world datasets confirm our theoretical findings.

1 INTRODUCTION

One of the key challenges in deep learning lies in its susceptibility to label noise (Angluin & Laird,
1988). The success of deep learning stems from its exceptional ability to approximate arbitrary
functions (Hornik et al., 1989; Funahashi, 1989), yet this ability becomes problematic in the presence
of noisy labels. Over-parameterized neural networks, which have sufficient capacity to memorize
training data, tend to over-fit noisy labels, leading to poor generalization on unseen data. Although
many studies (Patrini et al., 2017; Ma et al., 2018; Yu et al., 2019; Tanaka et al., 2018; Han et al.,
2018; Liu et al., 2023b; Chen et al., 2023; Xia et al., 2024) have developed methods to mitigate
the effects of label noise in practice, our theoretical understanding of label noise remains limited.
Particularly, a crucial step towards advancing our understanding is to formulate a comprehensive
theory that explains the learning dynamics of neural networks in the presence of label noise.

Existing works (Li et al., 2020; Liu et al., 2023a) has attempted to theoretically analyze the effects
of label noise on the training dynamics of neural networks; however, many of these studies rely on
unrealistic assumptions. Li et al. (2020) assumed the lazy training regime, which constrains the
distance between model weights and their initialization. Similarly, Liu et al. (2023a) adopted an
infinitely-wide neural network, where the dynamics become linear and can be described by a static
kernel function. Exploring the training dynamics with label noise beyond these assumptions remains
an active area of research.

Recently, a new line of research (Allen-Zhu & Li, 2020; Frei et al., 2022; Cao et al., 2022; Kou
et al., 2023; Xu et al., 2024) have developed the feature learning theory to better understand the
training dynamics and generalization of neural networks under more realistic settings. The core idea
of the feature learning theory, which dates back to Rumelhart et al. (1986), is to assume a simplified
data distribution and analyze how neural networks learn useful features, or representations, of this
data during the training process. Unlike the lazy training regime, this theoretical framework allows
model weights to evolve over a larger distance, capturing a broader range of nonlinear behaviours
in the training process. While the feature learning theory has successfully modeled the complex
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dynamics of neural networks across various settings, few attempts have been made to characterize
their dynamics in the presence of label noise using this theory. Here, we pose the question:

How does label noise affect the training dynamics of neural networks?

In this work, we answer the above question by establishing a feature learning framework for training
neural networks with gradient descent in the presence of label noise, unveiling a two-stage behaviour
in the training dynamics. Similar to Cao et al. (2022); Kou et al. (2023), the feature learning framework
is based on a signal-noise data distribution, where each data point consists of a label-dependent signal
and a label-independent noise'. Specifically, we consider a binary classification dataset {(x;, 7;) }™ 1,
where x; € R?¢ is the i-th input and y; € {—1,1} is the corresponding ground-truth label. The input
are defined as x = [x(1), x(®] = [ypu, £], with the fixed vector p € R? representing the signal, and
the random vector & € R? ~ N/(0, agId) representing the noise. Additionally, we introduce the
label noise in the sense that the observed label 3 flips the true label y (i.e., § = —y) with a certain
probability. We rigorously analyze the training dynamics of a two-layer convolutional neural network
under above setup, identifying a two-stage picture:

* Stage I. Initially, the model perfectly fits all the clean samples while ignoring the noisy ones”.

The model mainly learns the signal from clean samples, which generalizes well on unseen data.

e Stage II. Then, the training loss converges and the model over-fits to the noisy samples. The
model memorizes the noise features from noisy samples, degrading its generalization.

For comparison, we also show that when training without label noise, the model tends to fit all
training samples throughout the training process, and the test error remains well-bounded. See Table 1
for a summary. This two-stage picture is well-supported by existing empirical findings (Arpit et al.,
2017; Han et al., 2018), which show that neural networks tend to first learn simple patterns from
clean samples and then proceed to memorize the noisy ones, and further validated by our experiments
under both synthetic and real-world scenarios.

w/ label noise Stage I. fit all clean samples and ignore noisy ones; learn signal. Theorem 4.1
Stage II. over-fit noisy samples; learn noise; degrade generalization. | Theorem 4.2
w/o label noise | the loss converges; fit all clean samples; generalize well. Theorem 4.3

Table 1: Overview of the two-phase picture and corresponding theoretical results.

Subsequently, based on our theoretical analysis, we provide an explanation for the effectiveness of
two common techniques used to address the label noise problem, i.e., early stopping (Liu et al., 2020;
Bai et al., 2021) and sample selection (Han et al., 2018; 2020). i) For early stopping, we show that
stopping the training process at the end of the first stage ensures a low test error, even in the presence
of label noise. ii) For sample selection, we verify that the small-loss criterion® (Han et al., 2018) can
provably identify the clean samples from noisy ones.

In summary, our work focuses on the role of label noise in the optimization process of neural networks.
We prove that the models inevitably learn the noise features from data when the label noise is present,
which leads to degraded generalization compared to noise-free training. Our results highlight the
importance of taking a feature-learning viewpoint in studying questions related to training dynamics.

2 RELATED WORK

Feature learning theory. Recent works (Allen-Zhu & Li, 2020; Frei et al., 2022; Allen-Zhu & Li,
2022; Cao et al., 2022; Kou et al., 2023; Zou et al., 2023; Xu et al., 2024) has developed the feature
learning theory to analyze the training dynamics and generalization of neural networks. The core idea
of the feature learning theory is to simplify the data setup and describe how neural network learns
useful features of this data during training. The feature learning theory has achieved great successes
in understanding a large range of architecture such as graph neural network (Huang et al., 2023),

"Both signal and noise are “features” in data.

2To clarify, “clean samples” refers to samples without noisy labels, while “noisy samples” refers to those
with noisy labels. The same terminology applies for the rest of this paper.

3The samples with small loss are more likely to be the ones which are correctly labeled, i.e., the clean
samples.
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convolutional neural network (Cao et al., 2022; Kou et al., 2023), vision transformer (Jelassi et al.,
2022; Li et al., 2023), as well as various training schemes including gradient descent with momentum
(Jelassi & Li, 2022), Adam (Zou et al., 2021), sharpness-aware minimization (Chen et al., 2024), and
Mixup (Zou et al., 2023; Chidambaram et al., 2023).

Theoretical advances on learning with label noise. Existing works (Liu et al., 2023a; Li et al., 2020;
Frei et al., 2021) have attempted to theoretically analyze the training dynamics of neural networks in
the presence of label noise. However, many of these studies rely on unrealistic assumptions. Li et al.
(2020); Liu et al. (2023a) assumed the lazy-training regime (Jacot et al., 2018; Chizat et al., 2019),
constraining the distance between model weights and their initialization, and thus cannot capture the
process of learning features of data (Rumelhart et al., 1986; Damian et al., 2022). On the other hand,
Frei et al. (2021) focused on the early dynamics of neural networks trained with SGD, which can
be largely explained by the behavior of a linear classifier (Kalimeris et al., 2019; Hu et al., 2020),
thereby overlooking the adverse effects of label noise on generalization in later training stages. In
comparison, our work characterizes the whole training process of neural networks with label noise
from a feature-learning perspective, unveiling a novel two-stage behaviour in the training dynamics.

Comparison with Kou et al. (2023); Meng et al. (2023); Xu et al. (2024). Despite not specifically
focusing on the label noise problem, these works analyze the feature learning process of neural
networks while incorporating label noise in their data setups. However, their results differ significantly
from ours. Meng et al. (2023); Xu et al. (2024) focused on specific XOR-type classifications tasks,
whereas our analysis considers a more standard setting. Moreover, Kou et al. (2023) considered a
setting where n - SNR? = o(1), with SNR := ||||2/(0¢V/d) representing the signal-to-noise ratio.
In contrast, our two-stage picture can only be derived when n - SNR? = o(1).

3 PROBLEM SETUP

Notation. We use bold letters for vectors and matrices, and scalars otherwise. The Euclidean norm
of a vector and spectral norm of a matrix are denoted by || - ||2, and the Frobenius norm of a matrix
by || - ||F. We use y to represent the true label and § to represent the observed label. For a logical
variable a, let 1(a) = 1 if a is true, otherwise 1(a) = 0. Denote I as the d x d identity matrix and
[n] ={1,2,...,n}.

Training set. Following Allen-Zhu & Li (2020); Cao et al. (2022); Kou et al. (2023); Xu et al. (2024);
Huang et al. (2023), we consider a binary-classification data distribution Dy,, where each data point
consists of a label-dependent signal and a label-independent noise. More precisely, let i € R? be a
fixed vector representing the signal and let £ € R be a random vector sampled from the Gaussian
distribution A/(0, agld) representing the noise. Then each data point x € R?? is defined as

X = [x(l) , x(2>], where one of x(*), x(?) is yp and the other is &,

where y € {—1,1} is the corresponding label, generated from the Rademacher distribution, i.e.,
Py =1) = P(y = —1) = 1/2. We sample the training set {x;,y; }7; from Dy,. Let S; = {i €
[n] :y; =1} and S_y == {i € [n] : y; = —1}, we assume the training set is balanced without loss of
generality, i.e., |S1| = |S—1| = n/2.

Label noise. In this work, we introduce the label noise for each training sample, where the observed
label j may differ from the ground-truth label 5*. Two common label noise settings are: i) random
classification noise (Angluin & Laird, 1988), where labels are flipped with probability 7; and ii)
class-conditional noise, where label flips depend on the class, with samples from some classes being
more likely to be mislabeled than others. Our theoretical analysis covers both settings. Specifically,
let 7,7 € (0,1/2)° represent the label flipping probabilities for samples from the positive and
negative classes in the binary classification task, i.e., 7. = P(g = —1jy = 1) and 7— = P(§ =
1ly = —1), respectively. We consider both cases where 7, = 7_ (i.e., the random classification
noise) and 7 # 7_ (i.e., the class-conditional noise). Additionally, we denote the clean sample set
as S, = {i € [n] : J; = y;} and noisy sample set as Sy == {i € [n] : §; # v;}

“Notice that in experiments, the ground-truth labels are inaccessible, and we can only evaluate models based
on the observed labels.

The upper bound on 7, and 7_ ensures that the neural network can still learn the signal from data despite
the presence of label noise.
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Network. We consider a two-layer convolutional neural network with ReLU activation. Formally,
given the input data x, the output of the neural network is defined as f(W,x) = F1(W41,%) —
F_1(W_q,x), where F 1 (W41,x) and F_1 (W _1,x) are given by
1 ,
Fj (Wja X) = E Z (0’(<Wj}r, yﬂ>) + 0-(<Wj77‘7 5))) ) J= +1.
r=1

Here, o(-) is ReLU activation function, defined as o (z) = max{0, x}. We initialize the entries of W
independently from a zero-mean Gaussian distribution with variance o3, i.e., W(O) ~ N(0,031,) for
all j = £1,r € [m]. Additionally, we adopt the common practice of fixing the second layer weights
to uniformly =+1 for simplifying analysis (Arora et al., 2019; Cao et al., 2022; Kou et al., 2023).

Objective. We employ the logistic loss £( f, §) = log (1 4 exp(—f - §)) for training neural networks.
Then the training loss, or the empirical risk, can be written as:

ZE fW.x;),9:),

To minimize this empirical risk, we use gradlent descent (GD) with a constant learning rate 7 > 0,

gtvj_l) (t) —n- V ‘ (W(t))
=W Zéim”’“ gk~ Zé’(” (WO, ye) gy, ()
i=1
where we define the loss derivative as é;(t) = é’(f(W(t), X)) = — 1+cxp(g.f1(w(t> .

Genaralization. We characterize the generalization abilities of models by evaluating the 0-1 error on
the unseen data distribution Dyegt:

Ly M (W) = P, y)~pi (v (W, %) <0)

The test distribution Dyesy mainly follows the settings of Dy, ; however, to simulate spurious features
in real-world scenarios, for any (X, y) € Diest, we define x = [y, & + €], where € ~ Unif ({&;}7,)
and ¢ ~ N (O 021) Here, Unif ({&;}7,) denotes the uniform distribution over {&;}?_,. In real-
world scenarios, spurious features exist, which occur in both the training and test set but lack
causal relationships with the ground-truth label y, such as the “background” information in image
classification tasks (Sagawa et al., 2020; Zhou et al., 2021; Singla & Feizi, 2021; Izmailov et al.,
2022). Therefore, we consider label-independent noise £ in the training set as spurious features and
randomly incorporate them into the data points from the test distribution.

Signal-noise decomposition. In our analysis, we utilize a proof technique termed signal-noise
decomposition, which has been widely adopted by (Li et al., 2019; Allen-Zhu & Li, 2020; 2022; Cao
(t )

et al., 2022; Kou et al., 2023). The signal-noise decomposition breaks down the weight w, _ into
51gnal and noise components. Formally, we express:
wit = wi) + g7l u+Zp 0 ilil2 %, @)

(®) (®)

where 7, i

and p’ . . represent the signal and noise coefficients, respectively. The normalization

factors ||,u||;2 and ||&;||5 2 ensure that %(r) A <W§472,u>, and p;?),_l A (W(tz,7 ;). Naturally, %(r)
()

characterizes the process of signal learning, while p

j.ri captures the memorization of noise.

To facilitate a finer-grained analysis of the evolution of the noise coefficients, we introduce the
notations p§t7)w = pEZZIL(pEZi > 0), pﬁz = p;tzlﬂ(py,)w < 0), following Cao et al. (2022).
Consequently, the weight decomposition can be further expressed as:

) Zj,ri

0
W = w4y )y u+2p§t21||sz||2 mzp(t) 1€:115 %€ 3)
=1

Based on the gradient descent dynamics (1) and the signal-noise decomposition (3), we introduce the
Lemma 3.1, which outlines the iterative update rules for the signal and noise coefficients.
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Lemma 3.1. The coefficients 'yj( 2, pgtz, 0

admit the following iterative update rule:

p(t) in decomposition (3) satisfy 7 o PEOT) i BE'OBi = 0and

t+1 t U . t t ~
e =it = o 2

— — n
pﬁtﬁ)—pﬁi—%fﬁt o' (w1, &) €315 = ),
D = o)+ 00! (wlf), €0)) 161325 = —i).

Lemma 3.1 converts gradient descent updates into the dynamics of signal and noise coefficients

7](2’ pﬂ i P( ) ;» enabling us to analyze the complex, non-convex optimization of neural networks.

Since € ) < O and the upper bounds 74, 7— < 1/2 hold, the signal coefficient 7( ) > 0 forms an
increasing sequence, even in the presence of noisy samples. Similarly, we can easﬂy verify that

pgti , = 0 also increases over time, while p(t) < 0 decreases but remains bounded below by a small

3o @

term. Therefore, it suffices to focus on the dynamics of p; ;. ;.

noise memorization in the tralmng process.

which is critical for understanding

4 MAIN RESULTS

In this section, we present our main result that a two-stage behaviour emerges in the feature learning
process of neural networks in the presence of label noise. For comparison, we also analyze the feature
learning process when training without label noise, emphasizing the stark contrasts with the two-stage
behavior identified with label noise. A summary of our results is shown in Table 1.

Before presenting our main results, we first state our main condition.

Additional notations. We denote SNR := ||pt||2/(c¢V/d) to be the signal-to-noise ratio and T* =
O te Ynmog'd=") to be the maximum iterations for any given € > 0.

Condition 4.1. Suppose there exists a sufficiently large constant C' such that the following holds.

1. The signal-to-noise ratio and label flipping probability satisfy n - SNR? = O(1), 7, 7_ = ©(1).
2. The data dimension d satisfies d > C max {n?log(nm/6) log(T*)?, n| p||20¢ ' \/log(n/5)}.

3. The size of training sample n and model width m satisfy m > C'log(n/d),n > Clog(m/d).
4. The signal strength || p[| satisfies [|u|3 > CoZ log(n/é).

5. The standard deviation o of the Gaussian distribution for weights initialization satisfies gy <
¢~ min { /oy 'Y, |y log(m/8)~1/2}.

6. The learning rate 7 satisfies n < C~' min {0 >d=3/2n?m/log(n/0), 0. *d~'n}.

Remarks on Condition 4.1. Condition 4.1 significantly differs from Kou et al. (2023, Condition 4.1.1)
regarding the condition on SNR and label flipping probability 7, 7_, despite their similarities. Kou
et al. (2023) required d > C’nag2||u||§ log(T™), which translates to 7 - SNR? < 1/(C'log(T*)) =

o(1); however, we require a constant order, i.e., n - SNR? = ©(1). Furthermore, Kou et al. (2023)
required 7, , 7_ < 1/C for sufficiently large constant C.° However, we require 7, 7_ to be lower-
bounded to emphasize the effects of label noise on the training dynamics. The other requirements
regarding the network width m, sample size n, signal norm ||z||2, initialization standard deviation
o0 and learning rate 7 are consistent with those in Kou et al. (2023), which are crucial to ensure the
training loss converges under gradient descent.

6They consider p = 74 = 7_.



Under review as a conference paper at ICLR 2025

4.1 FEATURE LEARNING PROCESS WITH LABEL NOISE

In this subsection, we analyze the feature learning process of neural networks in the presence of
label noise. We identify two stages where the learning dynamics exhibits distinct behaviours. This
two-stage behaviour only occurs when 7 - SNR? = ©(1) and 7, 7_ = O(1).

Stage 1. Model fits clean data. Theorem 4.1 characterizes the learning outcome at the end of Stage I.
Theorem 4.1. Under Condition 4.1, there exists T = @(nflnmade’l) such that ﬁngr ,=0(1)
foralli € [n), r € [m] with (w (O)T,£z> > 0 and 'y(Tl =0O(1)forallj = £1,r € [m], and

1. 'y(Tl) p;Tlr)Zforall] ==41,r € [m],i € [n].
2. All clean samples i € S; satisfy that §; f (W) x;) > 0.

3. All noisy samples i € Sy satisfy that i f (W) x) <.

Theorem 4.1 implies that at the end of Stage I, the signal coefficients are larger than the noise
coefficients, i.e., 'yj(?) > ﬁ; 1T) ;» suggesting signal learning dominates the feature learning process
in Stage I. Theorem 4.1 also demonstrates that for all clean samples, the model makes correct
predictions, i.e., Vi € S, 7; f (W(Tl), x;) > 0, while for for all noisy samples, the model makes
incorrect predictions, i.e., Vi € S¢, 3; f (W(Tl), x;) < 0. This indicates that the model fits all the
clean samples while ignoring the noisy samples in Stage 1.

Stage II. Loss converges and model fits noisy data. Theorem 4.2 formalize the learning behaviour
in Stage II as the training loss converges.

Theorem 4.2. Under Condition 4.1, for arbitrary € > 0, there exists t* € [Ty, T*|, such that training
loss converges, ie., LS(W(t*)) < eand
1. All clean samples, i.e., i € S, it holds that gjif(W(t*), x;) > 0.

2. There exists a constant 0< 7 <=t

satisfy = 3" p y“M Ly V(jyl) and §; f(W®) x;) > 0.

3. Test error LYY (W) > 0.5 min{r,, 7_}.

such that there are T'n noisy samples, i.e., i € Sy that

Theorem 4.2 states that in Stage II, as the training loss converges, for all clean samples, the model
continues to make correct predictions, consistent with Stage I; however, for some noisy samples,
the averaged noise coefﬁcient across all neurons surpasses the averaged signal coefficient, i.e.,

LN D ’SLT >y 7_ ) . Consequently, for these noisy samples, the model’s predictions
ahgn with the noisy observed labels y. Theorem 4.2 further shows that if evaluating the model on the
test distribution introduced in Section 3, it results in a constant, non-vanishing test error, which is lower
bounded by the label flipping probability in the training set, i.e., L%, 1 (W®)) > 0.5 min{r, ,7_}.
We lastly remark that whether 7, 7_ is identical does not alter the feature learning dynamics.

Early stopping and sample selection. Our results naturally explains the effectiveness of two
common strategies frequently used in practice to address label noise, i.e., early stopping (Liu et al.,
2020; Bai et al., 2021) and sample selection (Han et al., 2018; 2020). Intuitively, early stopping aims
to stop training before the loss converges, preventing over-fitting to noisy samples. On the other hand,
sample selection leverages the small-loss criterion Han et al. (2018) to distinguish clean samples
from noisy ones, assuming that samples with smaller losses are more likely to be clean. Corollary 4.1
formally supports the effectiveness of these two strategies.

Corollary 4.1 (Early stopping and sample selection). Under the same conditions as in Theorem 4.1,
the test error satisfies LY, ' (W(T1)) < exp(—dn~'/C") for some constant C' > 0. In addition, for

alli € S, El(-Tl) <log(2) and for all i € Sy, o) > log(2).

K2

Corollary 4.1 implies that if training is stopped during Stage I, before the loss converges, the test
error can be upper bounded arbitrarily small under the condition that d = €2(n?). Corollary 4.1 also
states that noisy samples tend to have higher loss values compared to clean samples, and there exists
a hard threshold log(2), which allows for a perfect separation of clean samples from noisy ones.
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4.2 FEATURE LEARNING PROCESS WITHOUT LABEL NOISE
In this subsection, we analyze the feature learning process of neural networks without label noise.

Loss converges and model fits all data. The analysis of feature learning when training without label
noise follows a similar two-stage framework as the analysis conducted with label noise. Theorem 4.3
formally characterizes the learning outcome without label noise.

Theorem 4.3. Under Condition 4.1 with 7., 7_ = 0, there exists Ty = @(n_le_lnmade_l) such
that (1) 7). = ©(1) for all i € [n] and r € [m] such that (w3, &) > 0, (2) 7\ = (1) for
all j = +1,r € [m] and (3) y; f (W), x;) > 0 for all i € [n]. In addition, there exists a time

€ [T1, T*] such that training loss converges, i.e., Ls(W)) < ¢ and
Ly f(W®) x;) > 0 foralli € [n),

2. Test error is bounded as L% ' (W) < exp (% - %) Sfor some constant Cp > 0.
Theorem 4.3 demonstrates that without label noise, all samples can be predicted correctly at the end of
both Stage I and Stage II, suggesting that the model fits all the samples throughout the training process.
Theorem 4.3 also implies that under the test distribution, the test error can be upper bounded by

exp(%f%). Thus, if n-SNR2 > 2Cp = O(1), it follows that L% (W)} < exp(— ey,

2 Do4d

which is small given the requirement on d (see Condition 4.1).

5 OVERVIEW OF PROOF STRATEGIES

In this section, we provide an overview of our proof techniques for our theoretical results in Section 4.

5.1 FEATURE LEARNING PROCESS WITH LABEL NOISE

The analysis of feature learning in the presence of label noise critically relies on Lemma 5.1, which
shows the difference in terms of model predictions between clean and noisy samples.

Lemma 5.1. Under Condition 4.1, there exists a sufficiently large constant C such that for all
t € [0, T*), the following are satisfied:

C L (W P, ) = 1O < G FWO,x) < LT (00, + 5, + 1/Ch for

all clean samples, i.e., i € S,

A N (2 y1 ri 'y(_t; 2 —1/C1 < Gif( W x;) < L5~ (ﬁ%?,m 7% ) +1/C
for all noisy samples ie, 1€ Sy

Lemma 5.1 suggests the for clean samples i € S;, the mode prediction §; f (W (®) | x;) is determined
by L3>, (7( ) W ), while for noisy samples i € Sy, §; f(W®),x;) is characterized by

Giyr Giyryi
% D (Pi(/t,),m ng);” )

Besides Lemma 5.1, we also need to bound the scale of coefficients throughout the training process.
Proposition 5.1. Under Condition 4.1, for any 0 < t < T*, we can bound

0<p ) i Vi ) < ©(log(T™)),
(t) —1/2
0>p .2 —O(max{oo||pl|2, cooe Vd, nd~1/?}).

Proposition 5.1 states that | pgt) | is lower bounded by a small term based on Condition 4.1. In

addition, both pg 2 i 'yJ( T) are positive and cannot grow faster than a logarithmic order of 7. Notice

that although Kou et al. (2023) demonstrates a similar bound, their analysis is not applicable to our
case due to our condition that n - SNR? = ©(1). Particularly, a key technique in their analysis is
the automatic balance of updates, i.e., the loss derivatives é;(t) are balanced across all samples (Kou
et al., 2023, Key Technique 2). In our case, however, due to the constant order of n - SNR?, signal
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. . . . . /(t
coefficients are on the same scale as noise coefficients. Consequently, the loss derivatives éi( ) are no

longer solely determined by L > | p; )7 , as was the case in Kou et al. (2023).

To prove Proposition 5.1 as well as the main theorems in Table 1, we separately consider two stages.

In Stage I, before the maximum of the coefficients reaches a constant order, all loss derivatives can
Eg(t)\ > C, for all ¢ € [n]. This ensures the balance of loss
derivatives across all samples as < *(t) ( ) to increase
to a constant order, enabling the establishment of the bound in Proposition 5. T Furthermore, by
applying Lemma 5.1, we can assert that §; f (W), x;) > 0 for all i € S;. On the other hand, as
long as n - SNR? > ¢, for some constant C’ > 0, we can demonstrate that signal learning slightly
surpasses noise memorization, concluding that y; f (W(t), x;) < 0 for noisy samples i € Sy.

be lower bounded by a constant, i.e.,

In Stage 11, after the coefficients reach a constant order, the loss derivatives can no longer be lower-
bounded by a constant. To establish that Proposition 5.1 still holds in this stage, we first rewrite the
signal learning dynamics in Lemma 3.1 as follows:

1 n
A =+ (1w ) = 0) = D (W i) = ) [l

1ES: i€Sy

Recall that |€;(t) Based on Lemma 5.1, |£;(t) |1(i € Sy) can be larger than

_ 1
| = Itexp(gi f(W®) x;)) "
|€’.(t) |1(¢ € St), which causes fy(tr) to decrease. However, we show by contradiction that 'yj(tr) <0

cannot occur. When 'y]( ) decreases, the gap between |€;(t)|]l(i € S;) and |€;(t)|]l(i € Sy) diminishes,
allowing fyj( 2, to eventually increase in subsequent iterations. Therefore, the upper bound for both

7](2, pg 2 ; can be derived by showing that |€;(t)| converges at a rate of O(1/t) when either fy](tr) or

PSZ , 8rows to a logarithmic order.

Additionally, we demonstrate that training loss converges at some iteration ¢* using a similar analysis

as in Cao et al. (2022); Kou et al. (2023). Upon convergence, because of the monotonicity of
pz(/i),r , and positivity of 7; T), we can show 7; f (Wt* ,X;) > 0 forall i € S;. On the other hand,
we establish by contradiction that there must exist a constant fraction of noisy samples satisfying
7 f (W' x;) > 0. Because if not, we would have L Z;nzl(ﬁgz i 7(_t ) ) < C. for some constant
C. > 0 over a constant fraction of samples. This suggests the training loss LS(W(t*)) can be lower
bounded by a strictly positive constant ¢; > 0, which leads to a contradiction.

Finally, to establish the test error, we show that, based on the test distribution Dt introduced in
Section 3, there exits some sufficiently large constant C” that

P(yf (W), %) < 0)
> LS (S (w0 - L a6+ ) zwﬂ/o/)
i=1 r=1 —1

Next, we show that for any y = =+1, there exists some sufficiently large constant C' that for any
ieSrNSy, ( . T,SZ +¢)>p ty)m —1/Cy, (wl(f,r),Ei + ¢) < 1/C5. Then, based on the scale

that =3 l(p(yt“?)q? fygy)r) > (., we can show P(yf(W®) x) < 0) > 0.57; if y = 1 and
P(yf(W ) x) < 0) > 0.57_ if y = —1 given that |S; N Sy | = 7,n/2.

5.2 FEATURE LEARNING PROCESS WITHOUT LABEL NOISE

The analysis of feature learning without label noise follows a similar two-stage framework as the
analysis with label noise. Our analysis without label noise relies on in Lemma 5.2, where we show
that under Condition 4.1, the loss derivatives are balanced across all samples, and both the noise
coefficients and signal coefficients are of the same order.

Lemma 5.2. Under Condition 4.1, for any 0 < t < T, the following holds

Lo @ A =) =) < kforalli,k € [n).
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Figure 1: Experimental validation under the synthetic setup, with label noise (a, b) and without
label noise (c, d). (a, ¢) The change in max; , v, (signal learning) and max; , p;,; (noise
memorization) on noisy (i.e., when y; # ¢;) and clean samples (i.e., when y; = ;) w.r.t the
training iteration ¢. (b, d) The change in overall training accuracy Accp,,,, as well as the accuracy
on clean Accp,,, .., and noisy samples Accp,,;, ..,» W-I.t the training iteration ¢ for models under
different settings. Note that there are no noisy samples when training without label noise; thus we
only plot noise memorization on clean samples and the overall training accuracy.

2. 49168 < Cy forall i,k € [n].

Lemma 5.2 allows us to establish Proposition 5.1 for all training iterations. Initially, we can demon-
strate that both signal and noise coefficients reach a constant order during Stage I, as in Section 5.1.
In Stage II, we can show that the scales of the signal and noise coefficients remain on the same order,

ie., ’y](tg /30 ﬁﬁ)l = O(SNR?). Finally, by employing a similar test error analysis as in Kou et al.

(2023), we can upper bound the test error in terms of n - SNR?.

6 EXPERIMENTS

In this section, we provide empirical evidence on both synthetic and real-world datasets to support
our theoretical analysis in previous sections.

Validation under the synthetic setup. First, we conduct experiments under the synthetic setup to
verify our theories. Here, we generate the data exactly based on the distribution introduced in Section 3
Specifically, without loss of generality, the fixed signal vector is set to be p = [y, 0, --- , 0] € R,
where ;1 = 20 and d = 2000, and the random noise vector £ is sampled from A/ (0, I;). This setting
corresponds to 7 - SNR? = 20. We generate 7 = 100 training samples with balanced class labels
and flip each sample’s label with a probability of 0.1. Then we train a two-layer CNN (as defined
in Section 3) on this synthetic data using gradient descent, with a total of 7' = 200 iterations and
a learning rate of 7 = 0.1. For comparison, we also train a baseline model under nearly identical
settings, but on the dataset without label flipping.

Experiments under this synthetic setup successfully validate our two-stage picture in the feature
learning process under the presence of label noise. Specifically, we demonstrate the signal learning
process in the two-layer CNN by showing how max; ;. v; » changes during training. We also present
the noise memorization process by illustrating the evolution of max; , p; ;. In Figure 1 (a), a clear
two-stage pattern emerges in the learning process for the model trained with label noise: i) in the
early stage (from initialization to around 25 iterations), the value of max; , v; , is significantly larger
than that of max; ,. p; s, indicating that the signal learning initially dominates; ii) in the later stage
(after 25 iterations), the value of max; , p;,; on noisy samples (i.e., when y; # ¥;) increasingly
surpasses that of max; ;. vy; , implying that the noise memorization process, particularly for the
noise in label-flipped samples, gradually takes over. In contrast, as shown in Figure 1 (c), when
training without label noise, max; , 7, , consistently exceeds max; , p;,r; throughout the training.
Additionally, we provide the classification accuracy for the training samples. In Figure 1 (b), for
training with label noise, the accuracy on noisy samples initially drops to 0 during the early stage and
then gradually increases. Conversely, in Figure 1 (c), when training without label noise, the training
accuracy remains consistently high once it reaches its maximum value. These results together support
our two-stage picture, thereby verifying our theoretical analysis.

Validation in the real-world scenario. Taking a step further, we also validate our theoretical analysis
in the real-world scenario. We perform experiments on the commonly used image classification
dataset CIFAR-10 (Krizhevsky et al., 2009), using standard network architecture VGG-11 (Simonyan
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Figure 2: Experimental validation in real-world scenarios. Two VGG-11 nets are trained on the
first two categories of CIFAR-10 under nearly identical settings, differing only in that one is trained
with label noise and the other without. (a) The accuracy curves for the two models. Here, Accp,,,,
and Accp,, represent the accuracy on the entire training and test sets, respectively, while Accp,,,
and Accp,,, ., SPecifically denote the accuracy on clean and noisy samples from the training set.
Since there are no noisy samples when training without label noise, we only plot the overall training
and test accuracy curves. (b) The interpretations of the model predictions using SHAP (Lundberg &
Lee, 2017). The top row displays the input images, the middle row presents the interpretations for
models trained without label noise, and the bottom row shows the interpretations for models trained
with label noise. Red regions indicate positive contributions to model predictions, while blue regions
denote negative contributions, with darker regions signifying greater contributions.

& Zisserman, 2015). Specifically, we train the VGG-11 network with stochastic gradient descent
on samples from the first two categories of CIFAR-10, where each sample’s label is flipped with a
probability of 0.2. Similar to the synthetic experiment, for comparison, we also train another VGG-11
net under the same settings but without label flipping.

Experiments in the real-world scenario further reinforce the applicability of our theory. First,
we provide the accuracy results on both training and test sets, denoted as Accp,, and Accp,,,
respectively. In Figure 2(a), when training with label noise, the accuracy on noisy samples follows
a similar pattern to the synthetic experiments — an initial drop followed by a gradual increase to
1 — while the test set accuracy remains consistently lower than when training without label noise.
However, accuracy results alone are insufficient to demonstrate that the model memorizes the noise
from the label-flipped samples by the end of training. Furthermore, we visualize the interpretation
of each model prediction using SHAP (Lundberg & Lee, 2017), which provides insights into the
contribution of each input variable to the model prediction. In Figure 2(b), the interpretations for
models trained with label noise, the interpretations appear messy with no clear pattern observed;
yet, for models trained without label noise, the interpretations are more consistent, focusing on
generalizable features such as the “wing" for the “airplane” class and the overall “outline” for the
“automobile" class. These findings align with our theoretical results, confirming the model’s two-stage
behavior under noisy conditions.

7 CONCLUSION AND LIMITATIONS

In conclusion, our work rigorously characterized the role of label noise in the feature learning process
of neural networks, identifying two stages in the learning dynamics. In Stage I, the model perfectly
fits all the clean samples while ignoring the noisy ones, effectively learning the signal from the data
and achieving good generalization. In Stage 11, as the loss converges, the model inevitably over-fits
to the noisy samples, learning noise from data and resulting in poor generalization. This two-stage
behaviour firmly explains the effectiveness of early stopping and sample selection. Since the model
performs well at the end of Stage I, a natural future direction is to develop methods for accurately
identifying the point at which Stage I concludes.

Limitations. We note that our current empirical validations mainly focus on image classification
tasks, though aligning with most literature on label noise. We also note that our theoretical analysis
still relies on several assumptions, such as the simplified data and model setups.
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A COMPARISON OF CONDITIONS TO (KOU ET AL., 2023)

This section compares the Condition 4.1 to conditions required in (Kou et al., 2023). We present the
comparisons in Table 2. As observed in Table 2, the differences in the conditions are regarding label
noise ratio 7, SNR scale n - SNR? and dimensionality.

<
Label noise (Kou et al., 2023) T<1/C
Our work T=0(1)
SNR (Kou et al., 2023) n-SNR? < 1/(C'log(T*))
Our work n-SNR? = O(1)
Dimension | (kou et al., 2023) | d > Cmax{no || ul|3log(T*),n* log(nm/s)(log(T*))?}
Our work d > Cmax{no, '||pll2/log(n/5),n* log(nm/5)(log(T*))*}
. >
Sample size (Kou et al., 2023) n > Clog(m/d)
Our work n > Clog(m/d)
. >
Network width (Kou et al., 2023) m > C'log(n/d)
Our work m > Clog(n/d)
2 > 2
Signal norm (Kou et al., 2023) pnllz > Cog log(n/d)
Our work |ul|3 > Coglog(n/d)
] < O —2,-3/22 —2 -1
Learning rate (Kou et al., 2023) n<C m?n {U€2d n*m+/log(n/d), O’EQCZ n}
Our work n < C~'min {U5 d=3/?n%m\/log(n/9), o d='n}
] < O 1,1 -1 —1/2
Initalization | (4¢3 2023) | o0 < O min{viog d ™, uly log(m/0)” %)
Our work o9 < C~!'min {\/ﬁa5 d=1, ||pll5 " log(m/9) }

Table 2: Comparisons of required conditions. 7% = 1~ 'poly(e !, d, n, m) is the maximum iterations
considered. Comparing to (Kou et al., 2023), the only differences in the conditions are regarding the
label noise scale 7, SNR and dimension d.

B COMPARISON OF TECHNICAL QUANTITIES TO (KOU ET AL., 2023)

Among the various differences in conditions compared to (Kou et al., 2023), the most critical
distinction lies in the scale of the SNR. Because we aim to characterize the two-stage behaviors
induced by label noise, we require the SNR to satisfy n - SNR? = O(1). This enables the signal
learning to dominate the noise learning in the first stage while noise learning dominates signal
learning in the second stage. Such a distinct two-stage dynamics cannot be captured by (Kou et al.,
2023) due to n - SNR? = o(1).

More specifically, in the following, we explicitly compares the key differences in the analysis
techniques compared to (Kou et al., 2023):

¢ Non-Time-invariant coefficients: One of the key techniques (Key Technique 1 in (Kou et al.,

2023)) is the derivation of time-invariant order of the coefficient ratio: fy§f7) /30 ﬁgtg ;=

G(SNRZ), which is critical for their generalization analysis. However, in our case, due to the
setting of constant order n - SNR?, the noisy samples exhibit different behaviors as the clean
samples (which is the main goal we wish to show), such time-invariance may not hold for all
iterations.

* Non-balancing of the updates: Another key technique employed in (Kou et al., 2023) is
the automatic balancing of coefficient updates, which requires to show E;(t) / th) < C forall
i,k € [n]. That is, the loss derivatives across all samples are approximately balanced, which is
critical for their convergence analysis. Because in our case n - SNR?, the loss derivatives of
noisy samples may be significantly larger than that of clean samples, we cannot guarantee the
balance of updates across all samples.
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Without the above two results in our case, the convergence and generalization analysis becomes
challenging. To address the challenges, we require to develop novel techniques via refined analysis
on clean and noisy samples, which cannot be addressed in the prior works.

To better comprehend the differences to the analysis of (Kou et al., 2023), we present the following
tables that compares the different quantities at each training stage. These differences require non-
trivial analysis.

‘ ‘ First Stage ‘ Second Stage

.. . (Kou et al., 2023) Monotonic increase
Monotonicity of signal —
Our work Monotonic increase ‘

No monotonicity

. . . (Kou et al., 2023) Noise dominates
Signal-noise magnitude - - - -
Our work Signal dominates ‘ Noise dominates
Kou et al., 2023 Lym 0 +o(l
Determining factors of (Kou ) T—m 0 = (l)py s Eoll) -
Gif (W, x;) Our work m 2r=1(7 %’ + Pyl ”) to(l),  fori€s;
) _(t .
LSy =2\ ) £0(1), forie Sy
(Kou et al., 2023) 3if(W® x;) > 0,Vi € [n]
Prediction Gf(WD . x;) >0, i€8 | ) .
; ) >
Our work {:’Jif(w(t)yxi) <0, ics i f(WW . x;) > 0,Vi € [n]

1), if 1
(Kou et al., 2023) {0( ), ifnfulls > C —10¢

Q1), ifnllp|3 < Csoed

Test error LY H(W(T1))
Our work o(1) ‘ Q(1)

Table 3: Comparisons of key quantities in the analysis at each stage.

C PRELIMINARY LEMMAS

This section introduces a few lemmas that are critical to bound the parameters at initialization.

Lemma C.1 (Cao et al. (2022); Kou et al. (2023)). Suppose d = Q(log(6n/0)). Then with probability
at least 1 — 6,

02d/2 < &3 < 302d/2,
(&, €)| < 202+/dlog(6n2/9),
(&, )] < || o]l20e /2108 (60/3).

Lemma C.2 (Cao et al. (2022); Kou et al. (2023)). Suppose that d = Q(log(nm/§)), m =
O(log(1/48)). Then with probability at least 1 — 4,

o5d/2 < |[w3,|I3 < 305d/2
[(wi%, )] < \/21og(12m/3) - oo lps]l2,
|( (O) 0| < 24/log(12mn/é) - aoagxf
Lemma C.3 (Kou et al. (2023)). Let S\ = {r € [m] : (w\) &) >0} and S\") == {i e [n] : j =

Ui, <w§t2,51> > 0}. Then for any 6 > 0, and m > 501og(4n/d), n > 32log(8m/§), we have with
probability at least 1 — 6,

8| > 0.4m, Vi€ [n]
81> n/8, Vj==xlre[m].
D ANALYSIS WITH LABEL NOISE

Without loss of generality, for the subsequent analysis, we assume |S1 N S| = w, |S1 NSy =
TS NS = T S NS =

16
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D.1 COEFFICIENTS DECOMPOSITION ITERATION

Proof of Lemma 3.1. By iterating the gradient descent update, we can show

t—1 n t—1 n
0) 77 s .~
Wg(? = (, nm Z Zgl( r?él jyzéz - Z Zﬁ rvyzl"'>).7yiyiu
s=0 i=1 s=0 i=1

Because &;, p are linearly independent almost surely for all ¢ € [n]. Then from the definition:

Wﬁt) (0 r I

M+ZPJMII€ZII
=1

there exists a unique decomposition as

t—1 n

t) n /(s ) / 7. 2
70 = _nm;“ lz Wi yit) yidil| 3
t

Ju

f; (s) / jT>£1>).7y1||£ZH2

p =
I T T mn
s=0

By definition of pg 31, p( ) , and the fact that ¢} < 0,

t—1

. n s

P = =L N 9 (w6 €31 = )
s=0

nm

t7
w _ " /(s) 1 ;
0= g 2 7 (L DI = =)
Then the iterative updates of the coefficients follow directly. O

D.2 SCALE OF COEFFICIENTS

Here we start to provide a global bound for the decomposition coefficients. We show for a sufficiently
large number of iterations T* = ©(n~'e~'nmd ‘o, %), the scale of the coefficients can be upper
bounded up to some logarithmic factors.

We consider the following definition:

p=2ma (w0 WL ) SR = o= Culon(r)

for some constant C; > 0 to be determined later. Then by Lemma C.2, we can bound as 8 <
oo max {/2log(12m/6)| |2, 2 log(12mn/8)oeV/d}.
We next provide the main proposition that bounds the scale of coefficients.

Proposition D.1 (Restatement of Proposition 5.1). Under Condition 4.1, forany 0 < t < T*

0< ﬁgtiz S a @)
log(6n2 /8

0> p0 > 510 %”/)mz_a, (5)

0<~) < Cha ©)

for some constant C, > 0.

We aim to prove Proposition D.1 using induction. This requires several intermediate lemmas through
the induction process.

17
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Lemma D.1. Under Condition 4.1, suppose (4), (5), (6) hold at iteration t. Then for all r € [m],
j € {£1},i € [n),

¢ 0 8log(6n/6)
9 — w0 ) — 202 < SRy 218D,
[wih —wi% &) 5\ <5 @na» Yi=1J
log(6n2/6 - .
wl2) = w0 — ) | < 5/ B0 -

Proof of Lemma D. 1. From signal-noise decomposition (3),

0
[wlt) = Wiy = A0l = [ YA ez - iom me €ill2 - (&)
=1

=4,
E: ,T‘L

o D& - (€ )]

=1
81log(61/9) <~ , (1)
< SNR —a Z; (|Pj,r,i| + |B§f3‘,z|)
< SNR Mmy

where the second inequality is due to Lemma C.1 and the last inequality is by (4), (5). The second
inequality follows similarly.

Then, for §; = j, we have B(-tli =0, V¢t > 0 and hence

|<w§~fr ”,s> P
=[5 Il &) + D P - w g - (&) + 2 o0, - IEwlz? - (6 i)

,# it i

< lually® - [ €)1 - IWJT|+%: (Pl + 165 D€ l12” - 1€, &)
< SNR %ﬁ”/é)qnm% me

< (2C,SNR + 4) Mna

<5 log(6;2/5)m

where we use Lemma C.1 and (6) in the second inequality. In the third inequality, we use

2log(6n/8) < 4log(6n2/5). In the fourth inequality, we note that the condition on SNR ensures
that SNR = O(1//n).

For y; # j, the proof follow exactly the same strategy as for ¢7; = j and hence is omitted. O

Lemma D.2. Under Condition 4.1 and suppose (4), (5), (6) hold at time t, then there exists a
sufficiently large constant Cy > 0 such that

1 m . 5 1 m B .
ooy Z ’Yy“ p;i m) —1/Cy < i f(WW,x;) < o Z (Vél), + pg)m) +1/Cy  wheni€ S;
r=1 r=1
1 m
*Z pymz 7— ; )_1/01S§if(w(t),xi)§
—1

(t) (t) )
m (py“ri ’Y_% )+1/Cl Whenzesf

18
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Proof of Lemma D.2. We first see

BIWO,x) = = 305 (i) + (w1 €0)

= L3 (oW i) + 0w 60) — -3 (o

r=1

wl'l i) +o((w') . €)).

Recall from the gradient descent update and Lemma D.1,
. 8log(6n/d

(Wi ) — (Wl ) — A0 = SNR %na

Then it can be verified that when ¢; = y;,

8log(6n /o
(A0 i) < [l 0, + sy OB

no
0yt < (w0, ] ), -+ Ry [ SR
< w0, ) + Ny 2EOD),
(0.6 < (w0, €] + 740, + 3 2E O g
30—t 20— 1wl = Ny

Using these inequalities, we can upper bound when y; = y;, i.e., i € S,

G WO x;) < =3 (o((w L yen)) + o (W €)))

3=
,
i
X

('73(727« + ﬁg?m) + 28+ 6(7104/\/&)

IN
3=
i:

3=
NE

< (v + 25, +1/Co

Il
_

T
where we use Lemma D.1 and the Condition 4.1 where we choose a sufficiently large C;.

Similarly, we can lower bound

m

1
~ t) +. . Z (t) —(t) _
yzf( W ,Xi) > m (ﬂ)/zf/i,r + pg]iﬂ",i) ]_/Cl

r=1

On the other hand, when ¢; # ;, it can be shown that

8log(6n/é 8log(6n/6
(0t < (w0, ] =0, + SNR SO e < l0) ) sy R

8log(6n )
W i) < 1%, )] 44, sNmy2E00/0)
(

no
8log(6n/0
<w£t%i,rv yi”’> > 78‘271-,7" — ‘<W(70?%i’r’ ”’>| — SNR gT/)TLOL

_ log(6n2/6
(w0 60) < P 1w, )]+ 5 2B

where we notice %(tz > 0.
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Then we can upper bound when g; # y; as

_ 1 & 1 «
Gif WO x) < — 3" (o((w L yip) + o ((wi L €0) — = o ((w' yim))
mr=1 m7=1
/81 5 1 5
< B+SNR %C’ + = pr(fl)’m 5 %C’pn
1 1 — 8log(6n/§
- 792,“ + Y W i) + SNR 7g(d ) 6m
r=1 r=1
1 m
< =3 By =)+ 10
r=1

where the second inequality uses Lemma D.1 and last inequality is by the Condition 4.1.

Similarly, we can lower bound §; f(W(®), x;) as

Gif (W x;) >

V
3=
NE

(w0 60) 3 (oW, o)) + o ((w, L ))
r=1

Il
-

T

(pz(/i),rz - 73(727') - 1/01

Ms

1
27
m

Il
—

T

where we use Lemma D.1. O

Lemma D.3. Under Condition 4.1 and suppose 4), (5), (6) hold at time t. If max; , Z{'yj " p§t7) =
O(1), we have §; f(W® x;) = O(1) and Ei = Q(1) foralli € [n].

Proof of Lemma D.3. The proof trivially from Lemma D.2 and the definition of loss. Specifically,
we denote the upper bound as C”'. For i € S;, by Lemma D.2,

’ 1 1
|£i(t)| = ~ t = t t)
L+ exp(if(W®,%)) ™ 14 exp (550, (349, +55 ) +1/C1)
S 1
~ 1+exp(2C” +1/Ch)
Fori € S¢, by Lemma D.2,
10| = ! > 1
‘ Lt exp(§if (W, x:)) = 1 pexp (L5, (= 7%1 + pft)”) +1/Cy)
1 1

>
“ Tt op(C +1/01) ~ 1+ exp(207 + 1/Ch)

where the second inequality is by yg%m > 0. Thus for all ¢ € [n], we can show that |€;(t)| >
(1 +exp(2C” +C7Y)) L O

Recall S\ := {r € [m] : (i, &) > 0} and S{%) = {i € [n] : ys = j, (w}"), &) > 0}.

The next lemma shows that in the first stage where the loss derivatives can be lower bounded, the
inner product between weights and noise is increasing.

Lemma D.4. Under Condition 4.1 and suppose for any t < T*, (4), (5), (6) hold for all s < t. Then
we can show

SO s, s c sl

forany s < t.
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Proof of Lemma D.4. The proof is by induction where we separately consider two stages. First at
t = 0, itis trivial to verify that both claims hold. In the first stage where maxjﬂ.,i{vj(tr) ) ﬁjtz .3 =0(1),
we can lower bound the loss derivatives by a constant according to Lemma D.3, i.e., Ei(t)| > () for

all i € [n]. Let T be the termination time of the first stage. Suppose there exists a time ¢ < 7 such
that the claims hold for all s < ¢ — 1, we now prove it also holds at ¢.

By the gradient descent update, for any r € S; ) , we have r € 8 ) and thus

(Wi, &) = (wii . €) nmze’“ o ((wi Y 6)) - (6 )

=1
n
U /(E—1) (
_%Zéig o' ({ W~ r)’yz ) - (yirp, &)

= (wi P &) — LV - LS e o (wil Y 60)) - (€6

_/—/ 2’751
Ay

Az

n i— F—
S, Z gigt Y. UI(<W3(;:;,7>1)’ yl'“’)) : <yi’p’> £z> .

As
We can respectively bound each term as follows.

Sl i) 5 1oEdCe

nm ze[n] 2nm
where the last inequality is by Lemma C.1.

For A,, we can upper bound its magnitude as
Ui
A < — - [(&, &ir
Al < (€060
2n
— dlog(6n2/5
1 o2/ dlog(6n2/9)

where the first inequality is by M;(t)\ < 1 for all ¢ and the second inequality is by Lemma C.1.

IA

For As, similarly, we can bound

21
[As] < % M, €] < nllpl20¢ - og(6n/9)

where the second inequality is again by Lemma C.I. By requiring d

max{32C; *n*log(6n?/6),4C; 'n|pllaos '\/2log(6n/5)},  we can show A
max{|As|/2,|As|/2} and thus

AV

<w<f>r,si>—< ¢-1) 1>z<w;i;”,£z->+A1—|A2|—\As|><w<f*” i) >0

Yi,r 7 Gi,r
forall r € S . Thus, r € S and SZ.(O) C Si({_l) C Si(f).

For the other claim, we follow a similar strategy as above. Fori € S; ©)

o We have by induction

condition that i € Sj(tr_ Y and thus for j=1

<Wj('i)=v€i> = < ( ’52 nm Zgl(t ! 0/ t 1)’& >) . <£“£Z/>

7,7
=1

--L > AR 0'(<W§ff1),ywu>) (yir s, &)
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Following the same analysis, we can show <W§t;),7 &) > (wff b, &) > 0and thus i € S](Er) and
SO c =1 g
jor = Cgr =g

Now at the end of the first stage where ﬁgj;lz =Q(1) forall j = g;,r € Si(o). Then we continue the

proof by induction. Suppose there exists a time £ > T such that forall T} < s < — 1, ﬁg?t >C,

for some constant C, > 0. Then by the update of ﬁﬁl, we can show for j = y;,r € Si(o),

_(t _(t— n (i—
P =l = L0 (wi el = 7,0 = ¢,

where we notice that —K;(t) > 0. Then we can show from Lemma D.1

7 (i log(6n2/4
w602 70, — 1w~ 5y EE D > 0, 100
where we use the condition on d to be sufficiently large and choose C" > 1/C,. Thus we have for
re Si(t) and thus Si(o) - Si(t_l) - Si(t). For the other claim, we can use the same argument. O

Next, we proceed to prove Proposition D.1.

Proof of Proposition D.1. We prove the claims by induction. It is clear that at ¢ = 0, all the claims

are satisfied trivially given 7(-0) 70

G Pjorio Bgor)z = 0 for all 7, r, 7. Suppose there exists T < T* such that

the results in Proposiﬁgion D.1 hold for all time ¢t < T — 1. Then we have Lemma D. 1, D.2, Lemma
D.4 hold forallt <T — 1.

Now we show that the results in Proposition D.1 also hold for ¢ = T.

(1) We first show p(t) > —f — 104/ 2862/9) 1y, When Bﬁ-i?” < —0.58 — 5/ 8E2/0) o by

Lemma D.1, we have

- N 2
Wi ) < o0 4wl €] + 5/ 22O,

o Bjri Jyro St

a<0

and this suggests

P = pT= 4 LT Do (w70, €)1&3

=j,ri =g nm °
_ (T-1)
TP
1 2
> 510 M”a

On the other hand, when BgT;fil) > —0.56 — 54/ Wna,

Ty _ (F=1) N p(T=1) s (T=1) ¢ \ye 12
P _ p( + %Ei o (<WJ £z>)”£z||2

7,7 =j,7m% ,T )
log(6n?/6) 37]0'£2d

> —0. — _— - —
> 053—5 O = o E
)Cpn

2
> _0.58 — 10\/M
2
> - 104 /Mcﬂl

where we use Lemma C.1 in the first inequality. The second inequality is by the condition on 7 such
that 54/ WCPTL > 377052d/ (2nm). This completes the induction for the result on Bgf)

T
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(2) We next prove WJ(-:) > 0. Towards this end, we separate the analysis in two stages. In the first

stage, the loss derivatives can be lower bounded by a constant, i.e., |€;(t)| > Cy for all i € [n]. Recall

the update rule for 'y](tz is

T —1 N o= (-1 o1 N
W =D = LS AT ()il el
i=1
When( (T 1) ) > 0, we can show

T T—1 n T-1 T—1
A Y (D DA D DI A | M

1ESNSy 1€SrNSy
-1 no(l-7y T+
> 150 o (0= ) I
T-1
Zvj(,r )
>0

where in the first inequality, we uses C; < \él(t

Cy
T+ S Cz+1 .

| < 1. The second inequality is by the choice

Similarly, when (w(-Tfl), p) <0, we have

T

T T—1 n T—1 T—1
R D DR D S ) |1

1€SNS_1 iESfﬂS,1
T n (l—7_ T 9
Z%(T )"‘%( 5 Ce— 7)”#”2
T—1
2 %(r )
>0
where we choose 7 < C{ +1

In the second stage, we prove the claim by contradiction. First, without loss of generality that

<W§-t2, @) > 0, and we write the update as

= (X 0 X A Iml3

1€S8:NS i€ESyNSy

() . 1 1 ) 9
=%, pe - p [e2ll2
Pl 2 e G 2 T GIW)

Ay
Suppose at an iteration ¢, A4 < 0, which leads to a decrease in the 'y(-t). Then by Lemma D.2

7T
Mz Y 1
4= m
1€StNS1 1 +exp (% Zr l(pg(/i)rz +’Yy r) 1/01)

1
m t
1€SFNSy I+ exp (% Zr 1(p5h)7rz A/(—yL ) 1/C )
Then we can see the gap between loss derivatives of S; and Sy becomes progressively smaller such

that for a given 74 (or 7— when (w § 27 ) < 0) which is sufficiently small, A, > 0 and %( 2 starts to
increase.

(3) Next we show upper bound for p( ) Recall the update rule for p( )

Yi,ry° _]T’L

_(t+1) n
Pt = Do — o0 (W3, ) &1
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Now suppose ¢, ; be the last time ¢ < T™ such that p(t) < 0.5c. Then

(T —(tri Nt tr n t t
R (GO )11 B S A (O RN I3

nm _

tr s <t<T

. 3nod
—(tr,i) S /(t) / (t) ) 112
<SPyt g ) G () &)l
t,l<t<T
n /(t) (t) 2
<05a+0.25a — 0 B 600" ((wy &) €3 ™)
tr i <t<T

where we apply Lemma C.1 for the first inequality and choose n < C *lnag 24— for the last
inequality. Then we bound the last term for ¢ € (¢, ;, T) as

¢ !
L+ exp(ii:f (W, x:))

Next we consider two cases depending on whether i € S; ori € Sy.

< exp(—gif (WY, x;))

¢ When i € S;, we can bound by Lemma D.2

1 m
S e (® o &) () B B
if (W, xi) 2 = 1:% +oy). ) —1/CL > = § py vi —1/C1 > 0.50 —0.1.

where the second inequality is by fy( )

Then this suggests

> 0 and the last inequality is by choosing C; > 10.

0" < exp(~§ f (WD, x;)) < 2exp(~0.5a) < 2/T*
where the last inequality is by choosing C; > 2.

* When ¢ € Sy, we can bound by Lemma D.2

m m

1 1
5 WO - Z () )y _ - } :—( _
i f ( $Xi) > m TZl(pyurz T—gi,r )—1/Ci = m & Pgiri — 1/Cy 2 0.5 — 0.1.

Here we only consider the case when % Z;n 1 ﬁ;t)r P> E Z:n 1 ”y(t) when deriving the
(®)

upper bound for % Z:”’Zl Py, r,i because otherwise, the loss cannot converge to arbitrarily small

as we show later. To see this, we suppose - "™ | ﬁfﬂ)l <Ly, 7(_T ,) at termination time.
Then for such sample, §; f(W®), x;) < L 5™ 1(p;ir)l 'y(};/ ) +1/C1 < 0.1 the loss can

be lower bounded as El(-T = log(1 + exp(— 7 f (WT) x;))) > log(1 + exp(—0.1)) > 0.6.

Hence we let ¢/ == (= 3" s D/ (S yggw) > 1. Then

r=1Fyg;,rzi

m

1
~ t
Gif(W® x;) > ~ z; —1/)p)  —1/C1 > (1-1/¢)0.5a —0.1.

Then we have
0 < exp(—i F(W®, x;)) < 2exp (= (1 - 1/¢)0.50) < 2/T*
where the last inequality is by choosing C; sufficiently large.

In both cases, (7) can be further bounded as

302dT* 2

where the first inequality is by upper bound on the loss derivatives and the last inequality is by the
condition on Condition 4.1 where n < C~1 nog Sl < nmoyg ~2d=1/3.
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(4) Finally for the upper bound on fy]( 2, we can verify that by the update of vj(t)

(t+1) _ (t) /(t) (t) /() (t) 2
1 =00~ o (A0 2 0) = 30 08l ) 2 0))
1€S8: 1 f

t n t
ke SN L 17
1€S
nllpll3 1
m t i
nm Sl texp (20 (B ) = 1/Ch)

t

Suppose t;,,- be the last time ¢ < T™ such that ’yj(? < 0.5Cyc. Then

S ) 12— e = )l 1
s 2m 1+ exp(0.5C,Cylog(T*) — 0.1)

. 2— 1, —7)||pl2

<A il T Mz 79 ep(—0.5¢., ¢ log(T))
. 2— 71, — 7 )|l 2

< Al 4 n@2 -7y —7)llplls

’ m
<C,a

where we notice p§ 7) ¥ > 0 and we let C; > 10,C, > 1. The last inequality follows from

Condition 4.1 where ) < C~'no; 2d™" < 0.5(2 — 74 — 7))~ 'm||u[|5 >, where the last inequality
is by condition on ||||3 and d. Thus the proof is now complete. O

D.3  FIRST STAGE
Next we consider first stage of the training dynamics. In this stage, before the coefficients 7( T),ﬁg 2 i
reach a constant order, we can both lower and upper bound the loss derivatives by an absolute Constant

ie,C, < |€i( | < C}. Here we suggests C,=0.49 and C; = 0.51 is sufficient to show the desired
result.

Before we proceed to prove Theorem 4.1, we provide a tighter bound on ||€;|3 and |Si(0)| compared
to Lemma C.1 and Lemma C.3 respectively.

Lemma D.5. With probability at least 1 — 6§, we can bound

o2d(1 - O(1/Vd)) < ||&|5 < 02d(1+ O(1/Vd))

Proof. By Bernstein inequality, with probability at least 1 — d/n, we have |[[& |3 — agd| =
0 (012, -y/dlog (6n/d )) Then taking the union bound gives the desired result. O

Lemma D.6. With probability at least 1 — 6§, we can bound

- 0(1/vim) < IS”| < T (1+0(1/vim))

5

Proof. Because P((w (0 v &) > 0) = 0.5, by Hoeffding inequality, with probability at least 1 — 6 /n,

©),
we can bound ||ST — §| < 1og(2272/ 9 Then taking union bound gives the desired result. O

Theorem D.1 (Restatement of Theorem 4.1). Under Condition 4.1, there exists 17 =
@(n_lnmagzd_l) such that

1. ) = 0(1) foralli € [n), r € [m] such that (w.),,x;) > 0.

py Ty =

2. 7](:?) =0O(1) forall j = £1,r € [m)].
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3. 73(7;1) > pyT17)lf0}’allj ==1,r € [m],i € [n].

4. All clean samples i € S; satisfy that §; f (W) x;) > 0.

5. All noisy samples i € Sy satisfy that ; f (W) x;) < 0.

Proof of Theorem D. 1. We first show the lower and upper bound for noise dynamics. For any ¢ € [n]
andr € Si(o), by Lemma D.4, we know that r € Si(t) for all ¢ < T7. Hence, by the update of noise
coefficients,

r]Cgagdt

Coold
%% _ 0.99.
nm

=(t —(t—=1 n t—1 _(t—1
Pyori = Py — nmfi( €13 > 7yl +0.99

where the first inequality is by Lemma D.5 where we choose d = Q(log(n/J)) sufficiently large and
the loss derivative lower bound in this stage. The second inequality is by iterating the first inequality

to t = 0 and by noticing ﬁ@ .= 0.

Yi T

For the upper bound, for i € [n],

2

_(t—1 n -1 _(t—1 Ud nogd

A= LD g < 5D o1 T < on .
nm nm nm

where we use Lemma D.5 and \Eg(t)\ <1

Next, we lower and upper bound the signal dynamics. Recall the update rule for fy( )

1 Ui 1) -
T =~ nmze’m' (Wit i) i

1 1) 1
(tr) nm(zgx(t / gtr s Yilk Zfl(t ! gtr ,ym)))HuH%

i€S ’LESf

When( (t b ) >0,

-1 n -1 -1
I GO DI Al DI A [ 11

1€SNS1 i€SrNSy
(t—1) n (]. - ’7'+)TLC[ ’7'+TL
2V, +%(f —)lln I3

C
> D 1 0.49. nllplI3Ce
m

where the first inequality uses the lower bound and upper bound on loss derivatives, i.e., Cy <

< 0.02C,

|€ t)| < 1. The second inequality follows by letting 7, < 575*.

Similarly, when (W(-tfl), w) <0,

2,7
t t—1 n t—1 t—1
A= =L (3 = Y Al
1€SNS_1 iESfﬁS,1
t—1 n (1—7_)nC; 7_n
o0 (ST g

- T nm 2

where we let 7_ < 010+26(:‘ £. Combining both cases, we can iterate the inequality, which gives
C 2c
A > 4O 77||H||2 ¢y _ 049 MElCe,
dm m
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We first show the claim that ¢; (W), x;) > 0 for i € S;. By the update of signal and noise
coefficients, we have for all any i € S;, and r € Si(o), by , we have r € Sft) and thus for all ¢t < T,

For the upper bound, we obtain from the signal dynamics that
t—1 t t—1) t t—1)
S O D A (s ERTMIE S AR( RN [
1E€ES €Sy

N nllpllz 1 —7x
Vi T F m 2
<t 1>+n||uH2

2m

g nlluIIQt
- 2m
where we use the upper bound on loss derivative in the first inequality.

Now we verify the conditions such that the claims are satisfied. First, we set a termination time for
the first stage as 77, where

= an_nglnmagzd_l

for some constant C5 > 0 to be chosen later. This suggests at the end of first stage, we have

. pf/lTlr)Z >0.99-Cy, foralli € [n]and r € 31_(0)

« oI <101 G0 forall i € [n).
« W > 0.49Con - SNR? forall j = +1,7 € [m].
« 1) < 0.5Cyn - SNR? forall j = £1,7 € [m].

Then for all i € S;, we have by Lemma D.2,

1
gif (W, xi) > — Z (349 +50 ) = 1/Cy > 0.49Csn - SNR? + 0.99C; — 1/C; > 0
where the last inequality is by choosing C sufficiently large, e.g., C7 > (0.9902)_1. This verifies
the first claim of Theorem 4.1.

Second, for all i € Sy, we have by Lemma D.2,

m

1
Gif (WO x;) < ~ ST (=AY HPY, ) +1/C1 < ~0.49Can - SNR? + 1.010,C; ! +1/Cy

Yi,Ty
r=1
<0
where the last inequality is by the choice that C; > 1000 and
n-SNR? > 2.07C; ' +0.002C; ! ®)
Under such condition, we also verify the third claim of Theorem D.1.

It remains to analyze the condition under which the loss derivative is lower bounded by Cy. In
particular, we require min;e (] <7, \E;(t)| > Cy, where

min \é( | = mln\E/(Tl | = 1
i€ t<Ty 1 + exp(max;es, 4 f (W), x;))
1
2 m (1) (1)
1+exp(mzr 1(7yb +py*r2 )+1/Cl)
1

Z —1 2
1+ exp (1.01C2Cy ' +0.5Cn - SNR? +1/C1)
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where we denote i* = arg max;cs, ¥ f (W ("), x;) and apply Lemma D.2.

Thus to ensure min;ep,) i<, \E;(t)\ > Cy, we require 1.01020[1 +0.5Cyn - SNR? + 1/C; <
log(C; ' — 1), which translates to

n-SNR? < 2log(C; ' — 1)Cy ' —2.02C, — 0.002C5 ! )
where we choose C; > 1000.

The final step is to show there exists a combination of Cs, n - SNR? and C; such that conditions (8)
and (9) are satisfied. For this, we can fix Cy = 0.4 for example and thus

5.175 +0.002C5 ' < n - SNR? < 0.34C5 ' — 5.05
Then let Cy = 1/31, we have 5.237 < n - SNR? < 5.49. Thus the proof is complete. O

D.4 SECOND STAGE

The second stage aims to show convergence of the training dynamics. By the end of the first stage,
without loss of generality, we set Cy = 2.1 and we can see

* Foralli € [n], 7’68( ) Wehave*( 1) 0> 2
» Forall j = £1,r € [m], we have 'y( ) = Q(n - SNR?), where n - SNR? = O(1).

2T

* max; ;| 857;12\ < 1/C for some sufficiently large constant C' > 0.

In the second stage, we show that in order to achieve convergence in loss to arbitrary tolerance, noise
coefficients for noisy samples would first surpass signal coefficients by a large margin. To this end, we
first show convergence in the loss function. The proof mainly follows from the analysis of Kou et al.
(2023). Nevertheless, we again highlight a critical difference is that in our case, n - SNR? = o(1).

. * 0 n i ~ .
First, we let w}, = W](Q +5log(2/€) >0, Hleé]l(yz =7)
Lemma D.7. Under Condition 4.1, we can show |W (™) — W*||p < 6(m1/2n1/2051d71/2).

Proof of Lemma D.7. From the decomposition at 7}, we can show

W — W[ < [WT = WO+ [W* = WO

< O(v/m) max ;7 |ully "+ O(v/m) max | Zpﬁ?, : f”l’
+ O(m!/?nt/? log(l/e)agld 1/2)
= O(m"*n - SNR?||p|3") + O(m*/*n!/ 20 1d=1/2)
_ O(m1/2n1/20£—1d71/2)
where the last inequality is by 7 - SNR? = ©(1). O

Lemma D.8. Under Condition 4.1, we can show that for all Ty <t < T™,

Gi(V (W), W*) > log(2/e)

Proof of Lemma D.8. By the gradient decomposition, we can write
171-<Vf( WO, x;), W)
t . * 1 t . *
=— Z (WS, i) g - W7, + EZ o' (Wi, &) Wi, 5 - W),)

z— Z (wi') €:))510g(2/e) —*ZZ (wi') €:))510g(2/€)O(d~1/?)

g, i #i
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—*ZZ Wi’ yip))5log(2/e)O(n ™ |z ") fo Wi 5i))O (00| al]2)

7,r =1

1 Z ((wi0),€0)0 (o00e Vi)
> 210g(2/¢) ~ log(2/9
= log(2/e)
where in the first inequality, we use the expression of w’ . and Lemma C.1. The second inequality is

by

1
— Z ((wj).€)510g(2/0) = —|5{"|5log(2/c) = 2log(2/c)

] YisT

where we use Lemma D.4 and Lemma D.6 that \Si(t) | > 0.4m. Further the other terms can be
bounded by arbitrarily small constant. This completes the proof. O

Theorem D.2 (Restatement of Theorem 4.2). Under Condition 4.1, for arbitrary € > 0, there exists
€ [Ty, T*), where T* = O(~Le~ 1nmcr 2d=1Y, such that
1. Training loss converges, i.e., Lg (W(t*)) <e

2. All clean samples, i.e., i € Sy, it holds that §j; f(W*) x;) > 0

3. There exists a constant 0 < 7/ < %

satisfy §; f (W) x;) > 0.

such that there are T'n noisy samples, i.e., i € S

4. The test error L% (W) > 0.5 min{ry,7_}.

Proof of Theorem D.2. (1) First, we prove that the loss converges to arbitrarily small tolerance.
Specifically, we use Lemma D.4 of Kou et al. (2023) to bound for all ¢ < 7™, we have

IVLs(W)|[% = O(max{||p||3, 02d}) Ls (W) (10)

Then we bound the difference in the distance to optimal solution as
W — W3 — [WEHD — W3
=2(VLs (W), WO — W) —?|VLs (W),

2 n
= IO G WO ) = (VAW x0), W) | = 2| VLs(WO) [}
i=1

Y

21 _
?77 ng(t) {yif(W“),xl-) - log(2/€)} —|VLs(WD)| 7

22”2[( (WO, x),3) = e/2] 1P|V Ls(W )3

> 2an<W<f>> — ne — n*O(max{||p||3, o2d}) Ls (W)
>nLs(W®) —

where the first inequality is due to Lemma D.8 and the second inequality is by convexity of
cross entropy function. The third inequality is by (10) and the last inequality is by choosing
n < C~ M max{]|p[|3, oZd} " to be sufficiently small.

Finally, we telescope the inequality from ¢ = T} to ¢t = T, which yields

< IW (M) — W|3
Lg +e< 2¢
T1 +1 Sz:;l oI -T1+1) B
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where the last inequality is due to the choice of 7% = Ty + |n~te 1 |[WT) — W* |2 | = T} +
O(nfle’lmndflagQ).

This suggests there exists an iteration t* € [Ty, T*] where Lg(W (")) < 2¢ for any € < 0. By setting
€ < 2¢, we verify the first claim.

(2) For the second claim, it is easy to see by Lemma D.2, for all 7 € S;
. 1«
7 W)« 72 : (") (™)
yzf( aXz)z m —~ (Py“m‘f"y ) 1/01>O

where the second inequality is by g, » > 0 and p(t ) > ﬁ(Tl =Q(1) fori € [n],r € SZ-(O).

Yi,ryt — FPyi,ri
(3) For the third claim, we prove by contradiction that there exists a sufficiently large gap C. > 0

such that for noisy samples 7 € Sy, there exists a constant fraction that satisfies % > (ﬁ(f )

(") o
Vg ) > C..

We prove this claim by contradiction. Suppose the claim does not hold. Then there must exist a
m

constant fraction of samples such that % ZT 1 (pff 2 i 'y(f%) ) < C.. Formally, We denote the set
of such samples as

7 { e L3, 4 ) < cg}

r=1

with |Z’| = 7'n for some constant 7/ > 0 that satisfies 7/ < T*;T* , i.e., upper bounded by the
number of noisy samples in the dataset. Then we have
1 .
S(W() ) ) i) > & i HWE) <
Zf FWEY i) i) = Zlog(lJrexp( gif (WY x;)))
i€’
1 1 & _
> L5 e 1o (23505, 7400 - 1/0)
i€Z’ r=1

> 7'log(1 + exp(—C, — 0.001)) > 7" log(2)

where we use Lemma D.2 in the second inequality. The third inequality is by the definition of Z’
and C; > 1000. Thus this raises a contradiction given that Lg(W ")) < 2¢ for any e > 0. This

suggests there exists a constant fraction of noisy samples satisfy % ZT 1 ( () yﬁf?) ) > C..

Pyirsi
This further indicates by Lemma D.2, for these samples

Gif(W) %) > C. —1/Cy > 0.

(4) For the test error, we first derive the probability P(yf (W) x) < 0) as
P(yf(W"),x) < 0)

m

=P( Y o(w!) e +0) = D o(wl) e 4+0) = Y ol(wl) ym) = > (W) yu))
r=1

r=1 —~ 2
> (%ZU —y7v€+c>) 1 Z (< yra€+c>)>%zryg;)+l/cl>
r=1 r:l pa
I/l & |
n;]P(m;U (—ty?rvgl"‘c E;U Wy(;tr)a€1+c Z,yytr)_f_l/C)

(11)
for some sufficiently large constant C’ > 0 and the second equality is by uniform distribution of £.

Next, we consider the following two cases separately, i.e., (a) When y = 1 and (b) when y = —1.
When y = 1, (11) can be further bounded as

P(yf (W), x) < 0)
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m

1 m
20-5T+]P’< Z (W' €ries,ns, +C)) ——> ol (Wi €ries;ns +C)) Z ”+1/C’)
r=1

| = =

where we use the sample size of |Sy NSy 5

Now we analyze the the magnitude of each term. Based on the decomposition, we obtain for any
i €Sy, j==landany r € [m]

(wi') & +¢) = < O Nl u+2pm||sz 152 +Zp<f [ ||22£1,a+<>

Ziry
i'=1 i'=1

=ﬁj,r.i+p<t*>+< wi &+ 0 — (D Il &+ €)

£za€l+C (t) El’7£i+c>
DLt v R DL

Then we can bound particularly fori € Sy N Sy, ie., y; = —1
(w6 +¢) 2 7)), = OloooeVd) — Oy o) — O(nd~'/?)
p(tl)T i 1/C3

where we use Lemma C.1, C.2 and the upper bound on pg r)l, vj(t ) = O( ) for the first inequality.

The second inequality is by Condition 4.1 on ||t||2 and d for some sufficiently large constant Cs.

In addition, we can similarly show

(wi',) & +¢) < p")) + Olo0oeVd) + O3 ' o) + O(nd~'/2) < 1/Cy

Then can show for any i € Sy NSy, ie., y; = —1

1 ¢ (%) 1 (%) 1~ (1)

1 3 _ 2 & > = &) 9/

m ;O—«Wfl,r m g Wl ,r C>) m gt P_1ri / 3
> LS e -y
om r=1 "

> L3t
where we choose C3, C’ such that C. — 2/C'3 > 1/C". This suggests when y = 1, we have
P(yf(WT) x) < 0) > 0.574
Similarly, we use the same argument to show when y = —1,
P(yf(WT) x) <0) >0.57_.
This completes the proof that P(yf (W) x) < 0) > 0.5 min{r_, 7, }. O

E ANALYSIS WITHOUT LABEL NOISE

For the case of no label noise, i.e., 7, 7— = 0. We still require the same assumption as in Condi-
tion 4.1. We reiterate the assumption for completeness here.

Condition E.1. We let T* = (:)(n’leflnmog 2d=1) to be the maximum number of iterations
considered. Suppose that there exists a sufficiently large constant C' such that the following hold:

1. The signal-to-noise ratio is bounded by constants 7 - SNR? = ©(1).
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2. The dimension d is sufficiently large, d > C max {n?log(nm/8)1log(T*)?, n||pll20¢ */log(n/6)}.

3. The standard deviation of the Gaussian initialization oy is chosen such that oy <
¢~ min { /o d2, |y " log(m/5)~1/2}.

4. The size of training sample n and width m adhere to m > C'log(n/d),n > C'log(m/J).

5. The signal strength satisfies || |3 > Co? log(n/9).
6. The learning rate 7 satisfies n < C~' min {0 *d=%/2n?m/log(n/d),0, *d~'n}.

With the label noise, the coefficient update equations are given by

0) —(0
70009 =0,

JyTst
77 n
) = = 6o (i ) sl
i=1

— _ n .
prd) = = o000 (wil) &) &3 (i = ).

(t+1) _ (8 @ s () e N2 (1 = — 4
A0 =0+ 00 (e, )€ (i = ).
where we highlight that for all i € [n], §; = v;.

Proposition E.1. Under Assumption 4.1 and the same definition as for the label noise case, for
0 <t <T* we have

0<7f); <a, (12)
1 2

0>pl") > -5 - 101/MW > _a, (13)

0<) <Cha (14)

In order to prove such results, we use the same induction strategy as for the label noise case. We first
notice that if (12), (13), (14) hold at iteration ¢, then bounds in Lemma D.1 and Lemma D.2 hold at
iteration ¢. We include the results here for the purpose of completeness.

Lemma E.1. Under Condition E.1, suppose (12), (13), (14) hold at iteration t,

8log(6n/d
w2 Wi ) — 210 < SRy SO0,
¢ _ log(6n2/5 )
Wi —p§fi,i|<5\/id/) u=]
)

|<Wj,7" j,rvéi

) ( no
log(6n2/6 ,
O w6 - g0 < 5Oy

forallr € [m],j = +1,4 € [n]. Further, there exists a sufficiently large constant Cy such that

[(w

1 i _(t 1 . —(t
o 2 (42 +P0) = /O Syl (W) < 557 (30 +7,00) + 1/
r=1 r=1
foralli € [n].
Proof of Lemma E.1. The proof follows directly from Lemma D.1 and Lemma D.2. O

Next we prove a stronger lemma that only holds under the condition n. - SNR? = O(1) and without
the presence of label noise. Nevertheless, we remark that the following result holds under small SNR,
i.e., n- SNR? = 0(1) and has been proved in Kou et al. (2023).

First we require an lemma that allows to bound the loss derivative ratios.
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Lemma E.2 (Kou et al. (2023)). Let g(z) = —1/(1 + exp(2)), then for all zo — ¢ > z1 > —1, for
¢ > 0, we have

(21)
(22)

Lemma E.3. Under Condition E.I, and for any givent < T, suppose (12), (13), (14) hold for all
iterations s < t. Then we can prove for some constant k > 0

exp(c)
4

Q

< < exp(c)

Q

(1) &5 @, e =2 =) < kforallik € [n).
(2) £ 16 < Cy for all i, k € [n).
(3) 8V € 87,89 C 8. foralli € [n] and j = £1,r € [m).

Proof of Lemma E.3. We prove the results by induction. It is clear at s = 0, claim (1), (3) are satisfied
trivially. Then for claim (2), we use Lemma E.2 to bound

5/(0)

e,jo)

(yef (WO xp) — 4 fF(WO), x;))

1 & 1 &
<exp (— D0 (B s+ 90) = — 3 (B + ) +2/C1)
r=1

r=1

= eXp(2/Cl)7

which shows a constant upper bound.

Next suppose at t = £, (1)-(3) hold for all s < ¢ — 1, then we show they also hold at £. For (1),
according to the update rule of the coefficients,

_ 1 &, (i e
- Z P i = Pae) = = O (B =P 1)

m
r=1
Ui F— i
= B DR Al 11 S S A A (15)
1‘685571) 7‘65,2{71)
iiﬁ@ ’Y(t) ): ii(W(t 1 7(t 1))
m Yi,T Yk,T m Yi,T Yk,T

ﬁ
I
—

5

n

m n

1 —1
z(zezf (=D, o)) = 37 D1 (D,
=1 /=1

l\')l\'))‘—l‘

u>)>

As
(16)

We first analyze A5 depending on the following four cases.

. EVhen (Wi ) > 0, (wi D ) > 0, wehave A = 30,06, 08 = 3,06, 087V =

g/(t—l) _

* When (wg}l),m < 0, (wz(,i}l),m < 0, we have 45 = > .5  lo

ZZ reS_y éigt 1) O
t—1 t—1 t—1 t—1
* When <W?(/1 r )a /1/> > 05 <Wék7’f’ )a /1’> < 0, we have A5 = Zi'651 KQE )~ Zi’esfl Eig )

« When (wii,", ) <0, (Wi p) > 0, wehave 45 = s 00 = Scs €870,
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Now we would like to bound the combination of (15) and (16).

When L 3™ (p% M) +%(,f7 2 p?(j;rlgC %SM )) < 0.5k, then (15) can be bounded as

1 (7 (D) :
mz pszl—'_’yyu pyk r.k 7?5137“)
r=1

1 — —(i-1) (i1 i n i-1 -1

r= restt—b res{t—v
HJJZQQZ (Z G (w r”,yz-/m)—fje“ VI((w rl),yym))
= i’=1 i’=1
< 0.5% — =SV g - Zf R
z’ 1
<o5;§+10177 4 a3
m

<K

where the second inequality is by E;(t) < 0 for all ¢,¢. The third inequality is by |S§£_1)\ < m,

|£;(t_1)| < 1 and Lemma D.5. The last inequality us by Condition E.1 for sufficiently small stepsize
7.

When = > (p;“”) + 7“ 2 p(gfl) 73(% - )) > 0.5k, then by Lemma E.1,

YT,k
- - 1 &
yif (WO x0) = g f(WOY %) > o S+ B Al =Bl h) - 2/a
r=1
> 0.5k —2/Cy
> 0.4k
where we choose C; > 20/x. Then by Lemma E.2
4(571) (t-1) (t-1)
K,(t*il) < exp(ykf(w 7X]€) - ylf(w ’Xi)) < exp(—0.4l<a).
k
Then we can show
STV D) g,
| Ei—l)| | ;(571)| I€:112 < 1.01 - exp(—0.4k) (17)
1S 1161 1€kl
where we use Lemma D.5 and D.6 by choosing sufficiently large d and m.
Then we obtain
I o~
— > (B i+ =B = )
r=1
1 o~ (i1 _(i-1 i—1) y(i—1 i—1) y(i—1
< =3+ = Bk = W) = s (IR s — 1Y 16 en3)
r=1
L( I /(1) 3/,(571)) 2
DS A Y ) g

€S+ €S+

1 o= (-1 i _(i-1 7 -1 i—1
S;Z@éir? Y =P = D) + s (L0Lexp(=0.4%) = D)ISE V167 1€il13
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1N (i1 _ 1 . i—1
< =3 Bl AW =B = D) + L (049 exp(—0.4x) = 0.48) 6 V|02
(Ce=1)C M l3)

0.5n
L~ (-1 1) (-1
S % Z (pyl,rz +’y3(417 ) pyk7"7k ’YZSI» 7‘))

r=1
<K
where the second inequality is by applying (17) and also Zi,e$i1~€§£_l) — > 'S E;Et b <
5 (max;epy] |€;( \ — min;epy, |4 /(E-1) \) < %(ég — 1) min;epy \é;(t_1)|) by induction. The third

inequality is by x > 1 and Lemma D.5, Lemma D.6. The fourth inequality follows from the

conditions on n - SNR? < 2(0'48_(%261’%;0'4”)) = O(1). This verifies the claim (1) for ¢ = ¢.

Now by Lemma E.2 and Lemma E.1, we can show

(f (WD, xp) — 5 f (WO, x;))

1 o, i
(mz< s 400 +216)

r=1
<exp(k+2/C4)
Hence for a given x, we can take Cy = exp(k + 2/C}). This verifies that claim (2) is satisfied.

To verify the claim (3), we can show

() (t 1) gl(t 1) ( t ) e £,
(wi &) = (wy &) an o' (w0 &) - (& &)

/=1

N~ (-
_%ZW Vea(( z(/i,r)7yl w) - (yirp, &)
i'=1
W ey gDz NS gD 1) e e
_<W’quﬂ“ 7 Z> nmgl ||£l||2 nngl' O-(<WZL:J” ’£Z’>> <£zv€z’>

- i
Ag

Az

77 /(f 1) / —1)
- Ly i’ Vit K, §i) -
— E W Y ) - (Yir s &)

As

We respectively bound the three terms as

o2d P
A5 > 09970
nm
where we use D.5. For A7, we can bound

|Az| < 2nCy [P |02 /d10g(6n2/5),

where we use Lemma C.1 and claim (2). Similarly,

|As| < nCell)" V||| pll20¢ /2 Tog(61/3)

where we use Lemma ~C.l and claim (2). By the Condition E.1 where d >
C max{C?n? log(6712/6),C'me,HgUE1 2log(6n/5)} for sufficiently large C. This ensures

Ag > |A7| + |As]|, which leads to (w (t)r,&> > < (i-1) ;) > 0 and thus Si(o) C Si(f_l) C SZ-(E).

Similarly, we can use the same argument to prove S J(T) - SJ(»; D cS j(t;) ]

35



Under review as a conference paper at ICLR 2025

Proof of Proposition E.1. We prove the results by induction. At¢ = 0, it is clear that the claims hold
trivially. Suppose there exists 7' < T such that the the claims hold for all ¢ < T - 1 We aim to
show they also hold at t = T. By Lemma E.3, we know for all ¢ < T — 1, we have €i /E;C(f) < Cg

forall i, k € [n] and Sz'(o) C Si(t)’ Sg(',or) c Sj(f2
First, we follow the same proof strategy to show 0 > Bgf;)i > —B — 10,/log(6n2/8)/d.

Next we show the upper bound for ﬁﬁ)z Let t,.; be the last time ¢ < T such that ﬁyzl < 0.5a..
Then

T —(tr Nt i n
P = By = (Wl ) 2 0)&lE - D Ll 1w, &) 2 0))&13

te(t'r',ij:)
o2d o2d 1
<050+ 1017262 1 0117¢¢ > O @
nm im te(tr iy ) 1 + exp( ZT 1(py177 i + ’qu ) o 1/01)
nod

< 0.750 + 2.02——
nm
<«
where the first inequality is by Lemma D.5, Lemma E.1 and |€2(t”)\ < 1. The second and third
inequality is by choosing n < C *1nm0_2d*1 for sufficiently large C.

(T)

Then we proceed to show upper bound for ;. ’. From the update rule, it is clear that fy( ) >

(Tr D > 0. To prove the upper bound on 'y( T), we aim to show there exists i* € [n] such that for all
t < T* that
7(t)
—&T < Cyn-SNR2
—(t) v
pyi* 1
where we take C,, = 1.1C,. We prove the claim by induction. We first lower bound ﬁ;T)” In
particular, we can lower bound for any i* € [n], r € Si(o) that
(T _(T-1 N (T—1 _(T-1 no T—1
,03(17 ),7‘1 - P;i*,r,z* - 765“ )”51* ||g 2 p;,x 7‘)1* +0. 49 5 Ml( )|
nm
where we use Lemma D.5 and Lemma E.1. Then for fy( ) , we have
~ n ~ _ ~ H(T—1)
(T _(T-1 1 WT=1) 1/, (T-1) o (@-1) , nlelBCles
A0 =T = LS T o (w5 o)l < Y 4 T
where we use the second claim of Lemma E.3.
Then at iteration ¢ = 1, we can show
(1) 24
Tir n||pllzCe ~ 2 2
< < . = .
e < 049024 = 1.1Cyn - SNR Cyn - SNR”.
pyl* 8% 3
Now suppose for all t < T — 1, we have v, T/py i SOy SNR?, then we
Then we can bound
(T) (T-1) 2~
Vi Vg n||pll3Ce 2
< 2 < Cyn-SNR".
—(T) e S5(T-1) 7 0.4902d [ ~ 7

Yix 71" Yy, T0*

This shows 7” <Cyn- SNRzp?(JT* Tll < C,a. O
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E.1 FIRST STAGE

In the first stage, we can lower bound the loss derivatives by a constant Cy (by Lemma D.3) and we

show both pz(/?,r,i’ (S STFO) and A/(.t) can grow to a constant order.

7,7
Theorem E.1. Under Condition E.1, there exists T1 = 9(n_1nmag2d_1) such that

. pZ(thr)i =0O(1) foralli € [n]andr € SZ-(O)
y ’Yj(q;l) = O(n-SNR?) = O(1) forall j = £1,r € [m).
o 5 f(WT) %) >0, forall i € [n].

Proof. By the update rule of the coefficients, for r € Si(o),

_(t—1 n t—1 _(t—1 nCeo 2d T)CZUQd
A0 = = L g2 2 50 0,990 > .99,
nm nm nm
where we use the lower bound on loss derivatives and Lemma D.5.
Then with

T = 2.177_1nmC[1052d_1

—(t)

we can show p, . ;

> 2. Further we can obtain the upper bound as for all i € [n],r € [m],j = £1
d ozd
A= - L e < 5D 101 T < o
nm nm nm
where we use the upper bound on loss derivatives and Lemma D.5. Under the definition of 7}, for all
1,7, J, we upper bound p( ) < 3C_

7,70
Next for lower and upper bound for 'yj(-fg, we first recall the update as for any j = +1,r € [m],

NN e !
W) =0 = LS D (o) el
i=1

When (w; (t D,u) >0,

C C
) _ (t 1)+ n Zw/(t 1)|||H||2>,Y(t 1)+77 2”“”2 > n ZH“”Qt

Vjr
o 5T 2m 2m
1681

(t=1)

where we use the lower bound on |£;(t71) |. Similarly, when (w

(t) 5 nClul}

, i) < 0, we can obtain the same

lower bound as v,

Then at t = T3, we can bound for all j = £1,r € [m] as

2
NOX Lﬂ;llz —n-SNR? = Q(1)
ozd

Jr =
3
The upper bound follows from
2 2
@ o @ nlelz _ nllels
t
Vir S Ve T 2m  —  2m

where we apply the upper bound on \fy](-;_l)| < 1. This verifies that at ¢t = 711,
) <1107 'n - SNR? = O(1),

which shows at ¢ = 71, both pfl lr)z, 75?) o(1).

For all samples, by Lemma E.1,
1 o~ (1) (1)
yf(w(l Xl ZEE_:[: pl/“lrz 1)_1/0120’

where we let C to be sufficiently large. [



Under review as a conference paper at ICLR 2025

E.2 SECOND STAGE

In the second stage, we show the loss converges and under constant signal-to-noise ratio, we can show
the test error can be arbitrarily small at convergence, while for all Ty < t < T*, y; f(W® x;) > 0,
forall i € [n].

Theorem E.2. Under Condition E.1, there exists a time t* € [T1,T*] where T* =
O~ 16_1nm0 2d=1Y such that

o Training loss converges, i.e., Ls(W®*)) < e,
s For all samples, i.e., i € [n), it satisfies y; f (W) x;) > 0.

* 4
s Test error is small, i.e., L9 (W) < exp (% - %)
Proof of Theorem E.2. The proof of convergence is exactly the same as for the case with label noise,

and thus we omit it here. The second claim is also easy to verify given that both fy( )

7,r? p Yi Tyt are
monotonically increasing. By Lemma E.1, we can obtain the desired result.

Now we prove the third claim regarding the test error. To this end, we first show forall 77 <t < T

"y](tr)/zz 1 ﬁgt” = O(SNR?) for all j = +1,7 € [m]. We prove such a claim by induction. It is
clear at t = 77, we have 27 1 pj7r3 = O(n) and ’y( ™) = = O(n - SNR?) for all j = £1,7 € [m].

Thus, we can verlfy the 7] ” / Dy pgTrlZ = @(SNR2) Now suppose for a given T’ € [Ty, T*] such
that fyj /El 1 pj ”- = O(SNR?) holds forall T} < t < T — 1. Then according tor the update,

Sl X Al= Tl -k T e

Y =] Ly =J iesT-D
o
n - 2d -
_(T-1) Nog¢ . N(T=1)
> Py ¥ 0-12=" = min 16"
i=1

where the second inequality is by S;?T) - Sf;_l)

upper bound

and Lemma C.3, Lemma D.5. Similarly, we can

(T—-1) Nog¢ 2d H(T—1)
1017 L
ZPJTZ—ZpJTZ + m | |

ze[n]
where we Lemma D.5.
On the other hand, we can lower and upper bound

T 1
([ E:

T T—1 n
D 2o 4 2

min |€
i€S

(T) o (F-1)

T 1
v < in maxw el

This suggests

(T) (T-1) 1(T—1) (T-1) 2
N r m1n1 ‘€ . r SNR
7]7 (T) Z min Js (T 1) E | (T|||1) || Z min r}/j (T 1)
Zz lﬁj,rz Zz 1p_] % 2.02 maxie[n] |£z |U§d ZL 1p],7‘7, 2. 020@
= Q(SNR?)

where we use max;eiy, |€/Z-(T71)\ < Cy min; ey, |€/.(T71)| by second claim of Lemma E.3. Similarly,

(1) (T-1) X 2
j,r r C)SNR
- @ = e 5 T o1 (= OBNEY).
Zi:l 7j,'r‘,i Zz 1 7_],7 i '
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This verifies forall T; <t < T,

)/pr = O(SNR?). (18)

Finally, we prove the test error can be upper bounded. We first write for a test sample (X, y) ~ Diest,

m

yf<w<t*>,x>=%2(o<< (0, ym)) + oW, €+ €))
r=1
= 2 )+ o () 4. €))

For (Wé’i;), yp), we can bound

“~ (&, ym) (&, yp)
(wit) yp) =)+ (wi), yp) Z . y”+z ptt)

1€:113 NEl3 Lo
> A1) = /2log(12m/6)o0|pll2 — ([|ll2/210g(6n/6)0 O(SNR %)y,
> 0.997(",)

where we use Lemma C.1 and Lemma C.2 and (18) in the second inequality. The last inequality
follows from Condition E.1. With an similar argument, we can show

(w) gy < —0.999")

—y,r

Further, we let g(¢) = >, o({w (fy),,7 ¢ + &)) and by (Vershynin, 2018, Theorem 5.2.2), we have
for any a > 0,

P(9(¢) —Eg(¢) > a) < exp(—ca’o; *|lgll2)

where expectation is taken with respect to ¢ ~ A(0, O'gI) and ¢ > 0 is a constant. To compute the
Lipschitz constant, we compute

3

19(¢) —9(¢)| =

o((w!) ¢+ €)=Y a(w!,) ¢ + £>>‘
r=1

%
I
A

Ms

(W), ¢+ €)= (W) ¢+ ©))]

ﬁ
Il
—

<

t t
(W) ¢—¢) \<Z||w£y?r||2|\H'||2

Ms

1

-
where the first inequality is by triangle inequality and the second is by the property of ReL.U function.
This suggests |91 < 372 ||w<fy?r||2.

In addition, because conditioned on &, (w' 5 ) C+E) ~ N((w (fy)r, ), ||w7y T||205)

Ms

Eg(¢) = > Eo((w",), ¢ +€)

. (w) &) w120 (w) €2
(W) e)(1—@(—— 220 ) ¢ I (v )
( el “) ||2U£> V2r 2|w'"), 1307

r=1

I
NE

Wy

(t)
p(t ) + ||W—y,r||205
AP T

where the expectation is taken with respect to ¢ and the last equality is due to Beauchamp
(2018) on expectation of truncated Gaussian. The first inequality is by taking & = &;+ where

Il
-

T

M3

T

¥ = arg maXie(n|,r ﬁ(fy?ry , and use Condition E.1 to remove the leading constant.
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Further, we require to bound ||w by first bounding

yrH2

2 n
_ (t*)? -2 t*) (%) <€7,7£2 >
= ijmi 1€ill2° +2 Z Pj riPsj, Mlm
i=1 % i {2

1<i<i’<n

-2
" &

N (#)? log(6n?/9) () ) |
< 101072y i) 4+ 408 V2R T ey > e el
=1 1<i<i’<n

]7‘1

Jsmyi 02d3/2
£d/

:1010_6—2d—1zp(t) +408V10g(6n /(S (Z er Zp(t)
i=1

i=1

me Blo?d )3 plio)y?
=1

< O(og*d'n” Zpifri

where the first inequality is by Lemma D.5 and Lemma C.1 and the last inequality is by the coefficient
orders at t*. Thus, we can bound

n

w2l < 1w 2o + 78 el + O(o 1d-1/2n-1/2>2*§”

O(ouV/d) + OENR? [l + g 0112 S 70

i=1
@( _1d 1/2 —1/2 ijrl’

where the first equality uses Lemma C.2 and (18). The second equality follows from >, ﬁgfr )l =

Q(n). The last inequality is by Condition E.1 where SNR?||u||5 ! /(o 'd="/?n=1/?) = \/n-SNR =
O(1) and 0oVd/(o _1d Y=tz P;trl) = O(0goedn™'%) = O(1) by condition on 7 in
Condition E. 1.

This gives

iy oyl ) O, i) = O(n-SNR?)
Eg(¢) T O(d1/2n-1/2) Y ,(t* n Z 7(t*

% —’L/Tz =1P —y,r*e*

Suppose n - SNR? > C. for C; > 0 sufficiently large. Then we have >/ | o((w&:), yp)) —
Eg(¢) > 0.

‘We bound the test error as

P(yf (W) x) < 0)

<P<Z (W) e+¢) > ZU(<W§f?,yu>)>

dop (gﬁ,(o ~Egi(¢) > Y o((wl), yu)) — Egi(C)>
liexp (C(Elnla((wé,v’,yu» Zflﬁ(f;kz—ag/(zw)zr Iw) 2)2)
" 200, Iw]2)2

I¢

IN
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IN

S

I 117

w

!
A/
Ef\n

m t* m t
- (zr:m«w;,r),ym) -y 1p<_y?m)2>
° m t*
ae T [wii |l

¢ SO0 ) = e A 2
- 7ZeXp o C( —1/2,,-1/2 —(t ))
®(d n )ZT IZz 1pj7rz

1 m -1GNR~ (t") 2 m (t) 2
LS exp (2 +( S O(nSNR2, ,)@)) _0.250( Z,:l@(zly, ) 7(t*>
i g @(d—l/Qn—1/2) Z =1 Zz 1P R @(d—l/Qn—l/Q) Z =1 Z’L 1P 7,7y

_ d _ nllpl3

- (n C’Dagd

where we denote g;(¢) = 37, o((w' ¢ ) ¢+ &)). The third and fourth inequalities are by
(s —t)2 > s2/2 — 12, O

IN

F EARLY STOPPING

Proof of Proposition 4.1. The proof follows the same idea as for Theorem E. 2 with the difference

T (T (T
that both 3, 947 = ©(m) and 3, (. Do)y = ©(m) and Y, o 1r > Y, e P
forall j = £1 and i € [n] (from the results of Theorem D.1). Then we can bound the test error
directly as

(T1)

o({wy’, m o o(T1)
P(yf (W) x ZeXp (_05 (Zr yo({wyr ' yp)) — 32,0, P y”) )

e S w2

< exp(—

nC, )

where the second inequality follows from >, (. 'y] , ) > > orelm] ﬁg}?«) ; = O(m) and HVV(T1 Iz <

O(o _1d 1/2p1/2) where 1, ﬁﬁlz < O(n). The last inequality is by choosing a sufficiently large
constant Ce > 0. O

G ADDITIONAL EXPERIMENTS
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Figure 3: Visualization of model predictions (via SHAP) for noisy samples across multiple epochs.
Red regions indicate positive contributions to model predictions, while blue regions denote negative
contributions, with darker regions signifying greater contributions. It is evident that in the first stage
(reflected by Epoch 1 and 41), model learns the generalizable features, such as the wings of “airplane”
class and contours of “automobile” class. However, in the second stage (reflected by Epoch 81 and
121), the model overfits to partial features where the pattern of prediction is no longer visible.
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Figure 4: Experiments on synthetic data with varying problem settings, including varying signal
strength 1 and label noise ratio 7. We shade the area before noise learning overtakes signal learning
of noisy samples in blue. This corresponds to the Stage I in our analysis, where early stopping is
beneficial. We shade the area where signal learning exceeds noise learning for noisy samples in
orange, which corresponds to Stage I in our analysis.
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Figure 5: Experiments on CIFAR-10 dataset with varying label noise ratio 7. Across different label
noise ratios, we observe a similar pattern that there exist an initial decrease in the training accuracy
on noisy samples before an increase to perfect classification. This validates our theoretical findings in
real-world settings under various label noise ratios.
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