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Abstract

We propose a memory-modular learner for zero-shot im-
age classification that separates knowledge memorization
from reasoning. Our model enables generalization to novel
visual concepts by simply replacing the memory contents,
without the need for model retraining. Unlike traditional
models that encode both world knowledge and task-specific
skills into their weights during training, our model stores
knowledge in the external memory of web-crawled image
and text data. At inference time, the model dynamically se-
lects relevant content from the memory based on the input
image, allowing it to adapt to arbitrary visual concepts by
simply replacing the memory contents. The key differentia-
tor is that our learner meta-learns to perform classification
tasks with web-crawled data for classifying novel visual
concepts. Experimental results demonstrate the promising
performance and versatility of our approach in handling di-
verse classification tasks, including zero-shot/few-shot clas-
sification of unseen classes, fine-grained classification, and
class-incremental classification.

1. Introduction

Large-scale neural models [1, 2, 13, 25, 31] are trained on
massive datasets using immense computational resources.
They result in a vast number of model parameters that en-
capsulate both world knowledge and task-specific skills.
This complexity poses two challenges; First, it is difficult to
determine which knowledge in the training data or learned
skills contributes to the model output for a specific task.
Second, models cannot directly reflect changes in the ever-
growing real world, such as updates to data sources relevant
to the target task, without undergoing additional training.
To flexibly adapt to the external world knowledge, recent
zero-shot image recognition models [5, 9] enhances image
representations with their relevant data retrieved from an
external knowledge source. Such method is often called
retrieval-augmented learning. This approach allows mod-
els to leverage external knowledge sources and efficiently
allocate model parameters to focus on reasoning tasks.
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Figure 1. Memory-modular learner (MML) for web-assisted
zero-shot classification. MML classifies novel classes by loading
the relevant contents crawled from internet into the memory.

Inspired by this, we introduce a learning architecture,
the memory-modular learner (MML), for image classifica-
tion. MML leverages an external memory to perform input-
adaptive reasoning during the classification process. A key
advantage of MML is its ability to generalize with mem-
ory replacement, i.e., memory-modular generalization. By
simply plugging in new-class content into memory, MML
can adapt to novel classification tasks without requiring any
architectural modifications (Fig. 2). The external memory
used by MML is populated by web-crawled images and text
obtained by keyword search of the target class names. This
approach facilitates the incorporation of up-to-date world
knowledge into the memory, ensuring that MML remains
applicable as external knowledge evolves.

Experimental results in various scenarios, includ-
ing zero-shot/few-shot classification of previously unseen
classes, fine-grained classification, and class-incremental
classification, demonstrate the promising performance of
MML. Our contributions can be summarized as follows.

* We introduce a memory-modular learner (MML) for im-
age classification, that performs adaptive reasoning using
external memory.

* We investigate the generalizability in adapting to new vi-
sual concepts by replacing the memory with related con-
tent, without tuning the model weights.

* We show that MML achieves promising gains in various
scenarios such as zero-shot, few-shot, fine-grained, and
class-incremental classification by leveraging target-class
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(a) training with external image & text memory

(b) testing with new image & text memory

(c) testing with incremental image & text memory

Figure 2. Training and evaluation stages of MML. MML constructs image/text memory with text keyword search on the internet given
target classes. The memory provides relevant image/text features which are integrated via a trainable knowledge integration module (a).
On evaluation, the memory can be replaced or detached from the model such that MML joins the new knowledge as memory, while the
rest of the model remains unchanged. Once trained, MML handles zero-shot classification on unseen classes with memory replacement (b)
and incremental classes with memory expansion (c) using the new knowledge collected from web to solve zero-shot classification.

knowledge collected from web.

2. Memory-modular learner

We address the problem of classifying an image into tar-
get classes that are represented by a class name in text, i.e.,
zero-shot classification, or additional few support images,
i.e., few-shot classification. To this end, we introduce a
memory-modular learner that performs adaptive reasoning
using an external memory that is updatable and replaceable.

The memory-modular learner starts by loading the
knowledge memory and generating class prototypes for tar-
get classes (Sec. 2.1). These front-loaded memory items
and prototypes are all stored as frozen features from a pre-
trained image-text encoder. They are replaceable when-
ever the target classes change or the external knowledge
sources are updated. Given an input image, the memory-
modular learner accesses the knowledge memory, retrieves
k-nearest-neighbor (kNN) items, and predicts the corre-
sponding class via cosine-similarity with class prototypes
(Sec. 2.2). Since class prototypes are generated immedi-
ately from the memory items, the prototype-based classifier
can adapt to new target classes of updated memory contents
without additional training.

2.1. Memory and class prototype construction

Given target class names or descriptions, we construct the
knowledge memory based on available image and text data
and generate class prototypes using the memory. As the
world knowledge is updated, these memory items can be
added or deleted, and even completely replaced, without up-
dating the model weights.

Knowledge memory. The image memory is constructed
using images obtained from keyword searches on the in-
ternet. For each target class ¢, images are collected us-

ing the class name as the search keyword on a search en-
gine, e.g., Google or Flickr [7, 12]. We follow a similar
strategy for text memory. In this work, textual information
relevant to each target class name is retrieved by querying
Wikipedia [8, 17, 24]. After collecting the relevant im-
ages and texts for each target class ¢, we extract their d-
dimensional features with the image-text encoder, and then
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Class prototypes. For zero-shot classification, we con-
struct class prototypes [23] based on cross-modal consen-
sus between image and text memory items. For each target
class ¢, we first compute the cross-modal cosine similarity
cos(+, -) from each image to all text items of the same class
and then select the top-M images with the highest similarity
to the texts, i.e., images with high cross-modal consensus.
The image prototype for class c is then set to be the average
of the M features:
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where argmax2Z (+) denotes the top-M operator that re-
turns the best M items from the set S maximizing the
operand function. Likewise, the text prototype is obtained
using the average text-to-image similarity.

Memory update for adapting to unseen classes. The
knowledge memory contents and class prototypes are mod-
ular and replaceable. When target classes are updated, e.g.,
classification of unseen classes or incremental classes, new
memory contents are collected to pertain to the new classes.
Subsequently, the prototypes for the classes are updated ac-
cordingly using Eq. 1.



Table 1. Zero-shot cross-dataset transfer. MML is trained with 1 or 4 samples from ImageNet1K Table 2. Few-shot classification on

classes and tested on 10 fine-grained datasets with zero shot.

ImageNet-S

method ImgNetl1K

Caltech101 Pets Cars Flowers Food Aircraft SUN DTD EuroSAT UCF e

method 4-shot 16-shot

objects pets cars flowers food airplanes scenes textures land actions linear-prob CLIP [20]] 72.1 80.6
zero-shot CLIP [20] 66.7 759 636629 547 745 182 553 333 43.0 587 552 ProtoNet [23] 764 765
kNN classifier [18] 55.7 876 727686 752 756 296 562 332 373 632 59.5 RAC [16] 66.8 78.1
MML (ImageNet1K-1)  48.3 926 864681 762 81.8 262 600 416 456 642 62.8 kNN classifier [18] 772 712
MML (ImageNet1K-4)  69.0 935 867689 775 842 263 647 428 482  66.5 66.2 MML 828 835

2.2. Reasoning with memory access

Given an input image for classification, we incorporate
memory knowledge into reasoning. Items relevant to the
input are retrieved from image/text memory and integrated
with the input feature through cross-attention.

Retrieval. For an input image feature f extracted from the
image encoder, its k-nearest-neighbor (KNN) image items
are retrieved based on cosine similarity with all image mem-
ory items of all target classes. The text kNN are retrieved
by querying the image feature to the text memory.

Attentive knowledge integration. The knowledge of the
retrieved memory items N'™M¢ = [v,]K_ is aggregated by
cross-attention [10, 26] and then integrated with the input
embedding f. The cross-attention learns to integrate the

nearest neighbor (NN) features into the input feature:

Q(f) - [K(vi)li,
Vd

where Q, K,V are projection layers with non-linearity, o
softmax over k items, and [-] concatenation. Similarly, the
same step with the text NN features is performed in parallel.
This process can be viewed as a learnable soft NN integra-
tion in contrast to the hard majority voting with NN [18].

TR )V @

Classification inference. The resulting embedding is
matched against the multi-modal prototypes for all C' target
classes with cosine similarity cos(-, -) to produce classifica-
tion score. The c-th class logit z, is obtained with:

2. = cos(p', £*) + cos(p™e, £me). 3)
Final class prediction is conducted simply by taking the
class with the highest score.

2.3. Training

MML is trained with cross-entropy loss with one-hot
ground-truth class label y and class probability. Note that
we freeze the pre-trained image-text encoder and train the
remaining parameters only, i.e., those of attention layers on
the image and text branches. The number of training param-
eters and the frozen CLIP is 6.3M and 151M, respectively.

3. Experiments

3.1. Experimental setup

Training details. For the image/text feature extractor, we
use the pre-trained CLIP [20]. Unless specified, CLIP-B/32
is used. For training, we use a batch size of 256 on a single
2080 Ti or an RTX 3090 GPU for all training and testing.
We retrieve 32 NNs from both the image and text memory.

Memory and data. To construct the external image mem-
ory for ImageNet derivatives, we employ a readily available
web-crawled image dataset, WebVision ver. 2 [14]. Web-
Vision is collected from Google and Flickr by the keyword
search of the 1000 class names of ImageNet1K [22]. We
use the image subset crawled from Google unless other-
wise specified. To construct image memory for the other 10
datasets used in Table 1, as no public web-crawled datasets
for the corresponding classes are available, we crawl a max-
imum of 100 images per class from Google with an auto
crawler. For text memory, we query Wikipedia for each
class name and retrieve the corresponding article text by
web crawling. In such a way, the modest length of mem-
ory is obtained, e.g., 0.7M images and 0.2M texts for the
1K classes of ImageNet1K, of which kNN search is feasi-
ble with the PyTorch [19] built-in topK module.

3.2. Web-assisted zero-shot classification

First of all, we evaluate our method on zero-shot classifi-
cation setup, where no labeled images are provided for the
target classes. The only information given for the task is a
phrased class label for each class, e.g., “van cat”, which is
used as the search keyword for web crawling.

Baselines: The kNN classifier [18] retrieves kNN of the
input from memory' and immediately predict the class by
majority voting. Zero-shot CLIP extracts text embeddings
of the text class names in the predefined templates, e.g.,
a photo of a van cat, and matches them against the input
image embedding. Three state-of-the-art zero-shot mod-
els [3, 29, 30] are also compared, which are trained with
the total 8885 annotated images and text attributes of CUB.

Results: Table | compares zero-shot baselines and MML
on cross-dataset transfer. MML is trained with a few Im-

'The original work [18] leverages annotated datasets such as Ima-
geNetlK as image memory, which is expensive to be used as memory.
‘We thus replace it with the noisy web-crawled memory for reproduction.
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Figure 3. Class-incremental classification. Figure 4. Result with training label noise.

ageNet samples but exhibits great performance on other
datasets with extreme domain shifts, e.g., from classifying
general objects [22] to land [6], by simply replacing memory
with the web-crawled memory. In particular, compared with
the kNN classifier, which is uni-modal and non-learnable,
our method meta-learns to integrate the multi-modal £KNNs
and effectively transfers to unseen visual concepts.

3.3. Few-shot/class-incremental classification

We present the analyses of the model components. All ex-
periments are based on CLIP ViT-B unless specified.

Few-shot classification. Few-shot classification [4, 27]
represents target classes with few-shot image samples dur-
ing testing. Table 2 compares MML and the aforementioned
baselines on few-shot classification. While our MML out-
performs the other methods, we observe that the perfor-
mance gap between MML and the linear prob CLIP is big-
ger with fewer shots. This result implies that the knowledge
retrieval from external memory is especially effective when
limited supervised data are available as the external mem-
ory access can compensate for the lack of supervised data.

Class-incremental classification. A class-incremental
learning model is assumed to receive a set of new class data
sequentially and is asked to classify a test image into the
accumulated classes. As the model is not assumed to access
to the previously seen data, the key challenge is not to for-
get the old classes. As seen in Fig. 3, MML outperforms or
performs on par with the class-incremental learning special-
ists, without using specific techniques for the task such as
distillation of old class knowledge in model weights [21] or
storing the heavy model weights to the model memory [28].

3.4. Ablation study

Ablation study on model components. Table 3 presents
the ablation study of the main model components of MML.
The first model (a) is a zero-shot prototype classifier. When
the kNN retrieval is added without the learnable kNN in-
tegration, the model (b) corresponds to the kNN classi-
fier [18]. The model (c) examines the learnable integra-
tion of the cross-attention module without ANN retrieval,
thus transforming the input feature with the learnable self-
attention. The worst result of (c) implies that the additional
cross-attention is even harmful without the proper source

of kNN knowledge integration. The last row with the two
components (MML) achieves the highest performance.

Training label noise robustness. We showcase that the
reasoning procedure via memory retrieval is robust against
the training data label noise. To simulate the label noise,
we randomly permute from 10% to 40% of the class labels
of training queries with a wrong class and train the archi-
tecture with the corrupted labels. This comparison vali-
dates that reasoning from the relevant external knowledge
is more effective than reasoning from the memorized pa-
rameters. Figure 4 presents the comparison of the baselines
and ours on ImageNet1K with the increasing portion of in-
correct class labels. The memory-based models, RAC and
MML, show robustness and powerful performance against
training data noise. As MML predicts classes assisted by re-
trieving input-adaptive kNN from the frozen memory, par-
ticularly being more robust as the more incorrect label noise
is injected in training. We hypothesize that retrieval-based
reasoning encourages robust learning against the training la-
bel noise as the kNN provide interactive reasoning with the
neighborhood embeddings.

4. Conclusion

We have presented the memory-modular learner and
demonstrated its generalization ability for comprehending
novel visual concepts. The experiments show that MML
generalizes to unseen classes with memory replacement and
exhibits robustness to noisy data. We frame the retrieval-
based zero-shot classification as web-assisted zero-shot
classification, which is believed to be promising with the
advancements of web-trained foundation models. MML
can benefit various areas beyond classification such as dense
prediction tasks requiring visual concept discovery [11, 15],
leaving them for future work.
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