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Abstract

Individuals experiencing mental health chal-001
lenges often share their thoughts and emotions002
on social media rather than seeking profes-003
sional support, making it crucial to accurately004
distinguish genuine suicidal ideation from men-005
tions of suicide in humor or figurative language.006
However, automated suicide detection faces007
challenges such as data scarcity, ambiguity in008
suicidal expressions, and inconsistencies be-009
tween human and model predictions. To ad-010
dress these issues, we (i) expand an existing011
dataset via expert annotation, enhancing data di-012
versity and representation, and (ii) benchmark013
the performance of 8 state-of-the-art language014
models (LMs), including both general-purpose015
and domain-specific models, and (iii) conduct a016
category-wise performance analysis to evaluate017
their effectiveness in detecting suicide-related018
content. Our findings demonstrate that domain-019
specific models, particularly MentalRoBERTa020
and MentalBERT, outperform general-purpose021
models, especially as dataset size increases. To022
gain further insight into LM behaviour we per-023
form interpretability and explainability anal-024
yses, examining token importance scores to025
identify misclassification patterns. Results in-026
dicate that models over-rely on emotionally027
charged keywords, often misclassifying humor,028
figurative language, and personal distress ex-029
pressions. Additionally, we conduct N-gram030
analysis across content categories, revealing031
significant linguistic overlap, which pose chal-032
lenges for precise classification.033

1 Introduction034

Suicide remains a major public health crisis in the035

United States, consistently ranking among the lead-036

ing causes of death. According to the Centers for037

Disease Control and Prevention1, more than 48,000038

people died by suicide in 2021 alone, with rates039

steadily increasing over the past two decades. This040

1
https://www.cdc.gov/nchs/pressroom/nchs_press_releases/2022/20220930.htm

alarming trend highlights the urgent need for effec- 041

tive suicide prevention strategies, especially in dig- 042

ital spaces where individuals are increasingly vocal 043

about their mental health struggles. Social media 044

platforms, in particular, have become a critical av- 045

enue for detecting early warning signs of suicide, 046

as individuals often share their thoughts and emo- 047

tions online before seeking professional help. Nat- 048

ural Language Processing (NLP) has emerged as 049

a powerful tool for identifying suicidal ideation in 050

social media posts, offering scalable and automated 051

methods to support mental health interventions. By 052

analyzing textual cues, sentiment patterns, and con- 053

textual information, NLP models can help detect 054

at-risk individuals and enable timely interventions. 055

In recent years, Language Models (LMs) (Koro- 056

teev, 2021) and Large Language Models (LLMs) 057

(Naveed et al., 2023) have demonstrated remark- 058

able capabilities in understanding and generating 059

human language. Trained on vast amounts of tex- 060

tual data, these models show promise in detecting 061

nuanced language patterns, including those indica- 062

tive of suicidal ideation. However, applying LMs 063

and LLMs to suicide detection requires careful fine- 064

tuning and domain-specific adaptation to differenti- 065

ate genuine distress from other contextual uses of 066

suicide-related language, such as humor, awareness 067

discussions, or figurative expressions. 068

For effective training and fine-tuning, high- 069

quality, diverse, and well-annotated datasets are 070

essential. However, data scarcity remains a sig- 071

nificant bottleneck in suicide detection research. 072

Existing datasets are often limited in size, biased 073

toward specific suicide-related contexts, or lack 074

sufficient representation of the various ways in- 075

dividuals discuss suicide. Many datasets focus 076

solely on binary classification—suicidal vs. non- 077

suicidal—overlooking the complexity of suicide- 078

related discourse. This lack of comprehensive, mul- 079

ticategorical datasets hinders model performance, 080

leading to increased false positives and false nega- 081
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tives.082

To address these challenges, our contributions083

can be summarized as follows:084

• Dataset Expansion: We extend the exist-085

ing dataset by incorporating additional tweets086

across multiple suicide-related categories,087

thereby enhancing its diversity and represen-088

tativeness.089

• Benchmarking: We benchmark eight state-090

of-the-art language models (LMs) on both the091

old and new versions of the dataset to evaluate092

their effectiveness in suicide content detec-093

tion.094

• Interpretability: We perform N-gram extrac-095

tion for each category to identify key linguis-096

tic patterns, providing insights into recurring097

expressions and terminologies indicative of098

different categories of suicidal content.099

• Explainability: We emphasize model ex-100

plainability, utilizing techniques such as at-101

tention visualization and feature attribution102

to understand how the models arrive at their103

predictions.104

In summary, our study aims to advance NLP-105

based suicide detection by enhancing dataset qual-106

ity, refining model evaluation, and promoting a107

more transparent and interpretable approach to sui-108

cide content detection.109

2 Related Works110

NLP for Suicide Detection: The identification of111

suicide-related language and emotional expressions112

has seen significant advancements, particularly in113

detecting suicidal intent, ideation, and risk using114

deep learning and machine learning techniques.115

Over the years, researchers have explored various116

approaches to improve model accuracy. Histori-117

cally, feature engineering has played a key role118

in these methods, with textual features extracted119

through dictionary-based techniques serving as es-120

sential inputs for training machine learning models.121

To address these challenges, researchers have122

integrated human annotation to refine labeling123

granularity, such as assessing risk levels (O’dea124

et al., 2015), differentiating between concerning125

language and casual mentions of suicide (Burnap126

et al., 2017), analyzing both content and emotional127

tone in suicide-related posts (Schoene et al., 2022),128

and incorporating insights from clinical settings 129

(Pestian et al., 2010). Various approaches have 130

been introduced for detecting suicidal intent and 131

ideation, including feature-based models that lever- 132

age lexical attributes (Coppersmith et al., 2015), as 133

well as psychological and affective markers (Bur- 134

nap et al., 2017). 135

Research at the intersection of sentiment anal- 136

ysis and suicide detection has focused on enhanc- 137

ing neural networks with emotional context to im- 138

prove ideation recognition (Sawhney et al., 2021), 139

integrating psychological and affective character- 140

istics (Burnap et al., 2017), and distinguishing sui- 141

cide notes from other textual content (Schoene and 142

Dethlefs, 2016). Additionally, (Ghosh et al., 2022) 143

proposed a multitask learning framework incorpo- 144

rating a knowledge module, achieving the highest 145

cross-validation score. Furthermore, (Ren et al., 146

2015) analyzed emotional patterns in blogs, identi- 147

fying traits predictive of suicidal behavior. 148

LMs for Suicide Detection and Ideation: Sev- 149

eral studies have explored the application of lan- 150

guage models (LMs) for detecting suicidal ideation. 151

TransformerRNN (Zhang et al., 2021) was specif- 152

ically trained to identify suicide notes extracted 153

from Reddit. Additionally, models such as BERT, 154

ALBERT, RoBERTa, and XLNet have outper- 155

formed traditional approaches like Bi-LSTM in 156

detecting suicidal ideation from tweets and other 157

social media posts (Haque et al., 2020; Kodati and 158

Tene, 2023). A comprehensive evaluation across 25 159

Public Health Surveillance (PHS) datasets found 160

that PHS-BERT exhibited strong performance, par- 161

ticularly in terms of robustness and generalization 162

(Naseem et al., 2022). However, despite advance- 163

ments in this area, there has been limited research 164

on the consistency and reliability of LMs when ap- 165

plied to suicide-related text (Schoene et al., 2024). 166

A comparative analysis of BERT-based LMs and 167

LLMs was conducted in (Oliveira et al., 2024). 168

Datasets for Suicide Identification. Old 169

TWISCO (Schoene et al., 2022). Guidelines for 170

how to create a suicide dataset (Parsapoor et al., 171

2023). Suicide risk level prediction and suicide 172

trigger detection: a benchmark dataset (Li et al., 173

2022). Suicide attempt and ideation events dataset 174

(Rawat et al., 2022) 175

Explainability in Suicide Detection: The clas- 176

sification of suicidal thoughts in binary settings 177

has been investigated in (Islam et al., 2023). Sim- 178
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ilarly, (Bouktif et al., 2025) utilized tweets from179

the COVID-19 period to identify suicidal thoughts180

using a deep learning neural network, coupled with181

explainable AI (XAI) techniques to analyze feature182

attributions. However, both studies are limited to183

binary classification tasks and primarily focus on184

deep neural networks.185

3 Dataset Expansion and Downsampling186

TWISCO was originally proposed by Schoene et al.187

(2022) and contains 112,969 tweets, of which 3,977188

tweets were annotated by psychologists for suicide-189

related language, emotion labels, and Valence,190

Arousal, and Dominance. For a full description191

of each label category, see Appendix A, and for the192

label distribution across each dataset, see Table 1.193

Expanded TWISCO: To expand this dataset, we194

randomly selected 6,181 Tweets from the original195

unannotated TWISCO dataset and performed six196

rounds of annotation. For this, we recruited three197

annotators with annotation experience and train-198

ing in psychology, who were then provided with199

annotation guidelines and performed the task on .200

Each annotator was assigned the same set of Tweets201

for labeling, with a single label required for each202

of the specified content category. To assess inter-203

annotator agreement, we employed Fleiss’ Kappa204

score (Joseph and Fleiss, 2023), an extension of Co-205

hen’s Kappa score (McHugh, 2012) that accounts206

for multiple independent annotators rating categori-207

cal variables. The Fleiss Kappa score for our anno-208

tation is 0.705 indicating a substantial agreement209

among annotators.210

Downsampled TWISCO: Given the overrepre-211

sentation of the Content not relevant category (see212

Table 1), we downsampled this catgeory by 10%213

to improve model generalizaiton and avoid overfit-214

ting. The downsampled TWISCO version contains215

a total of 3,208 tweets, ensuring a more balanced216

distribution and was used in our subsequent experi-217

ments.218

4 Experiments219

Our choice of LMs for detecting suicide content220

categories follows a previously established selec-221

tion approach (Mohammadi et al., 2024; Schoene222

et al., 2023), aimed at capturing both general and223

domain-specific language nuances. To benchmark224

our expanded dataset and assess the difficulty of225

the task, we first used a Maximum Entropy clas- 226

sifier (Nigam et al., 1999). We then selected the 227

following LMs for performance comparison, set- 228

ting a learning rate of 0.00001 and a maximum 229

sequence length of 64 for each model, except for 230

Bio-Clinical BERT, which was set to 256: 231

• RoBERTa (Yinhan et al., 2019): A general- 232

purpose model known for its robustness in 233

understanding contextual word meanings. 234

• BERT (Devlin et al., 2018): A versatile model 235

that excels in capturing contextual nuances. 236

• Twitter RoBERTa: It is tailored to social me- 237

dia language, enhancing understanding of in- 238

formal text. 239

• MentalBERT (Ji et al., 2021): Specialized in 240

mental health-related text for detecting expres- 241

sions of suicidality and distress. 242

• Mental RoBERTa: Similar to MentalBERT, 243

with a focus on mental health nuances in text. 244

• PsychBERT (Vajre et al., 2021): Focuses on 245

psychological and mental health-related text 246

for more nuanced analysis. 247

• Bio_ClinicalBERT: Provides a clinical per- 248

spective, useful for identifying structured or 249

clinical terms. 250

• XLM RoBERTa: Multilingual model that 251

broadens detection across diverse linguistic 252

variations. 253

We use Precision, Recall, and F1 scores to evalu- 254

ate the LMs as these metrics provide a comprehen- 255

sive understanding of model performance. 256

Choosing LMs Over LLMs for Suicide Detec- 257

tion: Interpretability and Ethical Considera- 258

tions: We opted to use LMs instead of LLMs for 259

suicide-related content detection due to several crit- 260

ical factors. First, domain-specific LMs such as 261

MentalRoBERTa are fine-tuned on mental health- 262

related datasets, enabling them to better capture 263

the nuanced and sensitive nature of suicide-related 264

language compared to general-purpose LLMs. An- 265

other key consideration is interpretability. Sui- 266

cide detection is a highly sensitive task that re- 267

quires explainable model decisions, and LMs pro- 268

vide greater transparency through token importance 269

analysis, making them more suitable for this appli- 270

cation. Moreover, ethical and safety concerns arise 271
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Suicide-related Content Label TWISCO [13] Expanded TWISCO Downsampled TWISCO
Facts about suicidality 131 178 178
Suicide discussed philosophically or religiously 309 505 505
Contacts for suicide-related help-seeking 51 68 68
News reports, case studies, or stories 291 362 362
Humorous use 165 412 412
Content not relevant 2497 7722 772
Expressing own suicidality 443 784 784
Expressing worries about suicidality of others 90 127 127
Total 3977 10,158 3208

Table 1: Overview of the original TWISCO dataset, the expanded TWISCO dataset, and the downsampled content
not relevant category in the Downsampled TWISCO.

with LLMs, as they may generate unintended bi-272

ases or hallucinations, leading to potentially harm-273

ful misclassifications (Hua et al., 2024; Liu et al.,274

2023). Additionally, they pose risks related to275

data retention and inference leakage, where user-276

generated content might be inadvertently stored277

or used to refine future models (Yao et al., 2024).278

LLMs also require significantly more computa-279

tional resources, memory, and energy, making them280

impractical in resource constraint settings (e.g.; aca-281

demic research). Privacy concerns are another lim-282

itation, as LLMs trained on vast web-scale data283

may inadvertently store sensitive information, rais-284

ing ethical and legal compliance issues in domains285

where GDPR, HIPAA, or other data protection286

regulations apply (Athanasopoulou, 2024; Riad287

et al., 2024). Furthermore, suicide-related language288

varies significantly across cultures and demograph-289

ics, and while domain-specific LMs are trained on290

curated datasets that account for these variations,291

general-purpose LLMs may misinterpret culturally292

specific expressions of distress, leading to higher293

false positive or false negative rates (Schoene et al.,294

2025). Given these limitations we opted to only295

focus on domain-specific LMs in this study, but296

will work towards using LLMs in future research.297

5 Results298

In Table 2, we report the results of our experi-299

ments for TWISCO and Downsampled TWISCO300

respectivley. We find that MentalRoBERTa is the301

best-performing model across all LMs benefiting302

from specialized fine-tuning on mental health data.303

MentalBERT also performs well but lags slightly304

behind in recall and F1 scores. Both models outper-305

form general-purpose models due to their domain-306

specific tuning. PsychBERT and BioClinicalBERT307

underperform, possibly because both models were308

trained on out-of-domain data. Although the con-309

tent is related, this suggests that the type of data310

(e.g., social media) is more important than the topic311

(e.g., texts about mental health). Similarly, models 312

trained on large amounts of social media data (e.g., 313

RoBERTa, BERT, and Twitter RoBERTa) outper- 314

form models that are more context-specific. Over- 315

all, the dataset expansion led to notable improve- 316

ments, especially for domain-specific models. We 317

hypothesize that F1 scores would improve further 318

as more data becomes available for this task; how- 319

ever, this is left for future research. 320

LM TWISCO Downsampled TWISCO
P R F1 P R F1

MaxEnt Classifier 0.39 0.44 0.37 0.31 0.39 0.30
RoBERTa 0.50 0.47 0.47 0.59 0.55 0.54
BERT 0.45 0.43 0.44 0.51 0.50 0.50
Twitter RoBERTa 0.61 0.53 0.56 0.59 0.56 0.57
MentalBERT 0.59 0.46 0.49 0.56 0.54 0.55
MentalRoBERTa 0.65 0.58 0.57 0.72 0.67 0.64
PsychBert 0.35 0.42 0.38 0.47 0.46 0.46
BioClinicalBERT 0.58 0.38 0.40 0.60 0.42 0.41
XLM RoBERTa 0.44 0.44 0.43 0.56 0.54 0.54

Table 2: Macro-averaged scores for each LM on
TWISCO and Downsampled TWISCO.

Category-wise performance analysis: We re- 321

port and analyze the category-wise performance 322

metrics for each selected LM. In Appendix B, we 323

provide a detailed overview in Figures 4 and 5 of 324

the metrics for each content label. As noted previ- 325

ously, domain-specific models, particularly Men- 326

talRoBERTa and MentalBERT, consistently outper- 327

form general-purpose models across all categories. 328

These improvements are especially pronounced 329

in categories such as Expressing own suicidality 330

and News reports, case studies, or stories, where 331

MentalRoBERTa shows significant improvements 332

in precision, recall, and F1 scores. The Content 333

not relevant category exhibits strong performance 334

across all models due to it being the majority class 335

in this dataset. Among the eight categories of sui- 336

cidal content, three—Contacts for suicide-related 337

help-seeking, Facts about suicidality, and Express- 338

ing worries about others’ suicidality—are minor- 339

ity categories. Notable improvements were ob- 340
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served in these categories across most models in341

the downsampled (new version) TWISCO dataset342

compared to the older version, most likely due to343

the increased number of samples per category. A344

significant improvement was observed in the Ex-345

pressing worries about the suicidality of others cat-346

egory in the downsampled TWISCO dataset using347

MentalRoBERTa only.348

6 Interpretability and Explainability349

With the increasing interest in explainability for350

high-risk applications, we focus on investigating351

the best-performing LM, MentalRoBERTa. We352

used transformers-interpret2 library for extracting353

the attention scores of each token in a tweet.354

Explainability: The visualization in Figure 1355

illustrates token importance scores for Mental-356

RoBERTa, highlighting incorrect predictions. The357

color intensity represents the importance of indi-358

vidual tokens in determining the predicted labels.359

Several misclassifications are evident, such as the360

label Humorous use being predicted as Expressing361

Own Suicidality, and Expressing Own Suicidality362

being classified as Content not relevant. Words363

with strong semantic weight, such as ‘kill’, ‘sui-364

cidal’ and ‘hate’, tend to have higher importance365

scores, indicating the model’s sensitivity to specific366

language. However, this raises potential concerns367

regarding bias and misclassification, particularly368

in differentiating between humor, personal experi-369

ences, and news content. The errors suggest that the370

model may struggle with contextual understanding,371

relying heavily on certain keywords while neglect-372

ing broader context. This highlights challenges373

in distinguishing between categories and possibly374

points to a larger issue in using LMs for accurately375

predicting suicide content or assessing risk in real-376

world applications.377

Figure 2 shows the token attention scores for378

correctly classified predictions. These instances ex-379

hibit distinct patterns that contribute to the model’s380

accuracy. High importance scores are assigned to381

keywords closely related to the category, such as382

‘suicide’, ‘kill’, ‘death’, ‘psychiatric’, and ‘emer-383

gency’, indicating that the model strongly relies on384

these terms for classification.Additionally, contex-385

tual clarity plays a significant role, as sentences that386

clearly align with their intended category—such387

as help-seeking phrases in the Contacts for help-388

2https://github.com/cdpierse/transformers-interpret

seeking category are more likely to be classified 389

correctly. Another notable trend is the balanced 390

distribution of importance scores across multiple 391

words, rather than a single dominant token, suggest- 392

ing that the model considers the broader context 393

in accurate classifications. Furthermore, categories 394

such as Facts about suicide and Contacts for help- 395

seeking show particularly strong importance scores 396

for key terms, reinforcing their alignment with fac- 397

tual information or emergency assistance. 398

Overall this qualitative analysis indicates that 399

there are both strengths and limitations in Mental- 400

RoBERTa’s classification of suicide-related con- 401

tent. The model relies heavily on individual key- 402

words, which suggests a lack of nuanced contextual 403

understanding, where emotionally charged words 404

override broader sentence meaning, resulting in 405

bias and misclassification risks. Conversely, cor- 406

rectly classified instances show a more balanced 407

distribution of importance scores, particularly in 408

well-defined categories, where contextual clarity 409

aids accuracy. These findings indicate that contex- 410

tual ambiguity remains a challenge, limiting the 411

model’s real-world applicability in automated mod- 412

eration and in detecting suicide-related content. 413

Interpretability: We conducted an N-gram ex- 414

traction focusing on unigrams and bigrams. The 415

results for bigrams are shown in Figure 3, while 416

the unigram results are provided in Appendix D. 417

First, we used NLTK to handle text preprocessing, 418

such as removing stopwords and cleaning up the 419

text by eliminating irrelevant terms and punctua- 420

tion. To perform the N-gram extraction, we em- 421

ployed the CountVectorizer from Sklearn module. 422

This tool allows us to tokenize the text and extract 423

both unigrams (single words) and bigrams (pairs of 424

consecutive words). By setting the ngram_range 425

parameter to (1, 1) for unigrams and (2, 2) for bi- 426

grams, we instructed the CountVectorizer to focus 427

on these specific N-gram types. After tokeniza- 428

tion, we calculated the frequency of each unigram 429

and bigram, then sorted them by their frequency to 430

identify the most common terms and phrases in the 431

dataset. 432

This visualization highlights the top bigrams 433

across various suicidal content categories, each 434

associated with distinct themes. The Humorous 435

use category includes phrases like ‘I’m gonna’ and 436

‘look like’, often blending possible sarcasm with 437

potentially distressing content. Content not rel- 438

evant captures terms such as ‘ready jump’ and 439

5
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Figure 1: Token attribution scores for incorrectly classified tweets.

‘life worth’, which may reference life struggles440

without clear suicidal ideation. The Expressing441

Own Suicidality category prominently features self-442

referential terms like ‘better dead’ and ‘tired living’,443

indicating expressions of personal distress. The444

Facts about suicide category focuses on awareness-445

related terms such as ‘mental health’ and ‘preven-446

tion day’ reflecting informational content and so-447

cial media campaigns. Philosophical/Religious448

content includes existential phrases like ‘don’t un-449

derstand‘ and ‘worth living’, capturing discussions450

about the value of life. In the News and Sto-451

ries category, bigrams such as ‘mental commit’452

and ‘thoughts URL’ suggest references to suicide-453

related news articles or reports. The Expressing454

worries about suicidality of others category cap-455

tures miscellaneous expressions, including empa-456

thetic phrases like ‘sorry hear’. Lastly, the Con-457

tact for suicide related help-seeking category em-458

phasizes help-seeking language, with phrases like459

‘need help’ and ‘talk need’, along with references to460

hotlines and lifelines. Additionally, some phrases,461

such as ‘I’m gonna’ and ‘don’t wanna’, appear462

across multiple categories, including Humorous463

use,Expressing Own Suicidality, and Expressing464

worries about suicidality of others, highlighting465

overlapping themes of distress and self-expression 466

across different contexts. 467

Our qualitative analysis and findings underscore 468

the limitations of traditional keyword-based ap- 469

proaches in suicide-related content detection and 470

highlight the need for more sophisticated methods 471

to better understand suicide-related language. This 472

is particularly important, as the use of current ap- 473

proaches to detect risk can have significant and 474

detrimental implications. 475

7 Conclusions and Future Directions 476

In this study, we expanded the existing TWISCO 477

dataset, a multi-categorical suicide tweet dataset, 478

and evaluated the performance of eight state-of- 479

the-art language models, including both general- 480

purpose and domain-specific models. Our find- 481

ings highlight that domain-specific models outper- 482

form general-purpose counterparts as data size in- 483

creases. Additionally, a content category-wise anal- 484

ysis showed improved performance in minority cat- 485

egories within the updated dataset. Furthermore, 486

we conducted an interpretability and explainabil- 487

ity analysis on the top-performing model, Mental- 488

RoBERTa, by examining token importance scores 489

for both correctly classified and misclassified con- 490
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Figure 2: Token attribution scores for correctly classified tweets.

tent. Our analysis revealed that certain suicide-491

related terms receive high token importance scores,492

often overlooking crucial contextual nuances, such493

as humor or the personal expression of suicidal494

thoughts. We performed N-gram extraction per495

content category to identify top N-grams associated496

with each category. We found significant overlap497

across categories, particularly between Humorous498

use and Expressing own Suicidality posing chal-499

lenges for context identification. However, cate-500

gories such as Contact for Suicide-Related Help-501

Seeking and News and Stories exhibited distinct502

contextual patterns.503

In the future, we aim to extend this work by lever-504

aging Large Language Models (LLMs) with private505

training and comparing their performance against506

traditional language models. Additionally, we seek507

to explore whether incorporating additional context508

during training can further enhance model perfor-509

mance.510

Limitations 511

Despite the advancements presented in this study, 512

several limitations remain. First, dataset chal- 513

lenges persist, particularly the underrepresenta- 514

tion of certain categories, such as Contacts for 515

Suicide-Related Help-Seeking and Expressing Wor- 516

ries About Others’ Suicidality, which may limit the 517

model’s ability to generalize effectively across di- 518

verse suicidal content. Additionally, the downsam- 519

pling of the Content Not Relevant category, while 520

necessary for balance, may introduce biases that do 521

not fully reflect real-world data distributions. Fur- 522

thermore, model performance remains inconsistent, 523

particularly in minority categories, with domain- 524

specific models such as MentalRoBERTa demon- 525

strating improvements primarily when sufficient 526

training data is available. The study’s interpretabil- 527

ity analysis reveals an overreliance on emotionally 528

charged keywords (e.g., ‘kill’, ‘suicidal’, ‘hate’), 529

often at the expense of contextual understanding, 530

leading to misclassifications, especially in differ- 531
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Figure 3: Bigrams extracted for each suicide content category

entiating humor, figurative language, and genuine532

suicidal intent. Lastly, the real-world applicabil-533

ity of the proposed methods remains constrained,534

as current models lack the necessary robustness535

for deployment in high-stakes scenarios. Addition-536

ally, while the study justifies the exclusion of Large537

Language Models (LLMs) due to ethical and com-538

putational concerns, this limits the ability to eval-539

uate whether such models could provide superior540

contextual comprehension. Future research should541

explore context-aware modeling approaches, in-542

vestigate privacy-preserving methods for training543

LLMs to enhance reliability and generalizability in544

suicide-related content detection tasks.545

Ethics Statement546

The study raises several ethical considerations re-547

garding the use of LM’s for detecting suicide-548

related content, particularly in terms of misclas-549

sification risks, bias, privacy, and real-world im-550

plications. Given the high-stakes nature of suicide551

related content detection, these concerns highlight552

the limitations of current approaches and the need 553

for careful ethical considerations before deploying 554

such models in practical applications: 555

• One of the most pressing ethical concerns in 556

this study is the potential for misclassification, 557

which can have serious consequences in real- 558

world applications. LMs often struggle to dif- 559

ferentiate between humor, figurative language, 560

and genuine distress, leading to false posi- 561

tives and false negatives. Given these risks, 562

this study underscores that LMs should not be 563

used in isolation for crisis interventions and 564

require mandatory human oversight. 565

• The study highlights the tendency of models 566

to over-prioritize emotionally charged words 567

such as ‘kill’, ‘suicidal’, and ‘hate’, often at 568

the expense of contextual understanding. This 569

raises concerns about bias in model predic- 570

tions, particularly against certain demographic 571

or linguistic groups that may use suicide- 572

related language differently. Suicide-related 573
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discussions vary across cultures, dialects, and574

social groups. A model trained primarily on575

Western, English-language social media posts576

may perform poorly when analyzing content577

from non-Western contexts or multilingual578

users, leading to disparities in detection ac-579

curacy (Schoene et al., 2025). Some groups,580

particularly those in LGBTQ+ communities,581

racial minorities, or neurodivergent individu-582

als, may discuss mental health in unique ways583

that LMs fail to recognize. This could lead to584

over- or under-detection in these populations,585

affecting their access to mental health support586

and crisis intervention. This study finds that587

domain-specific models outperform general-588

purpose models only when sufficient training589

data is available, suggesting that minority cat-590

egories may remain underrepresented. This591

could further exacerbate bias and misclassifi-592

cation risks, especially in real-world applica-593

tions.594

• The use of publicly available social media595

data to train suicide-related content detection596

models raises concerns related to privacy, con-597

sent, and data security. While social media598

provides valuable real-world data for training599

LMs, its use is particularly sensitive due to the600

personal and distressing nature of the content.601

Even when using publicly available data, there602

is a risk that user-generated content could be603

repurposed without individuals being aware,604

raising legal and ethical concerns regarding605

data ownership and exploitation.606

• We acknowledge that current explainability607

techniques (e.g., attention visualization, fea-608

ture attribution) provide only limited insight609

into how models classify suicide-related con-610

tent. The lack of interpretability in LMS raises611

concerns regarding trust, accountability, and612

ultimately decision-making in real-world set-613

tings. For example, if LMs prioritize certain614

words over context, users and moderators may615

struggle to understand why certain posts are616

flagged. Furthermore, if explainability re-617

mains limited, human moderators or mental618

health professionals may find it difficult to619

effectively use and trust LM outputs.620
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A Content label description807

The following section provides more insights on808

each content label based on previous work by809

Schoene et al. (2022):810

• Facts about suicidality: While factual informa-811

tion on suicide may appear neutral, research812

suggests it can be harmful to at-risk individ-813

uals seeking methods online. Websites dis-814

cussing suicide facts often include how-to815

guides and even rank suicide methods based816

on lethality and associated pain .817

• Philosophical or religious discussions of sui-818

cide: Discussions about suicide within philo-819

sophical or religious contexts may include820

judgmental perspectives or stigmatizing lan-821

guage, which can discourage individuals from822

seeking help.823

• Contacts for suicide prevention and help-824

seeking: Some posts provide guidance on825

where to seek help and include links to sup-826

port services and crisis resources.827

• News reports, case studies, or stories: Narra-828

tive stories and reports by news outlets, ac-829

tivist groups, or individuals.830

• Humorous references to suicide: The use of 831

suicide-related phrases in a sarcastic or joking 832

manner can lead to misclassification by sui- 833

cide intent detection algorithms, potentially 834

flagging content incorrectly. 835

• Content not relevant: Due to the nature of 836

the dataset collection process, some content is 837

unrelated to the task and should be classified 838

accordingly. 839

• Expressing own suicidality: Individuals who 840

openly express their own suicidal thoughts 841

or feelings are often experiencing significant 842

distress. Detecting such cases through an al- 843

gorithmic approach and providing prevention 844

resources could be beneficial. 845

• Expressing worries about the suicidality of 846

other: Similar to those expressing their own 847

suicidality, individuals who voice concerns 848

about someone else’s suicidal thoughts or be- 849

haviors may also be experiencing high levels 850

of distress and worry. 851

B Figure: Category-wise performance 852

analysis 853

C Training Details 854

The dataset is first divided into a training set (70%) 855

and a test-validation set (30%), with the test and val- 856

idation sets further split equally (50/50) while en- 857

suring stratification on the target variable to main- 858

tain label distribution. The model is trained for 859

10 epochs, with a low learning rate of 1e-5 to pre- 860

vent overfitting and ensure gradual optimization. 861

Both training and evaluation are conducted with a 862

batch size of 8. To mitigate overfitting, a weight 863

decay of 0.01 is applied. Evaluation is performed at 864

the end of each epoch, and model checkpoints are 865

saved periodically to capture the best-performing 866

model based on validation results, with the best 867

model automatically loaded at the end of training. 868

We used Discovery cluster for all our computing 869

experiments. 870

D Unigrams for Suicide Content 871

Categories 872
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Figure 4: Precision, recall, and F1 scores for categories: content not relevant, expressing own suicidality, suicide
discussed philosophically/religiously, and news reports, case studies or stories

12



Figure 5: Precision, recall, and F1 scores for suicide-related content categories: facts about suicidality, expressing
worries about suicidality of others, humorous use, and contacts for suicide-related help seeking
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Figure 6: unigrams extracted for each suicide content category
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