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Abstract

While large scale pre-training has achieved great
achievements in bridging the gap between vi-
sion and language, it still faces three challenges.
First, the cost for pre-training is expensive. Sec-
ond, there is no efficient way to handle the data
noise which degrades model performance. Third,
previous methods only leverage limited image-
text paired data, while ignoring richer single-
modal data, which may result in poor general-
ization to single-modal downstream tasks. In this
work, we propose Efficient Contrastive Language-
Image Pretraining (ECLIP) via Ensemble Confi-
dence Learning and Masked Language Modeling.
Specifically, We adaptively filter out noisy sam-
ples in the training process by means of Ensemble
Confidence Learning strategy, and add a Masked
Language Modeling objective to utilize extra non-
paired text data. ECLIP achieves the state-of-the-
art performance on Chinese cross-modal retrieval
tasks with only 1/10 training resources compared
with CLIP and WenLan, while showing excel-
lent generalization to single-modal tasks includ-
ing text retrieval and text classification.

1. Introduction
Pre-training has achieved great progress in natural lan-
guage processing (Devlin et al., 2018; Liu et al., 2019;
Radford et al., 2019) and computer vision (Chen et al.,
2020; Dosovitskiy et al., 2020) tasks. Recently, cross-modal
pre-training (Huo et al., 2021; Radford et al., 2021; Jia
et al., 2021) attracts widespread attention, where large scale
paired data from the internet is utilized to learn universal
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Figure 1. Procedure of Confidence Learning (a) and Ensemble Con-
fidence Learning (b). In CL (a), the scoring model T is a constant
model followed by counting, ranking and pruning, the filtering
process is decoupled from training. In ECL (b), we maintain a nor-
mally training model T and a delay updated shadow model S. The
T is one epoch behind by S and copied from T at the beginning
of each epoch. We use the delayed S to conduct scoring, ranking,
and drop noisy samples of low scores. The training dataset updates
at each epoch and is adopted to train T .

cross-modal representation via contrastive learning (Hadsell
et al., 2006). However, existing cross-modal pre-training ap-
proaches face several common challenges. First, as the scale
of data increases, pre-training requires expensive training
resources, WenLan (Huo et al., 2021) and CLIP (Radford
et al., 2021) cost 896 and 3584 GPU-days respectively. Sec-
ond, large-scale web-crawled data is noisy and has negative
impacts on model performance (Shen et al., 2020; North-
cutt et al., 2021). Third, previous cross-modal pre-training
methods only use limited image-text pairs, while ignoring
single-modal text data that is more accessible, leading to
poor generalization to downstream tasks (Li et al., 2020).

Previous works (Radford et al., 2021; Huo et al., 2021)
usually perform an elaborate cleaning process (e.g., dupli-
cate and sensitive information detection) to filter out low-
quality pairs before pre-training, few studies have focused
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Figure 2. Illustration of pipeline. (a) Image Encoder is from the vision branch of CLIP ViT-B/32 and keeps frozen all the time. We
construct a memory queue for image features. (b) Text Encoder builds on the top of CLIP ViT-B/32 with additional transformer layers.
All layers are learnable. To further improve the representation of text, an auxiliary masked language modeling (MLM) objective is added
on text branch utilizing extra text data. We train the pipeline in multitask style, and the training dataset keeps updating (noisy pairs are
filtered out by ECL module). Notation: F I(.) and FT (.) denote image encoder and text encoder, respectively.

on handling noise without manual intervention. In contrast,
there have been numerous works (Shen et al., 2020; North-
cutt et al., 2021) that contribute to developing noise-free
strategies for vision tasks. Inspired by confident learning
(CL) (Northcutt et al., 2021), we introduce an Ensemble
Confidence Learning (ECL) strategy, and draw the atten-
tion of the large-scale pre-training community to the ad-
verse effects of noise on model performance, rather than
simply scaling up the data scale and increasing model pa-
rameters. Instead of adopting a constant model (CL) to
prune noise, we adaptively ensemble predictions from mod-
els in previous training epochs via exponential smoothing
for better estimation of noise distribution, and retrain the
model with a less noisy subset in the next epoch, which
saves training resources (data size decreases) and speeds up
convergence (data quality increases). To further boost the
generalization performance on downstream tasks in single-
modality, we utilize extra non-paired text data which is
available in much richer scenes than paired cross-modal
data. The text branch is enhanced with a masked language
modeling (MLM) task (Devlin et al., 2018). We adopt the
image encoder from CLIP (Radford et al., 2021) whose ro-
bustness has been validated (Shen et al., 2021). To make up
for the scarcity of large-scale pre-trained cross-modal model
in Chinese scenarios, we collect language-image paired data
in Chinese for pre-training.

ECLIP is evaluated on both cross-modal and single-modal
tasks and achieves state-of-the-art results on correspond-
ing benchmarks. Specifically, ECLIP outperforms Wen-
Lan (Huo et al., 2021) on R@1 and R@5 by 25.13% and
19.60% respectively, on the cross-modal retrieval tasks of
AIC-ICC1 (Wu et al., 2019). It also exceeds CLIP (Radford
et al., 2021) on R@1 and R@5 by 14.21% and 9.03% on

1It is the largest Chinese caption dataset by now.

text-to-image retrieval task of COCO (Veit et al., 2016).
Thanks to the enhancement of the extra non-paired text data,
our ECLIP shows strong generalization on single-modal
downstream tasks. ECLIP outperforms benchmarks on text-
text retrieval and text classification tasks by a large margin.
All experiments are conducted under zero-shot settings, in
addition to the text classification task. Our key contributions
are summarized as below:

1. We propose ECL to dynamically filter noisy data for trade-
off between the noise and dataset size, which is the first
data-oriented filtering strategy in cross-modal pre-training.

2. We efficiently utilize single modal data (e.g., text data)
in the cross-modal pre-training via an MLM task, which
is validated to enhance the performance not only on cross-
modal tasks but also on the single-modal tasks

3. Our proposed ECLIP achieves a new state-of-the-art
result on cross-modal retrieval tasks in Chinese scenario and
competitive results in English scenario with 1/10 resources.

2. Approach
2.1. Cross-lingual Distillation

Our framework is targeting for building up a cross-modal
pre-trained model in Chinese scenarios. However, most of
existed works are trained with image-text pairs in English,
which leads to a lingual domain gap between English and
Chinese. For convenience, instead of training from scratch,
we perform cross-language knowledge distillation and distill
a Chinese encoder from existed pre-trained models. Same
as regular knowledge distillation frameworks, we train the
student model with Chinese texts to mimic the behavior of
the teacher model with English texts via MSE loss, where
the parameters of the teacher model are frozen, and we only
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update the student model.

2.2. Ensemble Confidence Learning

Large scale image-text datasets crawled from the internet
have been widely used in pre-training. However, as indi-
cated by (Shen et al., 2020; Northcutt et al., 2021), exces-
sive noisy data negatively impacts the model’s performance
and training efficiency. ALIGN (Jia et al., 2021) and Wen-
Lan (Huo et al., 2021) demonstrate that the large-scale pre-
training with expensive resources can suppress the influence
of noise to some extent, but these training resources are usu-
ally not available for general researchers. An alternative way
is to establish clean datasets like COCO (Veit et al., 2016),
or Conceptual Captions (Sharma et al., 2018). However,
the size of these data sets is often limited due to the need
for high-quality manual annotation or complex processing,
which constrains the transfer ability to downstream tasks.
Driven by these obstacles, a compromised way based on the
idea of Confident Learning (Northcutt et al., 2021) named
as Ensemble Confident Learning (ECL) is designed. Instead
of removing all noisy pairs at once, ECL strategy adopts a
similar way as Confident Learning and adaptively removes
noisy data from the training set, as it is hard to estimate
the distribution of large scale dataset. We find that such
dynamic filtering retains a good balance between training
dataset size and noise.

As pre-trained model generally performs more discrimina-
tive (predict with high confident score) on strong-correlated
pairs, we propose to adaptively and iteratively remove the
noisy pairs (weak-correlated or non-correlated) by means of
the self-discriminative ability of model to data distribution.
First, we use the distillation model as initialization which is
already equipped with the basic discriminative power and
additionally establish a scoring shadow model2 that only
updates parameters at the beginning steps of each epoch.

We define the dataset at epoch K as DK =
{d1, d2...di...dn} where di is an image-text pair and n is
the size of the current dataset. The scoring shadow model
at epoch K is denoted as SK . The pre-trained model that
keeps updating in the process is denoted as T . We also
maintain a moving average score Ci

K that represents the
estimated correlation of di at epoch K. In the first epoch, T
and SK are the same. The complete iteratively ECL strategy
can be decomposed to 3 steps.

(1) Scoring & Training. Given image-text pair di, we
first obtain its correlation score SK(di) through the scoring
shadow model, where the correlation score is the cosine
similarity in our case. Then, we update the total score Ci

K

based on modified exponential moving average.

2A shadow model is defined as a delay updated model derived
from another existing model that updates normally.

Ci
K = α ∗ Ci

K−1 + SK(di), (1)

where α is a constant decay factor, and is set to 0.9. In the
first epoch (K = 1), Ci

0 is set to 0. The correlation score
of di at epoch K is the weighted average of the moving
average score and current correlation score given by scoring
shadow model SK . We only update the model T with DK

and keep SK frozen in this step.

(2) Re-ranking & Filtering. After obtaining the updated
moving average score Ci

K of each pair at epoch K, we re-
rank all pairs in the dataset DK by descending order. To
filter out noisy pairs, as predicted score range varies among
models, it is not practical to set a hard score threshold where
pairs of low correlation scores are removed. In contrast, we
set a filter rank λ and drop out those pairs whose rank index
is larger than λ× n. Then, the dataset is updated to DK+1.

DK+1 = {d∗1, d∗2, · · · , d∗λ×n}, (2)

where ∗ means the pairs are ordered by descending order.

(3) Shadow Updating. Before diving into the next epoch
K + 1, we update the parameters of the scoring shadow
model SK with the parameters of the pre-trained model, T
which has been updated in step (1).

SK+1 = T, (3)

Then, we return to step (1) for the training of next epoch
as shown in Figure 1. We admit that non-noisy samples
indeed may be filtered out in step (2), as we drop a fixed
proportion of samples in each epoch. With the progress of
training, the range of output score varies, which makes it
unpractical to set a fixed threshold. Thus, we take this way
to filter noisy data as a trade-off. We stop the filtering steps
when the R@1 on validation set does not increase. The
effectiveness of Ensemble Confidence Learning (ECL) is
provided in Appendix B.4.1.

2.3. Single-Modality Enhancement

Existing cross-modal pre-trained models utilize large scale
image-text pairs from the internet, while not realizing that
those paired datasets are usually scene-limited. We observe
that image-text pairs are common in some specific domains,
such as Wikipedia, News and several human-annotated pub-
lic datasets. However, in other more professional domains
such as Technology and Medical, paired data is scarce,
single-modal non-paired data is abundant instead. Driven
by the idea of multi-modal few-shot learning (Tsimpoukelli
et al., 2021), we additionally leverage extra single-modal
text data from various scenes and aim to enhance the gener-
alization of model to downstream tasks.
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We adopt the commonly adopted masked language model
(MLM) task proposed by BERT (Devlin et al., 2018) as
auxiliary objective for self-supervised training. MLM takes
advantage of bidirectional semantic information, and only
requires a simple masking operation on the original text. We
find that cross-modal pre-training benefits from additional
prevalent single-modal non-paired data, and effectively re-
lief scene-limited problem of cross-modal image-text pairs.
On the one hand, the model gains more knowledge about
rich scenes from additional text data, which helps avoid the
problem of limited distribution of image-text pairs. On the
other hand, the MLM task facilitates the model to pay more
attention to the relationship between words and helps the
model avoid catastrophic forgetting of token-level knowl-
edge, which results in the improvement of transferring tasks.
To validate our claim, we show the single-modality enhance-
ment in Appendix B.4.2. The pipeline is in Figure 2.

3. Experiment
3.1. Dataset Preparation

Enabled by the large amounts of publicly available data
on the internet, we construct 3 types of training datasets.
The first is a Chinese-English text paired dataset collected
from available public translation datasets totaling 67 million
translation pairs, which is used for cross-lingual distillation
to obtain a distilled text encoder in Chinese. The second is a
large Chinese image-text dataset of 300 million pairs, which
is collected from the internet without elaborate cleaning
process and is used for pre-training. The last is a Chinese
text dataset of 20 millions samples after simple cleaning as
extra single-modal text for enhancement. Details are listed
below.

3.1.1. TRAINING DATASET

We attribute the training datasets for 3 purposes. The
Chinese-English Paired Texts are for cross-lingual distil-
lation. The Chinese Texts are for single-modality en-
hancement. The Image-Text Pairs are for cross-modal pre-
training.

Chinese-English Paired Texts are collected from AI Chal-
lenge Machine Translation3, WMT204, translation2019zh5,
UN Corpus6 and other publically available sources7, totaling
67 million translation pairs.

Chinese Texts are collected from the single-modal text
dataset of CLUE8, which is the largest Chinese language

3https://challenger.ai
4http://www.statmt.org/wmt20/
5https://www.kaggle.com/terrychanorg/translation2019zh
6https://conferences.unite.un.org/uncorpus
7https://github.com/quincyliang/nlp-public-dataset
8https://www.cluebenchmarks.com/

understanding evaluation benchmark. We remove text of
Chinese character ratio less than 50% and meaningless sym-
bols (“&”, “-”, etc.), has 20,329,263 texts in total.

Image-Text Pairs are crawled from the Internet and of
300 millions uncleaned pairs. Specifically, we establish
a Chinese word dictionary including 4 millions Chinese
words. Each word from the dictionary is used as a query
to crawl image-text pairs from the largest Chinese Search
Engine (Baidu Pictures and Baidu Baike).

3.1.2. VALIDATION DATASETS

Image-Text Pairs are used for tuning hyperparameters, we
extra collect image-text pairs from various scenarios on the
internet including Baidu Pictures, Baidu Baike, Toutiao,
hashtag, and other sources. To obtain a validation set in
high quality (image-text pairs are strong correlated), we first
filter out pairs whose text does not have words existed in a
40 thousand common entity vocabulary. Then, we calculate
the cosine similarity for each pair applying the distillation
model and take out the top10K pairs as our validation set
that has no overlap with pairs in the training dataset.

3.1.3. PRE-PROCESSING

There exists enormous meaningless symbols in the text,
thus we conduct simple pre-processing on the text before
pre-training. First, we remove the redundant HTML, space
symbols (“. . . ”, “—”) and emojis from text, and then replace
interval symbols (“&”, “-”, etc.) by “,”. Meanwhile, we
filter out short text of length less than 4 and text of a Chinese
character ratio less than 50%.

3.2. Implementation Details

We also provide the details of our implementation, including
cross-lingual distillation, cross-model pre-training, hyper-
parameters setting and the implementation of SimCSE,
which can be found in Appendix B.1.

3.3. Evaluation Results

To measure the capability of task-agnostic models, zero-shot
evaluations have been widely adopted and proved being
more representative of a model’s ability (Radford et al.,
2021). We evaluate the effectiveness of ECLIP on both
cross-modality and single-modality tasks under zero-shot
settings. The CLIP model used is the CLIP ViT-B/329. All
benchmarks without special mention are pre-trained models.

3.3.1. CROSS-MODALITY EVALUATION

AIC-ICC (Wu et al., 2017) is the only publicly-available Chi-
nese multi-modal dataset. The training set contains 210,000

9https://github.com/openai/CLIP
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Method Text2Image(%) Image2Text(%)
R@1 R@5 R@10 R@1 R@5 R@10

CLIP† 7.80 18.50 25.00 13.40 27.30 35.10
UNITER† 9.80 23.30 31.40 14.80 29.80 37.90
CLIP‡ 11.06 24.89 33.28 18.33 34.45 43.23
WenLan 14.40 30.40 39.10 20.30 37.00 45.60
ECLIP 18.02 36.36 46.05 26.67 44.78 53.17

Table 1. Evaluation results for cross-modal retrieval tasks on the
AIC-ICC test subset. † and ‡ denote translation and distillation.
The results of CLIP†, UNITER† and WenLan are from WenLan.
We distill CLIP‡ from CLIP† via cross-lingual distillation.

images, and the validation set contains 30,000 images. Each
image has 5 descriptions. We evaluate the zero-shot transfer
ability on the test subset (10,000 data) as WenLan (Huo
et al., 2021). To compare with those benchmarks trained
with English data, we translate text from Chinese to English
via Google translation API or conduct cross-lingual distilla-
tion as mentioned in Section 2.1 to obtain a distilled Chinese
encoder. Table 1 presents the cross-modal retrieval results.
ECLIP outperforms all other benchmarks significantly on
both text-to-image and image-to-text retrieval tasks.

To mitigate the potential adverse effect of translation on
benchmarks and show our effectiveness comprehensively,
we distill an English encoder from ECLIP following the
same protocol as decribed in Section 2.1. We evaluate on
COCO2014 test set (Veit et al., 2016) which is a commonly
adopted image caption datasets of 5,000 images and 24,716
captions in English. The results are in Table 2.

Method Text2Image(%) Image2Text(%)
R@1 R@5 R@10 R@1 R@5 R@10

CLIP 30.75 56.60 67.73 50.78 75.10 83.70
ECLIP‡ 35.12 61.71 72.77 50.70 76.56 84.98

Table 2. Evaluation results for cross-modal retrieval tasks on the
COCO2014 test set. ‡ means distillation.

As shown, ECLIP outperforms the original CLIP by a large
margin on text to image retrieval subtask. On image to text
retrieval subtask, ECLIP also performs better than CLIP on
R@5 and R@10 while slightly worse on R@1.

3.3.2. SINGLE-MODALITY EVALUATION

Previous cross-modal pre-trained models usually cannot
effectively adapt to single-modal (NLP) scenarios (Li et al.,
2020). We bridge this gap between cross-modal retrieval and
its transfer ability to single-modality tasks by introducing
extra masked language modeling auxiliary task, and evaluate
on text classification and text to text retrieval tasks.

Method Text Match(%)
R@1 R@5 R@10

CLIP† 22.94 36.25 42.65
WenLan 31.44 45.32 52.98
CLIP‡ 37.34 53.26 60.64
SimCSE 39.64 56.49 63.24
ECLIP 43.48 60.36 67.74

Table 3. Results for short text retrieval on AIC-ICC test subset. †

and ‡ means translation and distillation, respectively.

Text Classification. To validate the NLU (Natural Lan-
guage Understanding) capability of language model on short
texts, we evaluate on TNEWS dataset from CLUE10. Each
title is labeled with one of 15 news categories (finance, tech-
nology, sports, etc.) and the task is to predict which category
the title belongs to. The training set contains 53,360 sam-
ples, and the test set and validation set both contain 10,000
samples. We compare with 3 pre-trained benchmarks from
CLUE. The results are in Table 4.

Model XLNET RoBERTa ALBERTA ECLIP
Acc(%) 56.24 58.61 59.46 67.20

Table 4. Text classification results on TNEWS. Benchmarks are
XLNet-mid, RoBERTa-wwm-large and ALBERT-xxlarge.

Text Retrieval. To measure the discriminative ability of text
embedding and the zero-shot transfer ability, we evaluate on
AIC-ICC (Wu et al., 2017) test subset (only use the texts)
where each image has 5 corresponding descriptions. We
randomly select one of the 5 texts as the query, and the rest
of 4 texts as the key. Results are in Table 3.

ECLIP outperforms all benchmarks by a large margin on
both text classification and text retrieval tasks, which shows
better transfer ability to downstream single-modality tasks.

4. Conclusion
In this work, we introduce Efficient Contrastive Language-
Image Pretraining (ECLIP) via Ensemble Confidence Learn-
ing and Masked Language Modeling. We investigate the
first data-oriented filtering strategy in cross-modal pre-
training and adaptively filter the noisy data, and show the
value of single-modality enhancement with non-paired text
data as auxiliary objective to improve transferability. ECLIP
achieves the leading performance on cross-modal retrieval
tasks in Chinese scenario and competitive results in En-
glish scenario, and also outperforms benchmarks on single-
modality downstream NLP tasks.

10https://github.com/CLUEbenchmark/CLUE
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A. Related Work
A.1. Cross-Modal Pretraining

Vision-language pre-training has attracted growing attention during the past few years. CLIP (Radford et al., 2021) trains
with 400 million image-text data pairs from the internet after simple data cleaning, and achieves excellent performance
on image-text retrieval tasks and zero-shot image recognition tasks. ALIGN (Jia et al., 2021) further expands the scale of
image-text paired data, and uses 1 billion data to train without any cleaning, indicating that the expansion of the data scale
can suppress the influence of noise for the model to some extent. WenLan (Huo et al., 2021) trains with Chinese paired data
and achieves the best performance on image-text retrieval tasks in the Chinese scene. However, all of these works pay few
attention on the adverse effect of noisy data while increasing the scale of training dataset, which motivates us to propose a
data-oriented filtering strategy in cross-modal community for efficient pre-training.

A.2. Learning with Noisy Data

A number of approaches (Joulin et al., 2016; Northcutt et al., 2021) has been proposed to train models with noisy labeled
data. Confident Learning (Northcutt et al., 2021) is the state-of-the-art for weak supervision, finding label errors in datasets,
which works by ‘learning from confident examples’, and confident examples are identified as examples with high predicted
probability for their training labels. Confident learning moderately increases model accuracy by cleaning data prior to
training process through continuous steps of Count, Rank and Prune. Instead of decoupling the filtering process and model
training, we maintain one normally training model and one delay updated model to score each sample, and adopt an iterative
strategy to filter out noisy samples at each epoch. We show their difference in Figure 1.

A.3. Masked Language Modeling

Masked language modeling (MLM) (Devlin et al., 2018) is a self-supervised pretraining objective, which has been widely
adopted in natural language processing for learning text representations. Specifically, MLM trains a model to predict a
random sample of input tokens that have been replaced by a [MASK] placeholder in a multi-class setting over the entire
vocabulary. When pretraining, it is common to use MLM to improve downstream performance. In our work, we introduce
MLM into cross-modal pre-training utilizing extra text data and validate its value for improving the performance on both
cross-modal and single-modal tasks.

B. Experiment
B.1. Implementation Details

B.1.1. CROSS-LINGUAL DISTILLATION

To obtain a Chinese text encoder efficiently, we conduct cross-language knowledge distillation. Specifically, we initialize our
text encoder on the top of CLIP ViT-B/32 (Radford et al., 2021) with additional transformer layers, all layers are learnable.
We train the Chinese text encoder on the Chinese-English text paired dataset following the scheme described in Section 2.1
with batch size of 256.

B.1.2. CROSS-MODAL PRE-TRAINING

We adopt the image encoder from CLIP ViT-B/32 (Radford et al., 2021) and keep it frozen in the pre-training process. The
distilled Chinese encoder is used as text encoder. Following MOCO (He et al., 2020) and CLIP (Radford et al., 2021), we
set the learning rate to 2 × 10−3, weight decay to 10−4, dropout to 10−1, and use cosine warm-up schedule as learning
rate adjuster. As for the size of image memory queue, we set it to 5× 104 as a trade-off between performance and training
efficiency. The filter rank is set to 0.9.

In the pre-training process, we design two data loaders for the image-text pairs and text data. The batch size of image-text
data and text data are set to 180 and 40 respectively. The text data is loaded similarly with BERT: the masking probability is
set to 15% for each token, and each masked token has a 20% chance to be replaced by other tokens.

ECLIP is trained via a regular multitask learning scheme, and its performance is affected by the weights between the
contrastive learning task and extra masked language modeling task. As the contrastive learning task is major objective and
the other is auxiliary objective, we simply set the weights proportional to their batch sizes without complicated parameter
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search. It is worth mentioning that we remove the MLM task from the pre-training process when the filtering stops, making
the model focusing on contrastive learning tasks.

B.1.3. HYPERPARAMETERS SETTING

Cross-Lingual Distillation We build our text encoder on the top of CLIP ViT-B/32 (Radford et al., 2021) added with 32
transformer layers11. For each layer, the feature dimension is 512, depth is 20 and sequence length is 77. During training,
we adopt Adam optimizer where learning rate is 2× 10−4, eps is 1× 10−8, betas is (0.9,0.98) and weight decay is 0.01.
The cosine schedule warm-up is used to adjust learning rate adaptively. For the tokenize method, we adopt the method from
CPM12.

Cross-modal Pre-Training We find hyperparameters based on the results on AIC-ICC validation set. For the queue size of
image encoder, we train 2× 105 steps and find that the R@1 does not increase significantly when the queue size reaches
5× 104. We adopt this value for the trade-off between R@1 and training efficiency.

Queue size 2× 102 2× 103 2× 104

R@1 14.34 14.99 16.54
Queue size 5× 104 1× 105 2× 105

R@1 17.15 17.18 17.2

Table 5. Effect of queue size.

For the choice of filter rank, we empirically test with 4 values and adopt 0.9 in all experiment setting.

Filter Rank 0.7 0.8 0.9 0.99

R@1 17.66 17.82 18.02 14.70

Table 6. Effect of filter rank.

B.1.4. IMPLEMENTATION OF SIMCSE

In single-modality evaluation on text retrieval, we train a SimCSE utilizing wiki2019zh13 and BQ Corpus14, following the
same hyperparameter setting as the original SimCSE (Gao et al., 2021). We divide text into multiple shorter sentences with
a length of less than 77 as input data, and conduct pre-processing as mentioned in 3.1.3. We initialize our Chinese SimCSE
with the pre-trained SimCSE-RoBERTa-large model. We add [CLS] token to each text, and use the representation at the
position of [CLS] token as its sentence embedding. We set the learning rate to 1 × 10−5, the weight decay to 1 × 10−4,
dropout to the default 0.1. We train the model in unsupervised style with wiki2019zh dataset and then fine-tune it on BQ
Corpus for supervised learning.

B.2. Single-Modality Evaluation on other datasets

B.2.1. TEXT RETRIEVAL IN CHINESE DOMAIN

We evaluate on AFQMC and LCQMC (Liu et al., 2018) which are also commonly adopted semantic matching datasets in
Chinese in addition to AIC-ICC. The results are shown in Table 7.

B.2.2. TEXT RETRIEVAL IN ENGLISH DOMAIN

Besides of evaluation on Chinese domain, we also evaluate on COCO2014 test set (only use its captions) for a more
convincing validation. The results can be found in Table 8.

11https://github.com/lucidrains/DALLE-pytorch
12https://github.com/yangjianxin1/CPM
13https://www.kaggle.com/ziyunshuang/wiki2019zh
14http://icrc.hitsz.edu.cn/Article/show/175.html



ECLIP: Efficient Contrastive Language-Image Pretraining via Ensemble Confidence Learning and Masked Language Modeling

Figure 3. Manually annotated examples of pairs in ‘Good’, ‘Normal’ and ‘Bad’ quality. The original text is in Chinese, we provide
translated English text for those non-native Chinese speakers. The ratio of ‘Bad’ dramatically reduced after ECL module.

B.3. Visualization

B.3.1. ANNOTATION GUIDELINE

We manually check the dataset quality in a qualitative way. Each annotator is asked to label 100 image-text pairs randomly
sampled from the corresponding dataset. We define the ‘Quality’ of pairs into 3 types. Good case is a strong-correlated pair,
where the text exactly describes what happens in its corresponding image. Normal case is a weak-correlated pair, where
the text just contains objectives that appear in the image. Bad case is a non-correlated pair, where the text is absolutely
irrelevant with the image. For more intuitively understanding of each type, we provide visual results in B.3.2.

B.3.2. VISUALIZATION RESULTS

We provide visualization results of manually annotated pairs in Figure 3 for better understanding. We show that ECL
effectively filter out those bad pairs.

B.4. Ablation Studies

B.4.1. EFFECT OF ENSEMBLE CONFIDENCE LEARNING

The key contribution in our approach is the Ensemble Confidence Learning (ECL) strategy, where we adaptively filter noisy
data for improving training efficiency and model performance. To show the effectiveness of ECL, we train ECLIP under 4
different settings, and evaluate them on 3 tasks. Specifically, we first train ECLIP (300M) using the original 300 millions
noisy pairs without ECL and any other filtering process. Then we train ECLIP (200M∗) and ECLIP (100M∗) with 200
millions and 100 millions pairs that are less noisy than the original data, these data are the subset of 300 millions after ECL
process, the denoise is conduct at the beginning and no filtering is adopted in the training. In ECLIP+ECL (300M), we train
ECLIP with 300 millions noisy pairs and filter out noisy data adaptively with ECL.
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Method AFQMC(%) LCQMC(%)
R1 R5 R10 R1 R5 R10

CLIP† 6.43 14.80 19.96 57.17 78.22 82.74
WenLan 9.72 18.68 23.92 66.27 87.01 90.82
CLIP‡ 12.03 24.59 31.54 74.53 93.50 96.18
SimCSE 13.34 27.22 33.78 78.56 95.52 97.32
ECLIP 15.77 30.72 36.54 81.58 98.10 98.88

Table 7. Results for short text retrieval on AFQMC and LCQMC. † and ‡ means translation and distillation, respectively.

Method Text Match(%)
R@1 R@5 R@10

CLIP 38.34 59.44 68.52
ECLIP 40.40 62.20 71.80

Table 8. Results on short text retrieval on COCO2014 test set.

Good Data
Normal Data
Noisy Data

300M Traing Set 200M Traing Set 100M Traing Set
Good Data
Normal Data
Noisy Data

Good Data
Normal Data
Noisy Data

Figure 4. Confident score distribution of training sets. 300M, 200M and 100M datasets are of noise level by descending order. CK

and SK are scores given by moving average and the shadow scoring model. In the first epoch (K=1), CK is the same as SK . With the
progress of filtering, ECL successfully separates pairs in ‘Good’, ‘Normal’ and ‘Noisy’ based on their confident scores.

Method T2I TC TR

ECLIP (300M) 10.77 65.20 32.70
ECLIP (200M*) 14.87 66.70 40.65
ECLIP (100M*) 16.72 65.92 40.38
ECLIP+ECL (300M) 18.02 67.20 43.48

Table 9. Effect of ECL strategy. T2I, TC and TM denote text-to-image retrieval, text classification and text retrieval respectively. T2I
reports the R@1 result for cross-modal retrieval tasks on the AIC-ICC test subset, TC reports the text classification result on TNEWS
dataset, TM reports the R@1 result for short text retrieval on AIC-ICC test subset. M stands for a million of uncleaned data. ∗ means the
data is cleaned with ECL strategy.

We evaluate these models on text-to-image retrieval, text classification and text retrieval tasks. As the first 3 lines of table 9
shown, as the quality of data increases, although the scale of data decreases, the retrieval performance still gains significant
improvement, but when the dataset size is reduced to a certain extent, the downstream performance of NLP degrades.
Second, instead of using the highly correlated data (denoted with ∗) at the beginning, ECL strategy adopts an adaptive way
to select a training subset from a huge noisy dataset, which is shown to be a good trade-off between dataset size and noise.
ECLIP equipped with ECL achieves improvement on both cross-modality and single-modality tasks.

To further provide evidence for the choice of scoring shadow model in ECL, we also evaluate the performance when we
only adopt the fixed distillation model for scoring (step 1 in ECL). Results are shown in Table 10.
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Models T2I TC TR

ECLIP (wo) 17.03 67.20 42.04
ECLIP (w) 18.02 67.20 43.48

Table 10. Effect of the scoring model. T2I, TC and TR denote text-to-image retrieval, text classification and text retrieval respectively. w
and wo represent with or without updating scoring model.

To verify the effectiveness of ECL module for adaptive filtering noisy pairs, we randomly sample 1000 samples from the
300 million, 200 million, and 100 million datasets (The last 2 datasets are cleaned by ECL from the 300 million dataset)
respectively, and annotate them manually given 3 candidate labels. ‘Clean’ represents those pairs that are strong-correlated
in semantic, ‘Noisy’ represents those pairs that are non-correlated in semantic, the rest of pairs are attributed to ‘Good’ that
usually has weak-correlation. We count the proportion and show the human annotated results in Table 11. We visualize the
distribution of the manual data, as shown in Figure 4. It can be seen that ECL has a strong ability to remove noisy data and
separate the good cases from the other cases. We also provide annotation guideline and actual ‘Noisy’, ‘Normal’ and ‘Good’
image-text pairs and visualization.

dataset size 300M 200M 100M
Noisy % 28.0 8.0 1.0

Normal % 51.0 45.0 33.0
Good % 21.0 47.0 66.0

Table 11. Denoise performance of ECL.

B.4.2. EFFECT OF MASKED LANGUAGE MODELING

The another contribution of our work is that we introduce the auxiliary objective MLM to cross-modal pre-training and
show its effectiveness to improve generalization. We also evaluate the effect of the MLM objective on text-image retrieval,
text classification and text retrieval tasks.

Models T2I TC TR

ECLIP (wo) 17.27 63.40 40.30
ECLIP (w) 18.02 67.20 43.48

Table 12. Effect of Masked Language Modeling on cross-modal pre-training. T2I, TC and TM denote text-to-image retrieval, text
classification and text retrieval respectively. T2I reports the R@1 result for cross-modal retrieval tasks on the AIC-ICC test subset, TC
reports the text classification result on TNEWS dataset, TM reports the R@1 result for short text retrieval on AIC-ICC test subset.

As shown in Table 12, the extra single-modal (text) pre-training branch not only enhances model’s zero-shot transfer ability
on text classification and text retrieval (single-modal) tasks, but also improves the performance on text-to-image retrieval
(cross-modal) tasks. As expected, the performance gains from text retrieval (3.18%↑) and text classification (3.80%↑) are
higher than cross-modal retrieval (0.75%↑).


