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Abstract

We introduce a new task called Adaptable Error Detection (AED), which aims
to identify behavior errors in few-shot imitation (FSI) policies based on visual
observations in novel environments. The potential to cause serious damage to
surrounding areas limits the application of FSI policies in real-world scenarios.
Thus, a robust system is necessary to notify operators when FSI policies are
inconsistent with the intent of demonstrations. This task introduces three challenges:
(1) detecting behavior errors in novel environments, (2) identifying behavior errors
that occur without revealing notable changes, and (3) lacking complete temporal
information of the rollout due to the necessity of online detection. However, the
existing benchmarks cannot support the development of AED because their tasks
do not present all these challenges. To this end, we develop a cross-domain AED
benchmark, consisting of 322 base and 153 novel environments. Additionally, we
propose Pattern Observer (PrObe) to address these challenges. PrObe is equipped
with a powerful pattern extractor and guided by novel learning objectives to parse
discernible patterns in the policy feature representations of normal or error states.
Through our comprehensive evaluation, PrObe demonstrates superior capability
to detect errors arising from a wide range of FSI policies, consistently surpassing
strong baselines. Moreover, we conduct detailed ablations and a pilot study on
error correction to validate the effectiveness of the proposed architecture design
and the practicality of the AED task, respectively. The AED project page can be
found at https://aed-neurips.github.io/.

1 Introduction

Few-shot imitation (FSI), a framework that learns a policy in novel (unseen) environments from a few
demonstrations, has recently drawn significant attention in the community [1, 2, 3, 4, 5, 6]. Notably,
the framework, as exemplified by [7, 8, 9, 10, 1, 11, 2], has demonstrated its efficacy across a range of
robotic manipulation tasks. This framework shows significant potential to adapt to a new task based
on just a few demonstrations from their owners [1, 2]. However, a major barrier that still limits their
ability to infiltrate our everyday lives is the ability to detect behavior errors in novel environments.

We propose a challenging and crucial task called adaptable error detection (AED), aiming to monitor
FSI policies from visual observations and report their behavior errors, along with the corresponding
benchmark. In this work, behavior errors refer to states that deviate from the demonstrated behavior,
necessitating the timely termination of the policy upon their occurrence. Unlike existing few-shot
visual perception tasks [12], failures can result in significant disruptions to surrounding objects and
humans in the real world. This nature often restricts real-world experiments to simple tasks. Our
AED benchmark is built within Coppeliasim [13] and Pyrep [14], encompassing six indoor tasks and
one factory task. This comprehensive benchmark comprises 322 base and 153 new environments,
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Figure 1: Our novel adaptable error detection (AED) task. To monitor the behavior of the few-shot
imitation (FSI) policy πθ, the adaptable error detector needs to address three challenges: (1) it works
in novel environments, (2) no notable changes reveal when behavior errors occur, and (3) it requires
online detection. These challenges make existing error detection methods infeasible.

spanning diverse domains and incorporating multiple stages. We aim to create a thorough evaluation
platform for AED methodologies, ensuring their effectiveness before real-world deployment.

The AED task present three novel challenges, illustrated in Figure 1. First, AED entails monitoring a
policy’s behavior in novel environments, the normal states of which are not observed during training.
Second, detecting behavior errors becomes challenging, as there are no noticeable changes to indicate
when such errors occur. Specifically, this makes it difficult to discern either minor visual differences
or misunderstandings of the task through adjacent frames. Third, AED requires online detection to
terminate the policy timely, lacking complete temporal information of the rollout.

Current approaches struggle to address the unique challenges posed by AED. One-class classification
(OCC) methods, including one-class SVMs [15] or autoencoders [16, 17, 18, 19], face difficulties in
handling unseen environments. These methods are trained solely with normal samples and identify
anomalies by evaluating their significant deviation from the learned distribution. However, normal
states in novel environments, which include unseen backgrounds and objects, are already considered
out-of-distribution for these techniques, resulting in subpar performance. Multiple instance learning
[20] or patch-based methods [21, 22] may alleviate the second challenge, particularly minor visual
differences, in seen environments. However, the feasibility of applying these methods to AED remains
underexplored. Video few-shot anomaly detection (vFSAD) methods [21, 23, 24] are unsuitable for
AED due to their dependency on full temporal observation from videos.

To this end, we introduce Pattern Observer (PrObe), a novel algorithm that extracts discriminative
features from the monitored policy to identify instances of behavior errors. Specifically, PrObe
designs a gating mechanism to extract task-relevant features from the monitored FSI policy to
mitigate the impact of a novel environment (first challenge). Then, we design an effective loss
function to distill sparse pattern features, making it easier to observe changes in observation (second
challenge). Additionally, we design a recurrent generator to generate a pattern flow of current policy.
Finally, we determine if there is a behavior error by proposing a novel temporal-aware contrastive
objective to compare the pattern flow and demonstrations (third challenge).

We conduct thorough experiments on the proposed benchmark. Even when faced with various policy
behaviors and different characteristics of strong baselines, our PrObe still achieved the highest Top 1
counts, average ranking, and average performance difference (with a maximum difference of up to
40%), demonstrating its superiority. Additionally, we conducted an extensive ablative study to justify
the effectiveness of our design choices. Furthermore, we reported additional experimental results
covering timing accuracy, embedding visualization, demonstration quality, viewpoint changes, and
error correction to validate our claims and the practicality of our task and method.

Contributions Our work makes three significant contributions: (1) We define a vital yet under-
explored task called Adaptable Error Detection (AED) and develop its associated benchmark to
facilitate collective exploration by the research community. (2) We introduce PrObe, a novel method
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that monitors the policy’s behavior by retrieving patterns from its feature embeddings. (3) We conduct
thorough evaluations on the proposed benchmark, demonstrating the effectiveness of PrObe. It
surpasses several baselines and shows robustness across different policies. We anticipate that our
research will serve as a key foundation for future real-world experiments in the field of FSI research.

2 Related Work

2.1 Few-shot Imitation (FSI)

Policy With the recent progress in meta-learning [25], the community explores the paradigm for
learning policies from limited demonstrations during inference [26, 27, 28]. Notably, these works
either assume that the agent and expert have the same configuration or explicitly learn a motion
mapping between them [27]. Conversely, DC methods [1, 11, 29] develop a policy that behaves
conditioned both on the current state and demonstrations. Furthermore, they implicitly learn the
mapping between agents and experts, making fine-tuning optional. Thereby, effectively extracting
knowledge from demonstrations becomes the most critical matter. In most FSI works, no environment
interactions are allowed before inference. Hence, policies are usually trained by behavior cloning
(BC) objectives, i.e., learning the likelihood of expert actions by giving expert observations. Recently,
DCRL [1] trains a model using reinforcement learning (RL) objects and performs FSI tasks without
interacting with novel environments.

Evaluation tasks Since humans can perform complex long-horizon tasks after watching a few
demonstrations, FSI studies continuously pursue solving long-horizon tasks to verify if machines
can achieve the same level. A set of research applies policy on a robot arm to perform daily life
tasks in the real world [27] or simulation [7]. The task is usually multi-stage and composed of
primitives/skills/stages [11, 2], such as a typical pick-and-place task [28] or multiple boxes stacking
[7]. Besides, MoMaRT [19] tackles a challenging mobile robot task in a kitchen scene.

Our work formulates the AED task for the safety concern of FSI policies and proposes PrObe to
address it, which is valuable for extensive FSI research. Besides, we have also built challenging FSI
tasks containing attributes such as scenes from different fields, realistic simulation, task distractors,
and various robot behaviors

2.2 Few-shot Anomaly Detection (FSAD)

Problem setting Most existing FSAD studies deal with anomalies in images [22, 30, 31, 32, 33]
and a few tackle anomalies in videos [34, 35, 36, 24]. Moreover, problem settings are diverse. Some
works presume only normal data are given during training [30, 33, 34, 35], while others train models
with normal and a few anomaly data and include unknown anomaly classes during inference [31, 36].

Method summary Studies that only use normal training samples usually develop a reconstruction-
based model with auxiliary objectives, such as meta-learning [34], optical flow [35], and adversarial
training [30, 35]. Besides, patch-based methods [31, 22] reveal the performance superiority on main
image FSAD benchmark [37] since the anomaly are tiny defeats. Regarding video few-shot anomaly
detection (vFSAD), existing works access a complete video to compute the temporal information for
determining if it contains anomalies. In addition, vFSAD benchmarks [38, 39] provide frame-level
labels to evaluate the accuracy of locating anomalies in videos.

Comparison between vFSAD and AED task Although both the vFSAD and our AED task require
methods to perform in unseen environments, there are differences: (1) The anomalies in vFSAD
involve common objects, while AED methods monitor the policy’s behavior errors. (2) An anomaly
in vFSAD results in a notable change in the perception field, such as a cyclist suddenly appearing
on the sidewalk [38]. However, no notable change is evident when a behavior error occurs in AED.
(3) The whole video is accessible in vFSAD [21, 23, 24], allowing for the leverage of its statistical
information. In contrast, AED requires online detection to terminate the policy timely, lacking the
complete temporal information of the rollout. These differences make our AED task more challenging
and also render vFSAD methods infeasible.
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3 Preliminaries

Few-shot imitation (FSI) FSI is a framework worthy of attention, accelerating the development of
various robot applications. Following [11], a FSI task is associated with a set of base environments
Eb and novel environments En. In each novel environment en ∈ En, a few demonstrations Dn

are given. The objective is to seek a policy π that achieves the best performance (e.g., success
rate) in novel environments leveraging a few demonstrations. Note that, a task in base and novel
environments are semantically similar, but their backgrounds and interactive objects are disjoint.
The framework takes as input N demonstrations (collected by a RGB-D camera) and an RGB-D
image of the current observation, following the setting of [10, 11]. Addressing FSI tasks typically
involves three challenges in practice [11]: (1) The task is long-horizon and multi-stage. (2) The
demonstrations are length-variant, making each step misaligned, and (3) The expert and agent have a
distinct appearance or configuration. Developing a policy to solve the FSI task and simultaneously
tackle these challenges is crucial.

Demonstration-conditioned (DC) policy As stated above, the expert and agent usually have
different appearances or configurations. The DC policy π(a | s,D) learns an implicit mapping
using current states s and demonstrations D to compute agent actions a. Next, we present the
unified architecture of DC policies and how they produce the action. When the observations o and
demonstrations are RGB-D images that only provide partial information, we assume that the current
history ht := (o1, o2, ..., ot) and demonstrations D are adopted as inputs.

A DC policy comprises a feature encoder, a task-embedding network, and an actor. After receiving
the rollout history h, the feature encoder extracts the history features fh. Meanwhile, the feature
encoder also extracts the demonstration features. Then, the task-embedding network computes the
task-embedding fζ to retrieve task guidance. Notably, the lengths of agent rollout and demonstrations
can vary. The task-embedding network is expected to handle length-variant sequences by padding
frames to a prefixed length or applying attention mechanisms. Afterward, the actor predicts the action
for the latest observation, conditioned on the history features fh and task-embedding fζ . Additionally,
an optional inverse dynamics module predicts the action between consecutive observations to improve
the policy’s understanding of how actions affect environmental changes. At last, the predicted actions
are optimized by the negative log-likelihood or regression objectives (MSE).

4 Adaptable Error Detection (AED)

Our AED task is formulated to monitor and report FSI policies’ behavior errors, i.e., states of policy
rollouts that are inconsistent with demonstrations. The challenges posed by the AED task have been
presented in Figure 1. We formally state the task and describe the protocol we utilized below.

Task statement Let c denote the category of agent’s behavior status, where c ∈ C,C =
{normal, error}. When the agent with the trained FSI policy πθ performs in a novel environment en,
an adaptable error detector ϕ can access the agent’s rollout history h and a few expert demonstrations
Dn. It then predicts the categorical probability ŷ of the behavior status for the latest state in the
history h by ŷ = ϕ(h,Dn) = P (c | enc(h,Dn)), where enc denotes the feature encoder, and it may
be encϕ (ϕ contains its own encoder) or encπθ

(based on policy’s encoder). Next, let y represent the
ground truth probability, we evaluate ϕ via the expectation of detection accuracy over agent rollouts
Xn in all novel environments En:

Een∼EnEen,πθ(·|·,Dn)Eh∼XnA(ŷ, y), (1)

where A(·, ·) is the accuracy function that returns 1 if ŷ is consistent with y and 0 otherwise. However,
frame-level labels are often lacking in novel environments due to the established assumption [8, 11]
that we have less control over them. Therefore, we employ a sequence-level A(·, ·) in our experiments.

Protocol We explain the utilized protocol (shown in Figure 2) with a practical scenario: A company
develops a home robot assistant. This robot can perform a set of everyday missions in customers’
houses (novel environments En), given a few demonstrations Dn from the customer. Before selling,
the robot is trained in the base environments Eb built by the company. In this scenario, both the
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Figure 2: Our AED protocol. the successful agent rollouts Xb
succ, failed agent rollouts Xb

fail, and a
few expert demonstrations Db are available for all base environments Eb. Then, the task contains
three phases: policy training, AED training, and AED inference. We aim to train an adaptable error
detector ϕ to report policy πθ’s behavior errors when performing in novel environments En.

agent’s and expert’s optimal policies π∗ are available during training, with an established assumption
from the FSI society [8, 10, 11] that base environments are highly controllable. Then, we can collect
successful agent rollouts Xb

succ and a few expert demonstrations Db for all base environments 1.
Next, we also collect failed agent rollouts Xb

fail by intervening in the agent’s π∗ at a critical timing
(e.g., the moment to grasp objects) so that Xb

fail can possess precise frame-level error labels.

With these resources, our utilized AED protocol consists of three phases: (1) The policy πθ is
optimized using successful agent rollouts Xb

succ and a few demonstrations Db. (2) The adaptable
error detector ϕ is trained on agent rollouts Xb

succ, Xb
fail and a few demonstrations Db. Besides, the

detector ϕ may use features extracted from policy πθ’s encoder, whose parameters are not updated in
this phase. (3) The policy πθ solves the task leveraging few demonstrations Dn, and the detector ϕ
monitors the policy’s behavior simultaneously. Notably, no agent rollouts are collected in this phase.
Only a few demonstrations Dn are available since the agent is now in novel environments En.

5 Pattern Observer (PrObe)

Overview To address the AED task, we develop a rollout augmentation approach and a tailored
AED method. The rollout augmentation aims to increase the diversity of collected rollouts and
prevent AED methods from being overly sensitive to subtle differences in rollouts. Regarding the
AED method, our insight is to detect behavior errors from policy features that contain task-related
knowledge, rather than independently training an encoder to judge from visual observations alone.
Thus, we propose Pattern Observer (PrObe), which discovers the unexpressed patterns in the policy
features extracted from frames of successful or failed states. Even if the visual inputs vary during
inference, PrObe leverages the pattern flow and a consistency comparison to effectively alleviate the
challenges posed by the AED task.

5.1 Rollout Augmentation

To ensure a balanced number of successful and failed rollouts (i.e., Xb
succ and Xb

fail), along with
precise frame-level labels, we gather them using the agent’s optimal policy π∗ (with intervention).
However, even if the policy πθ is trained on Xb

succ, it inevitably diverges from the agent’s optimal
policy π∗ due to limited rollout diversity. Therefore, AED methods trained solely on the raw collected
agent rollouts will be too sensitive to any subtle differences in the trained policy’s rollouts, leading to
high false positive rates.

1The successful agent rollouts are not expert demonstrations since they might have different configurations.

5



Policy

pattern extractor flow generator

(LSTM)

t
history 

embeddings

task 

embeddings

logit error 

prediction

logit

fusion

history 

embeddings

pattern extractor

gate

sign

IN 𝐿𝑐𝑙𝑠

𝐿𝑡𝑒𝑚

FC IN FC FC

𝐿𝑝𝑎𝑡

IN

𝑓𝑝

pattern

𝑓ℎ

𝑓𝜁

pattern

unit

unit signgate

IN

FC

agent rollout

demonstrations

unit vector

instance

normalization

linear layer

linear w/ sigmoid

concatenate

Hadamard

product

sign of 

features

notations

pattern

Figure 3: Architecture of PrObe. PrObe detects behavior errors through the pattern extracted from
policy features. The learnable gated pattern extractor and flow generator (LSTM) compute the pattern
flow of history features fh. Then, the fusion with transformed task-embeddings fζ aims to compare
the task consistency. PrObe predicts the behavior error based on the fused embeddings. Objectives,
Lpat, Ltem, and Lcls, optimize the corresponding outputs.

Accordingly, we augment agent rollouts so as to increase their diversity and dilute the behavior
discrepancy between trained πθ and agent’s π∗. Specifically, we iterate through each frame and its
label from sampled agent rollouts and randomly apply the following operations: keep, drop, swap, and
copy, with probabilities of 0.3, 0.3, 0.2, and 0.2, respectively. This process injects distinct behaviors
into the collected rollouts, such as speeding up (interval frames dropped), slowing down (repetitive
frames), and non-smooth movements (swapped frames). We demonstrate that this approach can
contribute to AED methods, as shown in Figure 11 in the Appendix.

5.2 PrObe Architecture

As depicted in Figure 3, PrObe comprises three major components: a pattern extractor, a pattern flow
generator, and an embedding fusion. First, the pattern extractor take as input the history features fh
from the trained policy πθ, aiming to retrieve discriminative information from each embedding of fh.
Precisely, the pattern extractor transforms fh into unit embeddings through division by its L2 norm,
thus mitigating biases caused by changes in visual inputs (first challenge). Then, a learnable gate
composed of a linear layer with a sigmoid function determines the importance of each embedding
cell. A Hadamard product between the sign of unit embeddings and the importance scores, followed
by instance normalization (IN), is applied to obtain the pattern features fp for each timestep.

Second, PrObe feeds fp into an LSTM (flow generator, third challenge) to generate the pattern flow.
Intuitively, the changes in the pattern flow of successful and failed rollouts will differ. On the other
hand, the task-embeddings fζ extracted from πθ are transformed by an IN layer, a linear layer (FC),
and a tanh function, mapping the task-embeddings into a space similar to the pattern flow.

Third, a fusion process concatenates the pattern flow and transformed task-embeddings to compute
the error predictions ŷ. This process is expected to compare the consistency between the agent rollout
and demonstrations and uses this as a basis for determining whether behavior errors occur.

Objective Functions PrObe is optimized by one supervised and two unsupervised objectives.
Firstly, a binary cross-entropy objective Lcls is employed to optimize the error prediction ŷ, as
frame-level labels y are available during training. Secondly, the L1 loss Lpat is applied to the pattern
features fp, encouraging the pattern extractor to generate sparse pattern features, facilitating the
observation of pattern changes (second challenge). Thirdly, a contrastive objective Ltem, a temporal-
aware variant of triplet loss [40], is developed and applied to the logit embeddings to emphasize the
difference between the normal and error states in failed rollouts Xb

fail (third challenge). The idea
behind Ltem is that adjacent frames’ logits contain similar signals due to the temporal information
from the pattern flow, even in the presence of errors (cf. Figure 7 in the Appendix). Blindly pushing
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the logits of normal and error states far apart could mislead the model and have adverse effects.
Therefore, Ltem considers the temporal relationship between samples and is calculated as follows:

Ltem =
1

N

N∑
i=0

max(∥logitai − logitpi ∥2 − ∥logitai − logitni ∥2 +mt, 0). (2)

Here, N is the number of sampled pairs, and the temporal-aware margin mt = m ∗ (1.0−α ∗ (dap −
dan)) adjusts based on the temporal distance of anchor, positive and negative samples. m represents
the margin in the original triplet loss, while dap, dan are the clipped temporal distances between the
anchor and positive sample, and the anchor and negative sample, respectively. Ultimately, PrObe is
optimized through a weighted combination of these three objectives.

6 Experiments

Our experiments seek to address the following questions: (1) Is it better to solve the AED task by
analyzing discernible patterns in policy features rather than using independent encoders to extract
features from visual observations? (2) How do our architecture designs contribute, and how do they
perform in various practical situations? (3) Can our AED task be effectively integrated with error
correction tasks to provide greater overall contribution?

6.1 Experimental Settings

Evaluation tasks Existing manipulation benchmarks [41, 42, 43, 44] cannot be used to evaluate
the AED task because they do not effectively represent all challenges posed by the AED task, such as
cross-environment training and deployment. Therefore, we have designed seven cross-domain and
multi-stage robot manipulation tasks that encompass both the challenges encountered in FSI [11] and
our AED task. Detailed task information is provided in Section D of the Appendix, including mission
descriptions, schematics, configurations, and possible behavioral errors. Our tasks are developed
using Coppeliasim [13], with Pyrep [14] serving as the coding interface.

FSI policies To assess the ability of AED methods to handle various policy behaviors, we implement
three demonstration-conditioned (DC) policies to perform FSI tasks, following the descriptions in
Section 3 and utilizing the same feature extractor and actor architecture. The primary difference
among these policies lies in how they extract task embeddings from expert demonstrations. NaiveDC
[8]2 concatenates the first and last frames of demonstrations and averages their embeddings to
obtain task-embeddings; DCT [1]3 employs cross-demonstration attention and fuses them at the
time dimension; SCAN [11] computes tasks-embeddings using stage-conscious attention to identify
critical frames in demonstrations. More details can be found in Section A of the Appendix.

Baselines In our newly proposed AED task, we compare PrObe with four strong baselines, each
possessing different characteristics, as detailed in Section C of the Appendix. Unlike PrObe, all
baselines incorporate their own encoder to distinguish errors. We describe their strategies for detecting
errors here: (1) SVDDED: A deep one-class SVM [16] determines whether the current observation
deviates from the centroid of demonstration frames (single frame, OOD). (2) TaskEmbED: A model
[8] distinguishes the consistency between the current observation and demonstrations (single frame,
metric-learning). (3) LSTMED: A deep LSTM [45] predicts errors solely based on current rollout
history (temporal). (4) DCTED: A deep transformer [1] distinguishes the consistency between the
current rollout history and demonstrations (temporal, metric-learning).

Metrics We report the area under the receiver operating characteristic (AUROC) and the area
under the precision-recall curve (AUPRC), two conventional threshold-independent metrics in er-
ror/anomaly detection literature [46, 47]. To compute these scores, we linearly select 5000 thresholds
spaced from 0 to 1 (or SVDDED’s outputs) and apply a sequence-level accuracy function (cf. Section
E.1 in the Appendix). Furthermore, we conduct an evaluation to verify if AED methods can identify
behavior errors timely, as depicted in Figure 5.

2TaskEmb → NaiveDC, avoiding confusion w/ AED baselines.
3DCRL → DCT (transformer), since we don’t use RL training.
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Figure 4: Performance comparison of AED methods on seven challenging FSI tasks. The values
under each policy indicate its success rate for each task. AUROC[↑] and AUPRC[↑] scores are listed
in the upper and lower rows for each policy, respectively, ranging from 0 to 1. According to the
statistics table, PrObe achieves the highest Top 1 counts (15 and 17 out of 21 cases), average ranking,
and average performance difference in both metrics, demonstrating its superiority and robustness.

6.2 Analysis of Experimental Results

Main experiment - detecting policies’ behavior errors Our main experiment aims to verify
whether discerning policies’ behavior errors from their features is an effective strategy. We follow the
protocol in Figure 2 to conduct the experiment. Specifically, the FSI policies perform all seven tasks,
and their rollouts are collected. Then, the AED methods infer the error predictions for these rollouts.
Lastly, we report two metrics based on their inference results. Notably, the results of policy rollout
are often biased (e.g., many successes or failures). Thus, AUPRC provides more meaningful insights
in this experiment because it is less affected by the class imbalance of outcomes.

Due to the diverse nature of policy behaviors and the varying characteristics of baselines, achieving
consistently superior results across all tasks is highly challenging. Nonetheless, according to Figure 4,
our PrObe achieved the highest Top 1 counts, average ranking, and average performance difference in
both metrics, indicating PrObe’s superiority among AED methods and its robustness across different
policies. We attribute this to PrObe’s design, which effectively addresses the challenges in the AED
task. The average performance difference is the average performance gain compared to the worst
method across cases, calculated as (score− worst_score)/worst_score.

Additionally, we investigated cases where PrObe exhibited suboptimal performance, which can be
grouped into two types: (1) Errors occurring at specific timings (e.g., at the end of the rollout) and
identifiable without reference to the demonstrations (e.g., DCT policy in Organize Table). (2) Errors
that are less obvious compared to the demonstrations, such as when the drawer is closed with a small
gap (SCAN and DCT policies in Close Drawer). In these cases, the pattern flow does not change
enough to be recognized, resulting in suboptimal results for PrObe.
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Successful rollout case Failed rollout case

label SVDDED TaskEmbED LSTMED DCTED PrObe (Ours)

Figure 5: Visualization of timing accuracy. Raw probabilities and SVDDED outputs of selected
successful (left) and failed (right) rollouts are drawn. PrObe raises the error at the accurate timing in
the failed rollout and stably recognizes normal states in the successful case.

PrObe (ours)LSTMEDTaskEmbED

normal states

error states

rollout progress

begin

(dark)

end

(bright)

success rollout

failed rollout

error occurred

Figure 6: t-SNE visualization of learned embeddings (representations). The green and red circles
represent normal and error states, respectively. The brightness of the circle indicates the rollout
progress (from dark to bright). The embeddings learned by our PrObe have better interpretability
because they exhibit task progress and homogeneous state clustering characteristics.

Timing accuracy Our main experiment examines whether AED methods can accurately identify
behavioral errors when provided with complete policy rollouts. To further validate the timing of their
predictions, we annotated a subset of rollouts (specifically the SCAN policy in Pick & Place) and
visualized the raw outputs of all AED methods. SVDDED outputs the embedding distance between
observation and task-embedding, while others compute probabilities, as depicted in Figure 5.

In the successful rollout case, both our PrObe and LSTMED consistently identify states as normal,
while other methods misidentify them, increasing the probability that inputs represent error states.
Conversely, in the failed rollout case, PrObe detects errors after a brief delay (< 5 frames), signifi-
cantly elevating the probability. We attribute this short delay to the time it takes for pattern flow to
induce sufficient change. Nonetheless, PrObe detects errors with the closest timing; other methods
either raise probabilities too early or too late. We emphasize that this phenomenon is common and
not a deliberate choice.

Embedding visualization To analyze whether the learned embeddings possess discernible patterns,
we initially extract the same 20 rollouts from the annotated dataset above using three AED methods
to obtain the embeddings. Subsequently, we present the t-SNE transform [48] on these embeddings
in Figure 6. Obviously, the embeddings learned by TaskEmbED and LSTMED are scattered and
lack an explainable structure. In contrast, our PrObe’s embeddings exhibit characteristics of task
progress and homogeneous state clustering, i.e., the states with similar properties (e.g., the beginnings
of rollouts, the same type of failures) are closer. This experiment supports the hypothesis that PrObe
can learn implicit patterns from the policy’s feature embeddings.

Ablations and supportive experiments In response to the second question, we summarize compre-
hensive ablations in the Appendix. First, Figure 11 indicates that the proposed rollout augmentation
(RA) strategy increases the rollout diversity and benefits AED methods with temporal information.
Second, Figure 12 demonstrates that PrObe’s design effectively improves performance. Third,
Figure 13 illustrates PrObe’s performance stability by executing multiple experiment runs on a
subset of tasks and computing the performance variance. Fourth, we examine how AED methods’
performance is influenced when receiving demonstrations with distinct qualities, as presented
in Table 7. Lastly, we study the influence of viewpoint changes in Table 8. Please refer to the
corresponding paragraphs in the Appendix for exhaustive versions.
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Table 1: Error correction results. Success Rate (SR) [↑] is reported. The detection threshold is set as
0.9 for all methods. The values indicate the performance of the DCT policy without correction (first
column) and its collaboration with the correction policy and four AED methods (remaining columns).
PrObe is the only method that improves the performance, as it detects the error most accurately.

DCT policy w/ TaskEmbED w/ LSTMED w/ DCTED w/ PrObe

80.56 ± 11.65% 80.56 ± 11.65% 80.28 ± 11.60% 71.67 ± 20.75% 82.22 ± 10.17%

6.3 Pilot Study on Error Correction

To further examine the practicality of our AED task (the third question), we conducted a pilot study
on error correction. In this experiment, the FSI policy is paused after the AED methods detect an
error. Then, a correction policy from [19], which resets the agent to a predefined safe pose, is applied.
Finally, the FSI policy continues to complete the task. We conducted the study on the Press Button
task, where errors are most likely to occur and be corrected. Besides, the correction policy is defined
as moving to the top center of the table. We allowed the DCT policy to cooperate with the correction
policy and four AED methods (SVDDED excluded), as summarized in Table 1.

We have two following findings: (1) Our PrObe is verified to be the most accurate method once again.
In contrast, other AED methods may cause errors at the wrong timing, making it challenging for the
correction policy to improve performance (it may even have a negative impact on original successful
trials). (2) The performance gain from the correction policy is minor, as it lacks precise guidance in
unseen environments.

We believe that error correction in novel environments warrants a separate study due to its challenging
nature, as observed in the pilot study. One potential solution is the human-in-the-loop correction,
which operates through instructions [49, 50] or physical guidance [51]. However, their generalization
ability and cost when applying to our AED task need further discussion and verification. We will
leave this as a topic for our future work.

7 Conclusion

We point out the importance of monitoring policy behavior errors to accelerate the development
of FSI research. To this end, we formulate the novel adaptable error detection (AED) task, whose
three challenges make previous error detection methods infeasible. To address AED, we propose
the novel Pattern Observer (PrObe) by detecting errors in the space of policy features. With the
extracted discernible patterns and additional task-related knowledge, PrObe effectively alleviates
AED’s challenges. It achieves the best performance, as confirmed by both our primary experiment
and thorough ablation analyses. We also demonstrate PrObe’s robustness in the timing accuracy
experiment and the learned embedding visualization. Additionally, we provide a pilot study on
error correction, revealing the practicality of the AED task. Our work is an essential cornerstone in
developing future FSI research to conduct complex real-world experiments.

Limitations and future work We carefully discuss the limitations of our work in Section F of the
Appendix, including online AED inference and real-world experiments. For future work, developing
a unified AED method applicable to various tasks and policies is worth exploring. Additionally,
discovering previously unseen erroneous behaviors remains an interesting and challenging avenue.
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Appendix

This appendix presents more details of our work, following a similar flow to the main paper. First,
Section A introduces the few-shot imitation (FSI) policies. Then, our PrObe’s details are provided
in Section B. Besides, the strong AED baselines are depicted in Section C. Next, the designed
multi-stage FSI tasks are exhaustively described in Section D, including task configurations, design
motivations, and possible behavior errors. In addition, more experimental results are shown in Section
E to support our claims. At last, we responsibly present our work’s limitations in Section F.

A FSI Policy Details

We follow the main paper’s Section 3 to implement three state-of-the-art demonstration-conditioned
(DC) policies, including NaiveDC[8], DCT[1], and SCAN[11], and monitor their behaviors.

Table 2: General components’ settings of FSI policies

Visual head

input shape T × 4 × 120 × 160
architecture a resnet18 with a FC layer and a dropout layer

out dim. of resnet18 512
out dim. of visual head 256

dropout rate 0.5

Actor

input dim. 512 or 768
architecture a MLP with two parallel FC layers (pos & control)

hidden dims. of MLP [512 or 768, 256, 64]
out dim. of pos layer 3

out dim. of control layer 1

Architecture settings The same visual head and actor architecture are employed for all policies to
conduct a fair comparison. Table 2 and Table 3 present the settings of general components (visual
head and actor) and respective task-embedding network settings for better reproducibility.

In the visual head, we added a fully-connected and a dropout layer after a single ResNet18 to mitigate
overfitting of the data from base environments. Moreover, the input dimension of the actor module is
determined by adding the dimensions of the outputs from the visual head and the task-embedding
network. For the DCT and SCAN policies, the task-embedding’s dimension matches the visual head’s
output. However, the task-embedding’s dimension in NaiveDC policy is twice the size.

Regarding the task-embedding network, NaiveDC concatenates the first and last frames of each
demonstration Subsequently, it computes the average as the task-embedding, without involving
any attention mechanism; DCT incorporates cross-demonstration attention to fuse demonstration
features, followed by applying rollout-demonstration attention to compute the task-embedding; SCAN
utilizes an attention mechanism to attend to each demonstration from the rollout, aiming to filter out
uninformative frames. It then fuses attended frames to obtain the final task-embedding. Furthermore,
we employ a standard LSTM in our implementation, differing from the setting described in [11].

Training details To optimize the policies, we utilize a RMSProp optimizer [52] with a learning rate
of 1e-4 and a L2 regularizer with a weight of 1e-2. Each training epoch involves iterating through all
base environments. Within each iteration, we sample five demonstrations and ten rollouts from the
sampled base environment. The total number of epochs varies depending on the specific tasks and is
specified in Table 5. All policy experiments are conducted on a Ubuntu 20.04 machine equipped with
an Intel i9-9900K CPU, 64GB RAM, and a NVIDIA RTX 3090 24GB GPU.

B PrObe Details

We propose the Pattern Observer (PrObe) to address the novel AED task by detecting behavior
errors from the policy’s feature representations, which offers two advantages: (1) PrObe has a better
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Table 3: Task-embedding network settings of FSI policies

NaiveDC

input data demonstrations
process concat the first and last demonstration frames and average
out dim. 512

DCT (Transformer-based)

input data current rollout and demonstrations
process a cross-demo attention followed by a rollout-demo attention

number of encoder layers 2
number of decoder layers 2

number of heads 8
normalization eps 1e-5

dropout rate 0.1
out dim. 256

SCAN

input data current rollout and demonstrations
process rollout-demo attentions for each demonstration and then average

number of LSTM layer 1
bi-directional LSTM False

out dim. 256

understanding of the policy because the trained policy remains the same during both AED training
and testing. This consistency enhances its effectiveness in identifying errors. (2) The additional task
knowledge from the policy encoder aids in enhancing the error detection performance. We have
described PrObe’s architecture and their usages in Section 5 of the main paper. Here, we introduce
more PrObe’s design justification and training objectives.

PrObe’s design justification The pattern extractor aims to extract observable patterns from em-
beddings in policy features. One potential approach is to leverage discrete encoding, as used in [53].
However, the required dimension of discrete embedding may vary and be sensitive to the evaluation
tasks. To address variability, we leverage an alternative approach that operates in a continuous
but sparse space. Additionally, the goal of the pattern flow generator is to capture the temporal
information of current patterns. Due to the characteristics of the AED task, a standard LSTM model is
better suited than a modern transformer. This is because policy rollouts are collected sequentially, and
adjacent frames contain crucial information, especially when behavior errors occur. Finally, PrObe
detects inconsistencies by comparing the pattern flow with the transformed task embedding. The
contributions of PrObe’s components are verified and shown in Figure 12. The results demonstrate
that our designed components significantly improve performance.

Objectives We leverage three objectives to guide our PrObe: a BCE loss Lcls for error classification,
a L1 loss Lpat for pattern enhancement, and a novel temporal-aware triplet loss Ltem for logit
discernibility. First, the PrObe’s error prediction ŷ can be optimized by Lcls since the ground-truth
frame-level labels y are accessible during training, which is calculated by,

Lcls = − 1

Nr

1

Th

Nr∑
i=0

Th∑
j=0

(yi,j · ln ŷi,j + (1− yi,j) · ln(1− ŷi,j)), (3)

where Nr and Th are the number and length of rollouts, respectively. Then, we leverage the L1
objective Lpat to encourage the pattern extractor to learn a more sparse pattern embedding fp, which
can be formulated by

Lpat =
1

Nr

1

Th

Nr∑
i=0

Th∑
j=0

|fp,i,j |. (4)
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Figure 7: Schematic of our novel temporal-aware triplet loss Ltem. When the anchor and positive
sample are more related in both the time and task aspects, the temporal-aware margin mt will be
larger (the closer the two embeddings are encouraged). Besides, mt provides a slight encouragement
in case the positive sample and anchor are far away on temporal distance.

With the objective Lpat, the pattern embeddings are expected to be sparse and easily observable of
changes, benefiting the model in distinguishing behavior errors.

Next, we highlight that the time relationship should also be considered when applying contrastive
learning to temporal-sequence data, in addition to determining whether the frames are normal or
errors for the task. Thus, Ltem is a novel temporal-aware triplet loss [40], and the temporal-aware
margin mt in Ltem will have different effects depending on the relationship between the anchor and
the positive/negative sample, as depicted in Figure 7. The Ltem can be calculated by:

Ltem =
1

N

N∑
i=0

max(∥logitai − logitpi ∥2 − ∥logitai − logitni ∥2 +mt, 0), (5)

where N is the number of sampled pairs, and the temporal-aware margin mt = m ∗ (1.0 − α ∗
(dap − dan)) will be enlarged or reduced considering the temporal distance of anchor, positive and
negative samples. Among them, m is the margin in the original triplet loss, and dap, dan are the
clipped temporal distances between the anchor and positive sample and the anchor and negative
sample, respectively. With Ltem, PrObe can efficiently perform contrastive learning without getting
confused by blindly pulling temporally distant anchors and positive samples closer.

Lastly, the total loss Ltotal is the combination of three objectives:

Ltotal = λpatLpat + λtemLtem + λclsLcls, (6)

where λpat, λtem, and λpat are weights to balance different objectives.

Table 4: Attributes of error detection methods

method name policy training temporal DC-based output type # of
dependent rollouts information parameters

SVDDED only successful ✓ distance 11.31M
TaskEmbED both ✓ probability 11.52M

LSTMED both ✓ probability 11.85M
DCTED both ✓ ✓ probability 14.49M

PrObe (ours) ✓ both ✓ ✓ probability 0.65M
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C Error Detector Details

We compare our PrObe with several strong baselines that possesses different attributes, aiming to
verify their effectiveness on addressing the adaptable error detection (AED) task. In this section, we
comprehensively present the attributes and training details associated with these baselines.

Baseline attributes Table 4 presents the attributes of AED baselines and our PrObe. All baselines
have their own encoder and are independent of the policies, which offers the advantage that they only
need to be trained once and can be used for various policies. However, as a result, they recognize
errors only based on visual information. Now we describe their details:

• SVDDED: A modified deep one-class SVM method [16] trained only with successful
rollouts. It relies on measuring the distance between rollout embeddings to the center
embedding to detect behavior errors, without considering the temporal information. We
compute the center embedding by averaging demonstration features and minimize the
embedding distance between rollout features and the center during training.

• TaskEmbED: A single-frame baseline trained with successful and failed rollouts, which
is a modification from the NaiveDC policy [8]. It concatenates and averages the first and
last demonstration frames as the task-embedding. Then, it predicts the behavior errors
conditioned on the current frame and task-embedding.

• LSTMED: A deep LSTM model [45] predicts errors based solely on the current rollout.
It is trained with successful and failed rollouts without access to demonstration data. It is
expected to excel in identifying errors that occur at similar timings to those observed during
training. However, it may struggle to recognize errors that deviate from the demonstrations.

• DCTED: A baseline with temporal information derived from the DCT policy [1]. It is
trained with successful and failed rollouts and incorporates with demonstration information.
One notable distinction between DCTED and our PrObe lies in their policy dependencies.
DCTED detects errors using its own encoder, which solely leverages visual information
obtained within the novel environment. Conversely, PrObe learns within the policy feature
space, incorporating additional task-related knowledge.

Training details Similar to optimizing the policies, we utilize a RMSProp optimizer with a learning
rate of 1e-4 and a weight regularizer with a weight of 1e-2 to train the error detection models. During
each iteration within an epoch, we sample five demonstrations, ten successful agent rollouts, and ten
failed rollouts from the sampled base environment for all error detection models except SVDDED.
For SVDDED, we sample five demonstrations and twenty successful agent rollouts since it is trained
solely on normal samples. Notably, all error detection experiments are conducted on the same
machine as the policy experiments, ensuring consistency between the two sets of experiments.

D Evaluation Tasks

To obtain accurate frame-level error labels in the base environments and to create a simulation envi-
ronment that closely resembles real-world scenarios, we determined that existing robot manipulation
benchmarks/tasks [54, 41, 42, 55, 11, 43, 44] did not meet our requirements. Consequently, seven
challenging FSI tasks containing 322 base and 153 novel environments are developed. Their general
attributes are introduced in Section D.1 and Table 5; the detailed task descriptions and visualizations
are provided in Section D.2 and Figure 8-9, respectively.

D.1 General Task Attributes

• Generalization: To present the characteristics of changeable visual signals in real scenes,
we build dozens of novel environments for each task, comprising various targets and task-
related or environmental distractors. Also, dozens of base environments are built as training
resources, enhancing AED methods’ generalization ability. Letting them train in base
environments with different domains can also be regarded as a domain randomization
technique [9], preprocessing for future sim2real experiments.
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Table 5: FSI task configurations

Task # of # of # of # of # of # of
stages epochs base env. novel env. task distractors env. distractors

Close Drawer 1 160 18 18 1 3
Press Button 1 40 27 18 0 3
Pick & Place 2 50 90 42 1 0

Move Glass Cup 2 50 42 20 1 0
Organize Table 3 50 49 25 1 0

Back to Box 3 50 60 18 0 3
Factory Packing 4 80 36 12 0 0
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Figure 8: Visualizations of our designed indoor FSI tasks. The backgrounds (wall, floor) and
interactive objects are disjoint between base and novel environments.

Figure 9: Progress visualization of our Factory Packing task. The agent needs to wait for the box’s
arrival. It then places the product into the box and lets the box move to the next conveyor belt.

• Challenging: Three challenges, including multi-stage tasks, misaligned demonstrations, and
different appearances between expert and agent, are included in our FSI tasks. Moreover,
unlike existing benchmarks (e.g., RLBench [41]) attaching the objects to the robot while
grasping, we turn on the gravity and friction during the whole process of simulation, so
grasped objects may drop due to unsmooth movement.

• Realistic: Our tasks support multi-source lighting, soft shadow, and complex object texture
to make them closer to reality (cf. Figure 9). Existing benchmarks usually have no shadow
(or only a hard shadow) and simple texture. Besides, all objects are given reasonable weights.
The aforementioned gravity and friction also make our missions more realistic.
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D.2 Task Descriptions

Close Drawer (1-stage, indoor)

Description Fully close the drawer that was closed by the expert in demonstrations.
Besides, the objects on the table will be randomly set in the designated area.

Success condition The target drawer is fully closed, and another drawer (distractor) must not
be moved.

Behavior errors (1) Not fully close the target drawer; (2) Close the distractor, not the target
drawer; (3) Close two drawers at the same time.

Press Button (1-stage, indoor)

Description Fully press the button which is randomly placed in a designated area.
Success condition The button is fully pressed.
Behavior errors (1) Not touching the button at all; (2) The button is not fully pressed.

Pick & Place (2-stages, indoor)

Description Pick and place the mug/cup into the bowl the expert placed in demonstra-
tions.

Success condition The mug/cup is fully placed in the target bowl.
Behavior errors (1) Failed to pick up the mug/cup; (2) Failed to place it into the target bowl;

(3) Misplaced the mug/cup into another bowl (distractor).

Move Glass Cup (2-stages, indoor)

Description Pick up and place a glass of water on the coaster the expert placed in
demonstrations.

Success condition The glass of water is placed on the target coaster and no water is spilled.
Behavior errors (1) Failed to pick up the glass of water; (2) drips spilling; (3) Not placed on

the target coaster.

Organize Table (3-stages, indoor)

Description Pick up and place the object in front of the target bookshelf, and push it
under the shelf.

Success condition The object is fully under the target shelf.
Behavior errors (1) Failed to pick up the object; (2) Losing object during moving; (3) Not

fully placed under the target shelf.

Back to Box (3-stages, indoor)

Description Pick up the magic cube/dice and place it into the storage box. Then, push
the box until it is fully under the bookshelf.

Success condition The magic cube/dice is in the storage box, and the box is fully under the
bookshelf.

Behavior errors (1) Failed to pick up the magic cube/dice. (2) Failed to place the magic
cube/dice into the storage box. (3) The box is not fully under the bookshelf.

Factory Packing (4-stages, factory)

Description Wait until the product box reaches the operating table, place the product in
the box, and pick and place the box on the next conveyor belt.

Success condition The product is inside the box, and the box reaches the destination table.
Behavior errors (1) Failed to place the product into the box. (2) Failed to pick up the box.

(3) Failed to place the box on the next conveyor belt.
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E Additional Experimental Results

This section reports more experimental results. We introduce the accuracy function used for deter-
mining an error prediction result in Section E.1. Furthermore, more details on the main experiment
are provided in Section E.2, Next, all ablations are summarized in Section E.3. At last, the pilot study
on error correction is shown in Section 6.3.

E.1 Accuracy Function

rollout successful? any error raised? marked as

  false positive (FP)

  true negative (TN)

  true positive (TP)

  false negative (FN)

Figure 10: Rules in the accuracy function A(·, ·) to determine the error prediction results.

As stated in the main paper, our control and understanding are diminished in novel environments.
Consequently, during inference, we lack frame-level labels, only discerning success or failure at
the end of the rollout. We adopt similar rules from [19] to define the accuracy function A(·, ·), as
depicted in Figure 10. This function determines the outcome of error prediction at the sequence-level,
which may not adequately reflect the accuracy of timing for error detection. Hence, we proceed to
conduct the timing accuracy experiment (Figure 5 in the main paper) to address this concern.

E.2 Main Experiment’s Details

Table 6: FSI policy performance. Success rate (SR) [↑] and its standard deviation (STD) are reported.
STD is calculated across novel environments, rather than multiple experiment rounds. This accounts
for the variability in STDs, as the difficulty of novel environments within the same task can vary.

Close Drawer Press Button Pick & Place Move Glass Cup

NaiveDC 91.11 ± 20.85% 51.94 ± 18.79% 55.00 ± 24.98% 42.25 ± 34.04%
DCT 80.56 ± 26.71% 80.56 ± 11.65% 64.05 ± 19.77% 88.00 ± 14.87%

SCAN 88.33 ± 13.94% 75.56 ± 12.68% 71.19 ± 15.38% 58.25 ± 20.33%

Organize Table Back to Box Factory Packing

NaiveDC 12.20 ± 13.93% 08.89 ± 09.21% 45.42 ± 30.92%
DCT 79.00 ± 09.27% 29.17 ± 09.46% 88.75 ± 07.11%

SCAN 66.60 ± 23.18% 58.89 ± 10.87% 63.75 ± 33.11%

FSI policy performance The policy performance is originally reported in Figure 4 of the main
paper. Here, we provide a comprehensive overview in Table 6. Each policy conducts 20 executions
(rollouts) for each novel environment to obtain the success rate (SR). Subsequently, the average
success rate and its standard deviation (STD) are calculated across these SRs. Large STD values may
arise due to the diversity in difficulty among novel environments. Factors such as variations in object
size or challenging destination locations can lead to divergent performance outcomes for the policies.
Additionally, these rollouts are collected for later AED inference.

In general, the NaiveDC policy achieves the best results in simple tasks because the task-embedding
from the concatenation of the first and last two frames provides sufficient information. However, its
performance rapidly declines as task difficulty increases. Besides, the DCT policy excels in tasks
where the misalignment between demonstrations is less severe, as it fuses the task-embeddings in the
temporal dimension. Lastly, the SCAN policy outperforms in tasks with high temporal variability
because its attention mechanism filters out uninformative demonstration frames effectively.
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Main experiment’s ROC curves We have reported detailed numbers from the main experiment in
Figure 4 of the main paper. Here, Figure 15 (on page 25) presents the ROC curves of all tasks. The
numbers reported in Figure 4 represent the area under the curves. To reiterate, our proposed PrObe
achieves the best performance on both metrics and can handle the various behaviors exhibited by
different policies.

E.3 Ablation Study
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Figure 11: Effectiveness of rollout augmentation (RA). AUROC[↑] and AUPRC[↑] are reported.
Methods trained without RA (dark) and with RA(bright) and their performance gap are listed. RA is
more beneficial for methods with time information (rightmost three columns). Also, the improvement
from RA is more evident when the performance of FSI policy is higher (SCAN case).

Rollout augmentation This experiment aims to validate whether rollout augmentation (RA) en-
hances the collected agent rollout diversity and, consequently, improves the robustness of error
detectors. Figure 11 presents the results of all error detection methods (trained with and without
RA) monitoring policies solving the Pick & Place task, yielding the following findings: (1) RA
has a minor or even negative impact on SVDDED, as expected. Since SVDDED is exclusively
trained on single frames from successful rollouts, the removal of frames by RA decreases overall
frame diversity. (2) RA proves beneficial for methods incorporating temporal information (LSTMED,
DCTED, and PrObe), particularly when the FSI policy performs better (SCAN case). This is because
error detectors cannot casually trigger an error, or they risk making a false-positive prediction. The
results indicate that methods trained with RA generate fewer false-positive predictions, showcasing
improved robustness to various policy behaviors.
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Figure 12: Component contributions. AUROC[↑] and AUPRC[↑] are reported. The pattern extractor
and two auxiliary objectives significantly improve the performance.

PrObe’s design verification Figure 12 illustrates the performance contribution of each component
of PrObe, observed while monitoring the SCAN policy solving the Pick & Place task. The naive
model (first column) removes the pattern extractor and utilizes a FC layer followed by an IN layer to
transform history embeddings. Clearly, the designed components and objectives enhance performance,
particularly with the addition of the pattern extractor into the model. We attribute this improvement
to the fact that the extracted embedding patterns by our PrObe are more informative and discernible.
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Figure 13: Performance results with error bars (standard deviation, STD). AUROC[↑], AUPRC[↑]
are reported. Here, STDs are computed across multiple experiment rounds (random seeds). It is
obvious that in the representative Pick & Place task, PrObe not only achieves the highest scores when
detecting all policies’ behavior errors but also has the best stability (the smallest STD).

Performance stability Our work involves training and testing all policies and AED methods
to produce results for an FSI task. Additionally, each task comprises numerous base and novel
environments. These factors make it time-consuming and impractical to include error bars in the
main experiment (Figure 4 of the main paper). Based on our experience, generating the results of the
main experiment once would require over 150 hours.

Therefore, we selected the most representative Pick & Place task among our FSI tasks and conducted
multiple training and inference iterations for all AED methods. We present the AUROC, AUPRC,
and their standard deviations (STD) averaged over multiple experimental rounds (with five random
seeds) in Figure 13. From the results, our proposed PrObe not only achieves the best performance in
detecting behavior errors across all policies but also exhibits the most stable performance among all
AED methods, with the smallest STD values.

label SVDDED TaskEmbED LSTMED DCTED PrObe (Ours)

0

14

28

13

27

error

Figure 14: PrObe’s failure prediction. In the Pick & Place task, the rollout is terminated immediately
if the mug is no longer on the table, giving the error detectors only six frames to detect the error in
this case. However, it took a while for our Probe’s pattern flow to induce enough change. By the last
frame, PrObe was just beginning to increase its predicted probability, but it was too late.
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PrObe’s failure prediction We analyze cases in which PrObe is ineffective at detecting behavior
errors and visualize the results in Figure 14. As stated in the main paper, our PrObe requires a short
period after the error occurs to allow the pattern flow to induce enough changes. However, in the
case depicted in Figure14, the mug had fallen off the table, resulting in the immediate termination of
the rollout. Such a short duration is insufficient for PrObe to adequately reflect, thereby rendering it
unable to substantially increase the prediction probability of behavioral errors at the last moment.
Developing mechanisms for quick responsive pattern flow is one of our future research directions.

Table 7: Demonstration quality experiment. AUPRC [↑] is reported. This experiment verifies the
influence of demonstration quality on both the FSI policy and AED methods. PrObe is the only
method that can achieve higher performance when receiving sub-optimal demonstrations, as the FSI
policies raise more failures.

NaiveDC policy

Setting Success Rate SVDDED TaskEmbED LSTMED DCTED PrObe

all optimal 51.94 ± 18.79% 0.6956 0.7280 0.7051 0.8405 0.8851
3 optimal & 2 sub 50.83 ± 18.50% 0.6861 0.7407 0.7168 0.8832 0.9059

all sub-optimal 51.67 ± 17.24% 0.6414 0.7276 0.7044 0.8446 0.8930

DCT policy

Setting Success Rate SVDDED TaskEmbED LSTMED DCTED PrObe

all optimal 80.56 ± 11.65% 0.3789 0.3597 0.4468 0.5734 0.7474
3 optimal & 2 sub 78.61 ± 14.02% 0.3908 0.3811 0.4606 0.6019 0.7530

all sub-optimal 77.22 ± 14.16% 0.3899 0.4051 0.4718 0.5341 0.7588

SCAN policy

Setting Success Rate SVDDED TaskEmbED LSTMED DCTED PrObe

all optimal 75.56 ± 12.68% 0.4653 0.4657 0.4487 0.6757 0.7505
3 optimal & 2 sub 71.67 ± 11.18% 0.4985 0.5165 0.4979 0.7467 0.7804

all sub-optimal 69.72 ± 12.30% 0.4886 0.5262 0.5096 0.7140 0.7752

Demonstration quality We verify the influence of demonstration quality on both the FSI policy
and AED methods, specifically testing it on the Press Button task. We collected sub-optimal
demonstrations that failed to press the button on the first trial but successfully pressed it on the second
try. Then, the policies and AED methods used these demonstrations to perform the task.

We expected the policy performance to decrease as the demonstration quality decreases. Therefore,
AED methods should achieve a higher AUPRC score if they are not affected by the quality changes of
demonstrations, as it becomes easier to detect errors. However, from Table 7, we observe that not all
AED methods obtain higher scores, indicating that they are also affected by the decrease in quality.

Notably, our proposed PrObe is the only method that achieves better results for all cases when
comparing the first and second rows, and the first and third rows for each policy. Additionally, an
interesting observation can be found in the case of NaiveDC policy (comparing all optimal vs. all
sub-optimal): LSTMED and TaskEmbED obtained similar AUPRC scores, as they do not access
the demonstration information directly; SVDDED suffered in this situation since it averages every
demonstration frames (including those sub-optimal movements); DCTED and our PrObe achieved
slightly better results because they filter useful information from the demonstrations.

Table 8: Viewpoint changes. AUROC [↑] is reported. We study the impact of viewpoint changes on
AED methods’ performance. The camera is slightly shifted away from the table during inference,
which makes detecting errors more difficult. Nevertheless, our PrObe is the least affected method.

Viewpoint SVDDED TaskEmbED LSTMED DCTED PrObe

original 0.5694 0.5465 0.4929 0.7501 0.7498
shift 0.4821 0.4959 0.4667 0.7056 0.7225

difference -15.34% -9.27% -5.32% -5.93% -3.64%
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Viewpoint changes As AED methods detects behavior errors through visual observations, changes
in camera viewpoint will affect the ease of observing errors. We conducted the experiment in the
Press Button task with the DCT policy and all AED methods. In this experiment, the camera is
slightly shifted away from the table and robot arm, which makes detecting errors more difficult.
Besides, the policy is also impacted because the policy and AED methods utilize the same camera.
Thus, the performance of DCT policy decreases from 80.00 ± 10.80% to 78.33 ± 11.18%.

From Table 8, although the policy yields more behavior errors after camera shifted, the performance
of all AED methods decreases due to the increased difficulty of detecting errors. Nevertheless, our
PrObe is the least affected method, which demonstrates its superiority against other approaches.

F Limitations

Offline evaluation in AED inference? Our ultimate goal is to terminate (or pause) the policy
instantly when detecting a behavior error online. However, in our main experiment, only the trained
policies performed in novel environments online, and their rollouts were collected. AED methods
later use the rollouts to predict errors for a fair comparison. Nevertheless, we illustrate that PrObe
effectively address the online detection challenge through the time accuracy experiment. Additionally,
the pilot study on error correction involves running AED methods online to promptly correct errors.

No comparison with state-of-the-art methods? While there are no available state-of-the-art
(SOTA) methods for the novel AED task we formulate, we have endeavored to design several
strong baselines with various characteristics (cf. Section C of the Appendix). These baselines draw
inspiration from relevant areas such as one-class classification, metric-learning, temporal modeling.
Moreover, their number of learnable parameters is ten times that of our PrObe. Nonetheless, PrObe
demonstrates superior performance compared to them in our extensive experiments.

Additionally, we observed a parallel line of research focused on detecting or correcting robot errors,
with some SOTA approaches [51, 49, 50, 56]. However, our approach and theirs have different
natures in terms of the task scenario. Their methods typically rely on human-in-the-loop guidance,
whereas in our setting, the robot operates in an unseen environment, and the expert may only be able
to provide demonstrations without the capability to correct the robot’s failures. Consequently, they
are not suitable as baselines in this work.

Not evaluated on benchmarks or in real-world environments? Due to the practical challenges
inherent in FSI tasks and the AED task, we have had to develop our own benchmarks and tasks.
Moreover, the lack of real-world experiments is attributed to the following reasons: (1) Deploying
the necessary resources for the AED task in the real world is high-cost and requires a long-term plan
due to safety concerns. (2) The FSI policies still struggle to perform complex tasks in the real world,
making assessments less than comprehensive. (3) Although PrObe achieves the best performance,
there is still significant room for improvement in addressing the AED task. We emphasize that hastily
conducting AED and FSI research in real environments may cause irreparable damage.

Even previous error correction work [19] or related safe exploration research [57, 58, 59] was
conducted in simulation environments, demonstrating that it is reasonable and valuable for us to
conduct detailed verification in simulations first. As mentioned earlier, we have developed seven
challenging and realistic multi-stage FSI tasks, each containing dozens of base and novel environments.
To our knowledge, the simulation environments we established are the closest to real-world scenarios
in the literature.

Broader Impact

Our work focuses on addressing a critical learning task, specifically the error detection of policy
behaviors, with the goal of accelerating the development of safety-aware robotic applications in real-
world scenarios. While we have not identified any immediate negative impacts or ethical concerns, it
is essential for us to remain vigilant and continuously assess potential societal implications as our
research progresses.
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Figure 15: AED methods’ ROC curves for all FSI tasks. The AUROC scores reported in the main
paper’s Figure 4 are the area under the curves.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our abstract and introduction clearly describe that (1) our AED task is essential
and practical, (2) a comprehensive benchmark is proposed as an evaluation platform, and
(3) our PrObe is an effective method for the AED task. The contributions and scope of our
work are also presented in the introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer:[Yes]
Justification: We responsibly present our work’s limitations in Section F of the Appendix.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: Our work does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: In addition to the information provided in the Experiment section of the
main paper, we describe how to reproduce the results of FSI policies, our PrObe, and error
detection baselines in Sections A, B, and C of the Appendix, respectively. These details
include model architectures, hyperparameters, optimizer settings, and experimental device.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will release the code and data once everything is ready.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All experimental settings are provided in corresponding sections (Section A,
B, C of the Appendix) for FSI policies, PrObe, and error detection baselines.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The performance results with error bar are provided in Figure 13 and its
explanation paragraphs in the Appendix (on page 21).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The information is provided in the same place as the experimental details.
Please check our response to question 6.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: All authors have checked NeurIPS Code of Ethics carefully and the paper
adheres to it.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed the broader impacts of our work in the Appendix (after
Limitation, on page 24)

Guidelines:
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our work poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer:[Yes]

Justification: Although our submission does not include source code, we clearly indicate the
licenses of the assets used and their sources in our code.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We will document our proposed benchmark to make it easy for users to extend
and leverage. Once our work is accepted, we will open-source it immediately.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our work does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our work does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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