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ABSTRACT

Adaptive reasoning is essential for aligning the computational effort of large language
models (LLMs) with the intrinsic difficulty of problems. Current chain-of-thought methods
boost reasoning ability but indiscriminately generate long explanations, leading to evident
inefficiency. However, existing reinforcement learning approaches to adaptive thinking
remain unstable and heavily reward-dependent. Here we propose DART, a supervised
Difficulty-Adaptive Reasoning Truncation framework that adjusts thinking length accord-
ing to problem difficulty. By distilling concise reasoning patterns from stronger models,
interpolating them into a continuum of reasoning styles, and curating optimal training
data that balances correctness and compactness, DART learns when to “stop thinking”.
Across multiple mathematical benchmarks, experimental results demonstrate its remark-
able efficiency while preserving or improving accuracy, achieving a significant 81.2%
reasoning truncation (DeepSeek-R1-Distill-Qwen-7B on GSMS8K dataset) with 5.33x
computational acceleration. DART provides a stable and general paradigm for efficient
reasoning, advancing the development of adaptive intelligence in LLMs.

1 INTRODUCTION

The emergence of chain-of-thought (CoT) reasoning has marked a significant advance in enhancing the
problem-solving abilities of LLMs by decomposing complex questions into intermediate steps (Wei et al.,
2022; Kojima et al.l 2022). Despite its effectiveness, the conventional CoT paradigm exhibits a critical
inefficiency: it typically generates reasoning chains of a fixed, often excessive, length regardless of the
inherent difficulty of the problem at hand (Chen et al., 2024} [Fan et al., [2025; |Sui et al., |2025). This “one-size-
fits-all” approach results in substantial computational redundancy, increasing inference latency and resource
consumption—a major bottleneck for deploying LLMs in applications.

Adaptive reasoning, which aligns computational effort with problem difficulty, offers a promising path toward
efficiency. Recent attempts to achieve such adaptability have largely relied on reinforcement learning (RL)
frameworks, training models to penalize unnecessary reasoning length while preserving accuracy (Arora
& Zanettel 2025 [Ling et al.l 2025 [Zhang et al., [2025b}; [Shen et al.| [2025). However, these RL-based
methods remain unstable and heavily reward-dependent, suffering from high training difficulty and limited
generalizability. Alternative approaches such as knowledge distillation focus on generating shorter reasoning
chains (Yu et al.; 2024; Kang et al.,|2025} |Xia et al., 2025)), yet they produce statically compressed CoTs that
lack dynamic adaptability. The key challenge is therefore to enable difficulty-aware reasoning in a stable and
general manner, without relying on complex RL pipelines.

To address this gap, we propose DART (Difficulty-Adaptive Reasoning Truncation), a supervised learning
framework that enables LLMs to dynamically adjust their reasoning length according to problem difficulty.
As illustrated in Fig.[I] DART bypasses the instability of RL through a structured data-centric pipeline: i)
Reasoning Distillation: concise reasoning chains are distilled from a powerful teacher model, providing
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Figure 1: Overall workflow of the proposed DART framework.

a base model that learns compact yet faithful reasoning; ii) Reasoning Interpolation: by interpolating
between the base and distilled models with a coefficient cr, we generate a continuum of reasoning styles
ranging from verbose to concise; iii) Optimal Data Curation: for each problem, the shortest reasoning chain
that still yields the correct answer is automatically selected, intrinsically matching depth to difficulty; iv)
Supervised Adaptive Training: a final model is trained on this curated dataset, learning to “stop thinking”
on the minimal sufficient step without reward engineering. Across representative mathematical benchmarks,
DART reduces reasoning length by up to 81.2% (DeepSeek-R1-Distill-Qwen-7B on GSM8K dataset) with
5.33x computational acceleration, establishing a stable paradigm for efficient adaptive reasoning in LLMs.

2 RELATED WORK

Reasoning Chain Compression and Distillation. To address the computational overhead of lengthy
reasoning chains, several compression and distillation techniques have been proposed. Knowledge distillation
methods train smaller student models to mimic the reasoning processes of larger teacher models
[2024}; [Kang et al, 2025} [Xia et al} 2025). These approaches typically produce statistically compressed
reasoning chains that maintain a fixed length across all problems. Prompt-based compression techniques
let all 2025} [Han et al.| [2024)) attempt to generate shorter reasoning chains through specialized prompting
strategies, but often struggle with accuracy preservation on complex problems. Our work differs by introducing
dynamic compression that adapts reasoning length to problem difficulty, achieving better efficiency-accuracy
trade-offs than static compression methods.

Adaptive Reasoning Methods. Adaptive reasoning aims to dynamically adjust the reasoning process based

on problem characteristics. Reinforcement learning approaches (Arora & Zanette), 2025} [Yu et al}, 2025}

Shen et all, 2025} [Zhang et all 20254) train length policies to decide when to halt reasoning, but face
challenges with training stability and reward engineering. Prompt-based adaptive methods (Han et al.| [2024)

use heuristic rules to control reasoning length, but lack learning-based optimization. Unlike these approaches,
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DART employs a novel supervised learning framework that learns optimal reasoning length policies from
automatically curated data, avoiding the instability of RL methods while maintaining architectural flexibility.

3 METHOD

3.1 MOTIVATION

The core motivation behind our work stems from a fundamental observation on the relationship between the
amount of reasoning (measured in the number of tokens generated) and the final reasoning accuracy.

To quantify this, we conducted a preliminary experiment on a subset of 10 problems from the MATH-500
(Lightman et al., [2023)) dataset. Using our model fusion technique (detailed in Section , we generated
reasoning chains for these problems across a spectrum of lengths, controlled by the fusion coefficient o. For
each problem, we evaluated the correctness of the answer yielded by chains of varying lengths. We then
analyzed the aggregate accuracy as a function of the average number of tokens in the reasoning chains.

The key observation is that the resulting accuracy-vs-tokens Accuracy vs Tokens across Problems
curve exhibits a pronounced Sigmoid (S-shaped) pattern, as 10 -

illustrated in Fig. |2} This curve reveals three distinct phases: 1)
an initial low-accuracy plateau with insufficient reasoning steps,
ii) a rapid ascent where token increases significantly boost ac-
curacy (the “sweet spot”), and iii) a final plateau of diminishing
returns where additional tokens yield minimal gains.
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This Sigmoid relationship highlights a critical inefficiency in
standard CoT generation: for given problem, there exists an proplem 476
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accuracy, and generating anything beyond this point is wasteful. Tokens ]
) ) ) ) L Figure 2: The trade-off between reasoning
However, this optimal length is not universal; it is tied to the  chain length and accuracy, illustrated with

difficulty of the individual problem. Simple problems may 10 problems from the MATH-500 dataset.
reside on the upper plateau, requiring only a few steps, while

complex ones may need to be in the rapid ascent phase to be solved correctly. Current methods—whether
generating long chains or distilling fixed short chains—operate at a single point on this curve. They force all
problems to be processed with a one-size-fits-all reasoning budget, inevitably leading to inefficiency (for easy
problems) or inadequacy (for hard ones).

Accuracy
S
=)

e
kS

S
%

Therefore, the goal is not to find a single best average length, but to enable a model to dynamically locate the
minimal sufficient point on this curve for each input problem. This is the definition of adaptive thinking that
our method, DART, is designed to achieve.

3.2 STEP 1: DISTILLING SHORT COTS

This initial step aims to establish the two core model components for the DART framework: a compact Base
Model that possesses inherent long-chain reasoning capability, and a Distilled Model derived from it that
produces concise reasoning chains. This distillation process is crucial for creating the “short-chain” endpoint
of the reasoning spectrum, which will be interpolated with the powerful pre-existing “long-chain” base model.

Base Model (M},,5.). We select an efficient, open-source base model that natively supports chain-of-thought
reasoning, such as DeepSeek-R1 (Guo et al., [2025) series or Qwen3 (Yang et al.,2025)) series. This model,
denoted as M},,s, is employed as-is for its ability to generate detailed, step-by-step reasoning. It serves as
the efficient backbone whose behavior we aim to adapt, representing the long-chain reasoning style.
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Short CoT Data Distillation (Dgy,.,). We construct the short-chain dataset by compressing existing high-
quality CoT data. Using a powerful distillation teacher model (e.g., DeepSeek-R1), we shorten each long

reasoning chain CoT,”"® to a concise version CoT?hort while preserving logical correctness:

sh 1
COT: ort = Mdistillationfteacher (Pfomptcompress ($i7 Yi, COTiong)) (l)
The resulting dataset retains the original question x; and answers y; but contains significantly shortened
reasoning paths.

Training the Distilled Model (M gistinieq).- The Distilled Model (M gistilled) is created by performing super-
vised fine-tuning (SFT) on the original M},s. using the compressed dataset Dgpop¢. This model learns to
produce accurate answers with minimal reasoning, representing the “short-chain” endpoint. The learning
objective is to adapt the base model’s reasoning behavior to generate concise chains:

Laistilled = — Z . log P(w;""* |z, ™) 2)

By the end of this step, we have two models that share an architectural origin but possess distinct “reasoning
styles”. My.se €mbodies thoroughness at the cost of efficiency, while M;sti1eq €mbodies extreme efficiency.
The interplay between these two models enables the adaptive capabilities developed in the subsequent steps.

3.3 STEP 2: CREATING A MODEL SPECTRUM VIA FUSION

Having established two distinct endpoints of the reasoning spectrum—M)},,5 for long, thorough chains
and Mgistilleq for short, concise ones—we now aim to generate reasoning chains of intermediate lengths.
To achieve this in a computationally efficient and stable manner, we employ model fusion (Ilharco et al.,
2022])), a technique that interpolates between the parameters of two models derived from the same pre-trained
checkpoint. The core idea is to create a continuum of models, M, controlled by a fusion coefficient o« € [0, 1],
where each fused model exhibits a unique balance between the reasoning styles of My ase and Mistilled- This
approach is superior to training a separate model for each desired length, as it requires no additional training
and only a linear combination of parameters.

Fusion Process. For any given «, the parameters 6,, of the fused model M, are calculated as a weighted
linear combination of the parameters of the base and distilled models:

0(1 = (1 - Oé) : ebase +a- odistilled (3)
where Opase are the parameters of My se, Gdistilea are the parameters of Myistined, and « is the fusion
coefficient. The resulting model M, is instantiated with the parameters 6,,.

Interpretation of the Fusion Spectrum. The coefficient « dictates the “reasoning identity” of the fused
model: i) When o = 0, M,—9 = Mpase- This model generates the longest, most detailed chains. ii) When
a =1, M,—1 = Mgistiled- This model generates the shortest, most compressed chains. iii) When 0 < o < 1,
the model M, blends the behaviors of its parents. As « increases from O to 1, the generated reasoning
chains become progressively shorter and more concise, effectively traversing the accuracy-vs-tokens curve
introduced in Section

3.4 STEP 3: CURATING THE ADAPTIVE TRAINING DATA

The model spectrum M, generated in the previous step provides a diverse set of reasoning strategies for
any given problem. The goal of this step is to automate the construction of a high-quality training dataset
Dadaptive Where each problem is paired with its optimal reasoning chain—defined as the shortest chain that
leads to a correct answer. This dataset will directly teach the final model the skill of adaptive thinking.

Data Curation Pipeline. For each problem z; in our training set, we execute the following pipeline:
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1. Reasoning Generation: We input x; into every model M, in our sampled spectrum. Each model generates
areasoning chain CoT{" and a predicted answer yS*.

2. Answer Verification: We verify the correctness of each predicted answer y;* against the ground-truth
answer y; using a task-specific criterion (e.g., exact match for mathematical answers, predefined evaluation
metrics for other reasoning tasks).

3. Optimal Chain Selection: From all models that produced the correct answer (y* = y;), we select the
reasoning chain Con‘* from the model with the largest value of « (i.e., the model biased towards the shortest
chains). Formally: o* = min{a € S | y®* = y;}, where S is the set of sampled « values. The corresponding
Con‘* is deemed the optimal adaptive chain for problem x;.

4. Data Assignment: The tuple (z;, y;, COT?*) is added to the new adaptive training dataset Daqaptive-

Handling Edge Cases. If no model in the spectrum produces the correct answer, the problem z; is excluded
from D,gaptive- This ensures the quality of the training data. If multiple models with the same « value produce
the correct answer, the shortest generated chain among them is selected, providing a further refinement.

Theoretical Justification and Outcome. This selection protocol is a data-driven implementation of the
motivation described in Section[3.1} For each problem, it identifies the operational point near the “elbow” of
the sigmoid curve—the point where accuracy is achieved with minimal computational cost. The resulting
dataset Dyqaptive NO longer contains chains of a fixed length. Instead, it is a collection of difficulty-labeled

examples by proxy; the length of the chain COT?* represents the complexity of the problem z;.

By learning from these optimal (problem, chain) pairs, a model can be trained to emulate this optimal

selection process dynamically at inference time. The final dataset Dagaptive = { (€, ¥s, CoT?pt) ij\il is the
key resource for training our adaptive model in the final step.

3.5 STEP 4: TRAINING THE ADAPTIVE MODEL

The final and crucial step of the DART framework is to distill the collective knowledge of the model spectrum
and the optimal adaptive policy embodied in D,gaptive into a single, efficient, and standalone model, denoted
as Mdaptive- This model is designed to intrinsically learn the mapping from problem difficulty to reasoning
length, enabling it to generate the minimally sufficient chain-of-thought autonomously during inference,
without relying on the cumbersome process of generating multiple chains from a spectrum of models.

Training Objective. We initialize M,qaptive from the same pre-trained checkpoint as the base and distilled
models. The model is then fine-tuned on the curated dataset D,gaptive Using standard supervised fine-tuning

(SFT). The learning objective is to maximize the likelihood of generating the optimal reasoning chain COT?pt
and the correct answer y; given the input question x;:

Eadaptive = - Z Z IOg P(wt |$7 w<t) 4)
(,y,CoTP") € Dygaptive
where w; is the ¢-th token in the sequence [CoT°P*, 1/].

The Essence of Adaptive Learning. The key innovation is what the model learns from Dyqaptive : For simple

problems that required only a short CoT°P" in the dataset, the model learns to generate concise reasoning.
For complex problems that required a longer CoT°P", it learns to deploy more elaborate reasoning steps.

Unlike the model fusion step which controls behavior externally via the o parameter, Maqaptive learns to
internalize the decision-making process. It does not merely imitate a fixed style but learns a spectrum of
behaviors and, crucially, the conditional logic of when to apply each style. The training process teaches the
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model to approximate the function f(z) = CoTP", effectively compressing the entire model spectrum and
selection pipeline into a single network.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

Datasets. We evaluate our method on five challenging mathematical reasoning benchmarks: GSM8K (Cobbe
et al., 2021)), MATH-500 (Lightman et al.l [2023), AMC23 (Committees|, [2023)), OLYMPAID (He et al.|
2024), and AIME25 (Committees} 2025). These datasets span a wide range of difficulty levels, providing
comprehensive evaluation of reasoning capabilities.

Metrics. We employ three key metrics to comprehensively evaluate performance: (1) Pass@1: Problem-
solving accuracy (primary quality metric); (2) ACT (Average chain-of-thought Tokens): Average number of
tokens in the reasoning chain (efficiency metric); (3) AAT (Average Answer Tokens): Average total tokens in
model output including reasoning and final answer (overall efficiency metric).

Baselines. We also present a comprehensive comparison between our proposed method and several state-of-
the-art reasoning optimization approaches. We categorize the baseline approaches into the following groups:
(1) Prompt-based methods: These rely on prompt engineering without parameter updates. We select CoD
(Xu et al.}|2025)) and TALE-EP (Han et al., [ 2024) as our baselines. (2) RL-based methods: These leverage
reinforcement learning, typically with reward signals derived from task-specific objectives or human feedback,
to optimize reasoning performance. We select Z1 (Yu et al., [2025), DAST (Shen et al.,[2025), AdaptThink
(Zhang et al., [2025a) as our baselines. (3) SFT-based methods: These utilize supervised fine-tuning on
curated datasets to learn reasoning patterns. We select AutoL.2S (Luo et al.,|2025) as our baseline.

Implementation Details. We obtained Long CoT data from DeepSeek-R1-Distill(tuanhal305} 2025) dataset,
which contains problem-solution pairs with detailed reasoning chains, and the short CoT compressed from the
long chains using DeepSeek-R1 model with specific compression prompts. The complete prompt is provided
in Appendix We use Qwen3-14B as our base model to train a distilled version for model fusion. The
training details can be refered in Appendix [A.3]and the model fusion details can be refered in Appendix [A.4]
Adaptive training data is constructed from the training splits of GSM8K (Cobbe et al., 2021) and MATH
datasets using our proposed curation pipeline. Please refer to Appendix [A.5|for adaptive training details.

4.2 MAIN RESULTS

Table ] presents the comprehensive comparison across all datasets and model scales. Our proposed DART
method demonstrates superior efficiency-accuracy trade-offs compared to all baselines.

Consistent Efficiency Gains. DART consistently reduces computational cost across all model scales and
datasets. The efficiency gains vary with problem difficulty: on simpler datasets like GSM8K, token usage
is reduced by 34.0%—-81.2%; while on highly challenging benchmarks AIME25, the method still achieves
substantial savings up to 34.2%, demonstrating its ability to adaptively allocate more tokens to harder
problems. This validates our core hypothesis that optimal reasoning length should adapt to problem difficulty.

Accuracy Preservation. DART maintains competitive accuracy across most settings and, notably, improves
Pass@1 accuracy in several cases—such as on MATH-500, AMC23 and AIME25 (all Qwen3 scales)—while
simultaneously reducing computational cost. This result suggests that adaptive termination can eliminate
redundant or counterproductive reasoning steps.
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Table 1: Performance comparison of different methods across datasets.

Method GSMSK MATH-500 AMC23 OLYMPAID AIME25
Pass@1 ACT AAT Pass@1 ACT AAT Pass@1 ACT AAT Pass@1 ACT AAT Pass@1 ACT AAT
Qwen3-4B
Vanilla 95.2 1253.31 1557.70 96.0 5894.34  6699.73 97.5 10524.80  11362.50 729 1229835  14863.27 70.0 16379.95  21496.90
Prompt-based
CoD 949 855.34 955.29 952 3676.47  4254.38 97.5 853540  9256.63 723 10065.13  12004.26 73.3 16226.83  20284.77
(-0.3) (-31.8%) (-38.7%) (-0.8)  (-37.6%) (-36.5%) (+0.0)  (-18.9%) (-18.5%) (-0.6)  (-18.1%) (-192%) (+3.3) (-09%)  (-5.6%)
TALE-EP 94.6 4294.88 5100.53 94.8 6533.66  8040.52 97.5 10773.84  12348.10 74.2 11947.04  14661.11 76.7 1771896  21450.47
- (-0.6) (+242.7%)  (+227.4%) (-1.2) (+10.8%)  (+20.0%) (+0.0) (+2.4%) (+8.7%) (+1.3) (-2.9%) (-1.4%) +6.7) (+8.2%) (-0.2%)
SFT-based
DART(Ours) 93.9 401.13 596.37 96.4 339192 3981.97 100.0 6661.93  7379.20 72.0 8758.18  10271.33 80.0 16071.10  17513.30
(-1.3) (-68.0%)  (-61.7%) (+0.4)  (-42.5%) (-40.6%) (+2.5) (-36.7%) (-351%) (-0.9) (-28.8%) (-30.9%) (+10.0) (-1.9%) (-18.5%)
Qwen3-8B
Vanilla 95.7 1887.56 2214.61 94.4 4543.18  5309.38 92.5 8001.18  9436.85 68.6 9850.64  11257.47 56.7 15110.00  19063.27
Prompt-based
CoD 95.6 498.38 598.36 94.6 2881.84  3539.03 95.0 5949.68  6697.40 67.0 771347 9008.56 63.3 14399.34  15984.17
(-0.1) (-73.6%)  (-73.0%) (+02)  (-36.6%) (-33.3%) (+2.5) (-25.6%) (-29.0%) (-1.6)  (-21.7%) (-20.0%)  (+6.6) (-47%)  (-16.2%)
TALE-EP 93.5 1148.60 1421.65 94.6 3617.01  4580.30 97.5 5987.89  7438.82 62.4 8637.41  10268.04 60.0 15473.76  19111.93
i (-22) (-39.1%) (-35.8%) (+02)  (-204%) (-13.7%)  (+5.0)  (-252%) (-212%) (-6.2)  (-123%) (-8.8%) (+33) (+24%)  (+0.3%)
SFT-based
DART(Ours) 95.1 983.87 1262.60 95.6 3321.36  3985.53 975 5204.95  5996.90 68.0 7468.58  8549.27 66.7 12610.43  13560.50
” (-0.6) (-47.9%) (-43.0%) (+1.2)  (269%) (-249%) (+5.0) (-34.9%) (-36.5%) -0.6)  (-242%) (-24.1%) (+10.0) (-16.5%) (-28.9%)
Qwen3-14B
Vanilla 95.8 1399.16 1709.04 94.8 4075.58  4776.44 97.5 6691.5 7544.35 70.5 8695.07  10086.94 63.3 1332423 16878.13
Prompt-based
CoD 95.9 535.22 617.18 954 2532.20  2988.71 97.5 4888.58 5563.3 70.2 6837.84  7685.47 66.7 12811.03  15066.03
(+0.1) (-61.7%) (-63.9%) (+0.6)  (-37.9%) (-374%) (+0.0)  (-269%) (-26.3%)  (-0.3)  (-21.4%) (-23.8%) (+3.4) (-3.9%)  (-10.7%)
TALE-EP 92.8 94.10 169.78 79.2 368.34 655.64 70.0 1015.75  1424.80 48.0 764.35 2072.40 16.7 950.93 1617.63
(-3.0) (-93.3%)  (-90.1%) (-15.6) (-91.0%) (-86.3%) (-27.5) (-84.8%) (-81.1%) (-22.5) (91.2%) (-79.5%) (-46.6) (-92.9%) (-90.4%)
SFT-based
DART(Ours) 96.4 923.04 1165.95 96.4 3161.88  3748.81 100.0 4831.25  5601.65 704 716585 8206.90 70.0 11779.24 1344647
urs (+0.6) (-34.0%) (-31.8%) (+1.6)  (-224%) (-21.5%) (+2.5) (27.8%) (-258%) (-0.1)  (-17.6%) (-18.6%) (+6.7)  (-11.6%) (-20.3%)
DeepSeek-R1-Distill-Qwen-7B
Vanilla 90.2 895.19 1007.26 91.0 2847.29  3385.94 90.0 5288.93  5789.63 57.8 6933.88  8003.48 36.7 13276.79  15060.97
Prompt-based
CoD 83.6 184.62 312.68 86.2 1587.01 1902.69 875 438323 472345 55.6 4792.10  5407.04 40.0 11009.93  11495.60
(-6.6) (-79.4%) (-69.0%) (-4.8)  (-44.3%) (-43.8%)  (-2.5) (-17.1%) (-184%) (-22)  (-30.9%) (-324%) (+3.3) (-17.1%) (-23.7%)
TALE-EP 90.1 927.17 985.47 62.6 2809.62  2860.74 70.0 6459.59  6208.88 455 7583.87  8113.98 233 12607.29  12261.93
(-0.1) (+3.6%) (-2.2%) (-284)  (-1.3%)  (-155%) (-20.0) (+22.1%) (+7.2%)  (-10.1) (+58.3%) (+50.1%) (-13.4)  (-5.0%) (-18.6%)
RL-Based
71 89.3 - 591.38 74.6 - 1437.84 37.5 - 2657.4 37.8 - 2317.77 10.0 3986.63
(-0.9) - (-41.3%) (-16.4) - (-57.5%)  (-52.5) - (-54.1%)  (-20.0) - (-71.0%)  (-26.7) - (-73.5%)
DAST 91.6 860.06 976.15 92.6 312393  3666.38 90.0 465795 5820.28 60.9 6860.06  7820.03 333 12727.72 13931.33
(+1.4) (-3.9%) (-3.1%) (+1.6)  (+9.7%)  (+8.3%) (+0.0)  (-11.9%) (+0.5%)  (+3.1) (-1.1%) (-2.3%) (-3.4) (-4.1%)  (-1.5%)
Adap(Think 84.7 174.97 457.38 86.0 2226.04  2716.27 82.5 4882.35  5370.65 539 6538.94  7480.51 36.7 13891.56  16235.87
ptiht (-5.5) (-80.5%) (-54.6%) (-5.0)  (-21.8%) (-198%)  (-1.5) (-7.7%) (-7.2%) (-3.9) (-5.7%) (-6.5%) +0.0)  (+4.6%)  (+7.8%)
SFT-Based
AutoL2S 91.0 - 481.34 71.6 1326.59 475 - 3639.50 419 3011.38 10.0 5303.93
(+0.8) - (-52.2%) (-13.4) - (-60.8%)  (-42.5) - (-37.1%)  (-15.9) - (-62.4%)  (-26.7) - (-64.8%)
DART(Ours) 89.1 168.00 358.40 88.6 1853.43 235573 90.0 3460.26  4518.10 55.4 5076.86  6406.84 36.7 8729.72  9974.80
i (-1.1) (-81.2%)  (-64.4%) (-24) (-349%) (-30.4%)  (+0.0)  (-34.6%) (-22.0%) (-24)  (268%) (-199%) (+0.0) (-34.2%) (-33.8%)

4.3 COMPARISON TO PRIOR WORK

As shown in Table[] our experimental analysis reveals a significant methodological divide in existing adaptive
reasoning approaches. reinforcement learning (RL)-based methods (Z1, DAST, AutoL2S) demonstrate strong
model specialization but are predominantly developed and evaluated exclusively on DeepSeek-R1-Distill-
Qwen-7B, with no available implementations for Qwen3 series models. Conversely, prompt-based approaches
(CoD, TALE-EP) offer broader model compatibility but face fundamental limitations in accuracy-efficiency
trade-offs. This landscape highlights the unique positioning of our method in overcoming these constraints.

Superior Model Compatibility and Flexibility. Unlike RL-based methods that struggle with Qwen3’s
extensive RLHF training, DART demonstrates remarkable architectural agnosticism. It achieves consistent
improvements across all tested models (Qwen3-4B/8B/14B and DeepSeek-R1), proving its adaptability
to diverse model architectures. While prompt-based methods like CoD and TALE-EP show wider model
adaptability than RL-based techniques, they incur substantial accuracy costs across all model sizes. For
instance, CoD exhibits accuracy degradation up to 6.6% on DeepSeek-R1, while TALE-EP shows similar
patterns on Qwen3 series.

Enhanced Generalization Capabilities. DART exhibits superior cross-dataset generalization compared
to both RL-based and prompt-based approaches. Despite being trained only on GSM8K and MATH, it
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maintains strong performance on out-of-distribution benchmarks (AMC23, OLYMPAID, AIME2S5). Prompt-
based methods like CoD and TALE-EP show inconsistent generalization patterns, with significant accuracy
variations across datasets. RL-based methods demonstrate even narrower generalization, often failing to
transfer adaptive policies beyond their training distribution. DART’s supervised learning framework appears
to capture more fundamental reasoning-length principles that translate better across problem types.

Training Stability and Practical Deployment. The supervised learning paradigm of DART offers significant
advantages over RL-based methods in terms of training stability and reproducibility. While RL methods
require careful reward engineering and suffer from optimization instability, DART employs standard fine-
tuning procedures that yield consistent results. In contrast to methods needing intricate prompt design,
DART’s trained approach ensures reliable inference performance without manual intervention. This makes it
ideal for production environments that demand consistency.

The comprehensive comparison shows that DART achieves what previous methods cannot: effective adaptive
reasoning across diverse model architectures with robust generalization and practical deployability.

4.4 FURTHER ANALYSIS

4.4.1 VALIDATION OF MODEL FUSION EFFECTIVENESS
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Figure 3: Effect of fusion coefficient (ov) on compression ratio and accuracy.
In practice, we sample 11 values of « (e.g., o« € {0,0.1,...,0.9, 1}) to create a discrete but dense ensemble
of models {M,,, Ma,, ..., My,, }- This ensemble allows us to approximate the continuum and explore the
full range of reasoning lengths.

As shown in Fig.[3] we observe that the average length of the generated CoT is a smooth, monotonically
decreasing function of «. This confirms that our fusion method successfully creates a controllable knob
for adjusting reasoning complexity without additional training. Furthermore, the accuracy on reasoning
benchmarks reveals a more nuanced relationship: as « decreases from 1 to 0, accuracy initially shows a
slight improvement before entering a declining phase. This non-monotonic behavior demonstrates that longer
reasoning chains do not invariably lead to higher accuracy; beyond a certain point, excessive verbosity can be
counterproductive. The fusion spectrum thus effectively samples different points on the efficiency-accuracy
Pareto frontier, providing an efficient and elegant solution for generating the multi-length reasoning data
required for the next step of our pipeline.

4.4.2 IMPACT OF DATA CURATION REPETITION

The adaptive training data generation process involves multiple passes through our model spectrum to identify
optimal reasoning chains. Fig. @] presents the effect of repetition frequency on final model performance:

Consistency Across Repetitions. Performance remains stable across passes. For Qwen3-4B on MATH-500,
accuracy stays high (95.4%-96.4%) with only minor ACT variation (3355.4-3696.0). Similarly, for Qwen3-
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8B on GSMS8K maintains 95% accuracy across passes. This indicates that a single model pass (Pass@1) is
sufficient to collect high-quality adaptive examples.

Efficiency-Accuracy Trade-offs. Additional passes bring limited and inconsistent efficiency gains. For
example, Qwen3-4B on GSMS8K shows ACT reduction from 512.93 to 401.13 over three passes, but this trend
does not hold on harder datasets. This suggests diminishing returns beyond the first pass, making Pass@1 the
most practical choice.

QwenS-A&}l\EKTop@ 1 QwenSééﬁ& ACT QwenS-(S;ENEKT op@1 Qwen3§§3§ ACT

1.

—— Pass@] —+— Pass@2 —— Pass@3

Figure 4: Effect of data curation iterations on model performance across different datasets.

4.4.3 SENSITIVITY TO &« SAMPLING DENSITY.

We compare loose (5 points), middle (10 points), and dense (20 points) o sampling strategies in Table |Zt

Density-Accuracy Relationship. Contrary to expectations, denser sampling does not consistently improve
accuracy. On Qwen3-8B/MATH-500, loose sampling achieves the highest accuracy (96.6%), while dense
sampling gives comparable results (96.0%). A sparse sampling (5—10 points) thus sufficiently captures key
reasoning behaviors.

Efficiency Optimization. Efficiency, however, improves with density: on Qwen3-4B/GSMS8K, dense
sampling yields the lowest ACT (421.67) versus loose (986.11) and middle (725.80), though with a slight
accuracy drop (93.6% vs. 95.5%). Loose sampling favors accuracy; dense sampling favors token reduction.

Based on these findings, we recommend middle-density sampling (10 « points) as the default configuration,
balancing computational cost during data curation with final model performance. This density provides
sufficient granularity to identify near-optimal reasoning lengths without excessive computational overhead.

Table 2: Impact of o sampling density on model performance across different datasets.

. GSMSK MATH-500 AMC23 OLYMPAID AIME25

Density Pass@1 ACT AAT Pass@1 ACT AAT Pass@1 ACT AAT Pass@1 ACT AAT Pass@1 ACT AAT
Qwen3-4B

Loose 95.5 986.11  1230.04 95.6 3613.50 424840  100.0  6224.53 6929.80 71.4 9322.56  11327.69 76.7 14323.03  16386.83

Middle 94.7 725.80 952.60 95.6 3344.17 3893.69 100.0 6824.88  7590.55 70.8 9151.90 10623.66 70.0 14345.74  17057.70

Dense 93.6 421.67  602.24 96.2 3637.91 4166.00  100.0  5803.83 6409.65 71.1 939236  10385.10 76.7 15556.56  18016.97
Qwen3-8B

Loose 95.7 1114.57 1397.32 96.6 3377.11 397448 97.5 5503.95 6282.48 67.6 7881.85  8952.07 70.0 12986.69  14652.53

Middle 95.7 1095.47  1408.25 95.4 327115 3911.19  100.0  6412.08 7243.20 67.9 774478 8797.41 63.3 1223540  15225.40

Dense 94.8 682.98  924.61 96.0 357220 4172.57 95.0 5719.13  6323.32 68.6 772253 8741.07 70.0 12546.3  13584.63

5 CONCLUSION

In this work, we presented DART, a supervised framework for difficulty-adaptive reasoning truncation that
allows LLMs to dynamically adjust their thinking length according to problem complexity. By distilling
concise reasoning patterns, interpolating them into a continuum of reasoning styles, and curating optimal
training signals, it learns when to stop thinking. DART realizes significant reasoning truncation and speedup
without sacrificing accuracy, paving the way toward more efficient and sustainable LLMs.
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6 ETHICS STATEMENT

All datasets used in this study are publicly available mathematical reasoning benchmarks (GSM8K, MATH-
500, AMC23, OLYMPAID, AIME25, DeepSeek-R1-Distill) that contain no personally identifiable informa-
tion or sensitive content. The data generated during research consists solely of mathematical problems and
corresponding reasoning processes, posing no ethical risks.

The large language models used in experiments (including Qwen3 series and DeepSeek-R1) are open-source
models used in compliance with their respective licenses. This research focuses on improving reasoning
efficiency and does not involve generating harmful or misleading content.

The proposed DAST methodology aims to reduce computational resource consumption, aligning with
sustainable development principles. All experiments were conducted within an academic research framework
with no potential harm to any individuals or groups.

7 REPRODUCIBILITY STATEMENT

We are committed to the principle of reproducibility. While the source code and models are not publicly
released at this time, they may be made available upon reasonable request to the corresponding author for
academic, non-commercial purposes. To facilitate replication, key implementation details and all critical
hyperparameters are detailed in Appendix.
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A  APPENDIX

A.1 STATEMENT ON THE USE OF LARGE LANGUAGE MODELS (LLMS)

The authors utilized a Large Language Model (DeepSeek API) exclusively to assist in the writing process of
this manuscript. The use of the LLM was strictly limited to:

1. Language polishing and grammar checking for improved fluency and academic tone.
2. Rewriting and restructuring of initial drafts composed by the authors to enhance logical flow and readability.
3. Suggesting terminology to ensure precise expression in specific contexts.

The LLM served solely as a supplementary tool. All generated content was rigorously reviewed, critically
evaluated, and substantially modified by the authors, who assume full responsibility for the entire work’s
factual accuracy, data integrity, academic arguments, and conclusions.

A.2 PROMPT TEMPLATES OF SHORT COT DATA DISTILLATION

The full prompt for prompt templates of short CoT data distillation is shown in Fig.[3]

A.3 DETAILS OF DISTILLED MODEL TRAINING

We fine-tune the Qwen3—-14B model using the LLaMA-Factory (Zheng et al., 2024) framework, employing
a full-parameter fine-tuning approach. The training process is optimized with the DeepSpeed ZeRO Stage 3
strategy. The training data consists of 30,000 math samples from the DeepSeek-R1-Distill(tuanhal305} [2025))
dataset. We set a cutoff length of 32,768 tokens for the sequences.

The model is fine-tuned for 3 epochs with the following hyperparameters:

¢ Cutoff length: 32,768

* Max samples: 30,000

* Batch size: 1 (with a gradient accumulation of 2)

+ Learning rate: 5 x 106 with a cosine schedule and a warmup ratio of 0.1

¢ Precision: bf16

12


http://arxiv.org/abs/2403.13372
http://arxiv.org/abs/2403.13372

Under review as a conference paper at ICLR 2026

Please strictly follow the following requirements
to condense the text:

1. Preserve the original reasoning logic and key
steps.

2. Remove redundant descriptions, repetitions,
and irrelevant details.

3. Ensure the simplified text can independently
complete the same reasoning task.

4. Compress the text to its most concise form.
Return only the simplified text without additional
explanations.

The input consists of: "input" (a math problem),
""reasoning content" (the reasoning process
based on the problem) and ""content” (the

problem's answer output).

Please simplify the "reasoning content" part.
Input text: {text}

Condensed text (output directly):

Figure 5: Prompt templates of short CoT data distillation.

* Validation split: 10% of the training data
* Evaluation strategy: every 200 steps
All experiments are conducted with the overwrite_cache=true option and utilize 16 parallel workers

for data preprocessing. The resulting models are directly used for downstream evaluation without any
additional tuning.

A.4 DETAILS OF MODEL FUSION

We use Qwen3-14B as our base model to train a distilled version for model fusion. The fusion coefficient ()
we used can be referred in Table [A4]

A.5 DETAILS OF ADAPTIVE MODEL TRAINING

We perform adaptive fine-tuning on the model using the LLaMA-Factory (Zheng et al.l|2024) framework with
Low-Rank Adaptation (LoRA). The LoRA configuration targets all linear layers (lora_target: all)
with a rank of 256 and an alpha of 16. The training source question data comprises about 15,000 samples
from the GSM8K and MATH mixture dataset, using the qwen3 prompt template. A cutoff length of 32,768
tokens is applied to all sequences.

The model is trained for 3 epochs using the adamw_t orch optimizer and the following hyperparameters:

13
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Table 3: Fusion coefficient (o) used for model fusion.

Dataset Alpha Accuracy Avg Tokens Ratio
ACT AAT

0 (Qwen3-14B) 96.6 1325.15 1632.77 100.00%
0.05 96.5 1288.49 1589.59 97.23%

0.1 96.4 1206.89 1496.72  91.08%
0.125 96.6 1141.44 142552 86.14%
0.15 96.5 1108.54 1400.72  83.65%
0.175 96.4 1002.43  1263.96  75.65%

0.2 96.4 988.16  1252.73  74.57%
0.225 96.7 957.73  1199.52  72.27%
0.24 96.6 951.57 119346 71.81%
0.25 96.5 846.61 1042.58 63.89%
0.275 96.5 741.08  918.67  55.92%

0.3 96.6 703.36  882.84  53.08%
0.325 96.4 668.81 844.13  50.47%
0.35 96.5 647.15  825.05  48.84%
GSMS8K 0.375 96.5 57550 74311  43.43%
0.4 96.6 487.18  657.17  36.76%

0.42 96.2 40942 57893  30.90%
0.44 96.2 360.85  530.66  27.23%
0.46 96.2 308.48 47795  23.28%
0.48 96.0 27991 44497  21.12%
0.49 96.1 278.02  447.05 20.98%
0.495 96.2 275.14 44418  20.76%
0.498 96.1 27252 43776 20.57%

0.5 95.9 110.27  284.48 8.32%

0.6 95.6 105.16  285.95 7.94%

0.7 95.4 104.50  287.29 7.89%

0.8 95.4 102.56  291.24 7.74%

0.9 94.9 102.59  288.54 7.74%

1.0 (Distilled) 94.7 10245  297.50 7.73%
0 (Qwen3-14B) 95.4 4109.18 4865.18 100.00%
0.1 95.4 392472 462928  95.51%

0.2 95.6 3572.30 422931  86.93%

0.25 95.2 3347.99 3895.70 81.48%
0.275 94.9 3089.26 3593.51  75.18%

0.3 95.0 2978.05 3488.89 72.47%
0.325 94.5 2813.51 329948 68.47%
0.35 94.6 2756.00 3246.53 67.07%
0.375 93.9 2500.21 297272 60.84%

0.4 92.6 2227.13  2697.19  54.20%

0.42 91.9 2047.34 2508.61  49.82%
MATH 0.44 91.3 1911.97 2373.67 46.53%
0.46 90.5 1763.34 222373  4291%
0.48 90.3 1697.39 216832 41.31%
0.49 90.0 1675.61 2163.59 40.78%
0.495 90.2 1677.61 212131 40.83%
0.498 89.1 1660.45 212571 40.41%

0.5 79.8 421.82  888.41 10.27%

0.6 1 303.95  775.21 7.40%

0.7 76.3 28495  736.22 6.93%

0.8 73.4 261.47  733.30 6.36%

0.9 71.6 24782  713.24 6.03%

1.0 (Distilled) 70.5 244.44  686.38 5.95%
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¢ Cutoff length: 32,768
* Max samples: 15,000
¢ Batch size: 1 (with gradient accumulation of 8)
* Learning rate: 2 x 10~° with a cosine schedule and a warmup ratio of 0.1
* Precision: bf16
¢ LoRA rank: 256
¢ LoRA alpha: 16
* Validation split: 10% of the training data
 Evaluation strategy: every 200 steps
The training is accelerated with performance optimizations, including the Liger kernel and Unsloth’s garbage

collector. All experiments utilize 16 parallel workers for data preprocessing and are configured with
overwrite_cache=true.

A.6 DETAILS OF EVALUATION
We use the Qwen2.5-Math (Yang et al.| [2024) framework for unified evaluation across tasks. In our evaluation

setup, all models were constrained to a maximum generation length of 32,768 tokens and temperature of 0.6
to align with DeepSeek’ technical report (Guo et al., 2025) and Qwen3’ technical report (Yang et al., 2025).
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