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Abstract

Images generated by text-to-image (T2I) models often exhibit001
visual biases and stereotypes of concepts such as culture and002
profession. Existing quantitative measures of stereotypes are003
based on statistical parity that does not align with the socio-004
logical definition of stereotypes and, therefore, incorrectly005
categorizes biases as stereotypes. Instead of oversimplifying006
stereotypes as biases, we propose a quantitative measure of007
stereotypes that aligns with its sociological definition. We008
then propose OASIS to measure the stereotypes in a gen-009
erated dataset and understand their origins within the T2I010
model. OASIS includes two scores to measure stereotypes011
from a generated image dataset: (M1) Stereotype Score012
to measure the distributional violation of stereotypical at-013
tributes, and (M2) WALS to measure spectral variance in014
the images along a stereotypical attribute. OASIS also in-015
cludes two methods to understand the origins of stereotypes016
in T2I models: (U1) StOP to discover attributes that the017
T2I model internally associates with a given concept, and018
(U2) SPI to quantify the emergence of stereotypical attributes019
in the latent space of the T2I model during image generation.020
Despite the considerable progress in image fidelity, using021
OASIS, we conclude that newer T2I models such as FLUX.1022
and SDv3 contain strong stereotypical predispositions about023
concepts and still generate images with widespread stereo-024
typical attributes. Additionally, the quantity of stereotypes025
worsens for nationalities with lower Internet footprints.026

1. Introduction027

In a sociological context, stereotypes are generalized beliefs028
or assumptions about a particular group of people, things,029
or categories [13]. These stereotypes are widespread in the030
images generated by text-to-image (T2I) models when the031
input textual prompts contain concepts such as culture and032
profession. For instance, consider the images in Fig. 1 gen-033
erated by FLUX.1 [10], SDv3 [23], and SDv2 [43] for the034
prompt “A photo of a/an <nationality> person”. There are035
clear portrayals of ethnic stereotypes in attributes such as036
clothing, skin tone, and facial features across different na-037

tionalities, despite no references to such attributes in the 038
prompt. For example, the model consistently depicts an Ira- 039
nian person as a middle-aged or senior with a long beard, 040
wearing a turban, and dressed in religious attire, reinforc- 041
ing harmful stereotypical representations about people with 042
Iranian nationality. Besides being demographically incor- 043
rect, stereotypical biases in these models can lead to broader 044
harm. For instance, when the biased outputs of these models 045
are shared online, they can perpetuate damaging stereotypes 046
about marginalized groups, further exacerbating societal po- 047
larization on issues such as beauty standards, ethnicity, and 048
disability representation [21, 51, 55]. 049

Existing methods to detect stereotypes primarily rely on 050
feedback from human annotators, which is both subjective 051
and resource-intensive. It also becomes impractical in the 052
era of the fast-paced development of generative models and 053
changing regulations. Additionally, the feedback from hu- 054
man annotators may be affected by their personal and politi- 055
cal leanings [25, 45], e.g., annotation of continuous-valued 056
attributes such as nose size and skin tone. Human annotation 057
can also affect the users’ privacy by exposing the generated 058
images to external evaluators. 059

In contrast, automated methods use classifiers to detect 060
stereotypes [16, 24, 55], overcoming several drawbacks of 061
human annotators. However, these methods incorrectly rely 062
on a general bias metric, i.e., statistical parity, as a stereotype 063
measure that fails to account for the directionality in the 064
sociological definition of stereotypes. For example, consider 065
a biased T2I model that generates images of predominantly 066
female doctors. Existing works categorize this bias as a 067
stereotype, although the generally known gender stereotype 068
associated with the concept of doctor is that all doctors are 069
male [52]. 070

This paper presents a new mathematical definition of 071
stereotypes that aligns with the sociological definition. Build- 072
ing upon this formulation, we propose Open-set Assessment 073
of Stereotypes in Image generative models (OASIS), a novel 074
toolbox for quantifying stereotypes and understanding their 075
origins in T2I models, addressing the limitations of prior 076
studies. OASIS provides two metrics for measuring stereo- 077
types based on the distribution and spectrum of the generated 078
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Figure 1. Measuring Stereotypes in Text-to-Image Models. (a) The images generated by T2I models corresponding to the prompt “A
photo of an Iranian person” overwhelmingly contain stereotypical tropes such as beard, turban, and religious attire although the prompt is
devoid of this information. (b) The proposed toolbox OASIS includes complementary methods for quantifying stereotypes. Stereotype Score
measures the over-representation of stereotypical attributes while WALS measures the variance of images along these attributes. (c) SPI
quantifies the emergence of stereotypes from the latent space of these models and helps understand the origin of stereotypes within a T2I
model.

data in a feature space. OASIS comprises two additional079
methods to (1) discover the stereotypical attributes that a T2I080
model internally associates with a concept and (2) quantify081
the emergence of stereotypical attributes in the latent space082
of T2I models. Our work is an important step toward auto-083
mated auditing and mitigating stereotypical content in T2I084
models during development and deployment.085

2. Problem Definition086

Definitions and Notations. We use the term concept to087
refer to groups of people, things, or categories related to088
which stereotypes may exist, e.g., culture and profession.089
We denote concepts using a random variable C. If C de-090
notes the concept of nationality, then it takes values from091
{Iranian,American, · · · }. For a given concept C = c, we092
define the set of potential stereotypical attributes as Ac ⊂ A,093
where A is the set of all possible attributes. Every attribute094
Ai ∈ Ac is a binary random variable that assumes values095
from

{
a+i , a

−
i

}
, where a+i and a−i indicate the presence and096

the absence of Ai, respectively. For example, if c = Iranian,097
then Ac = {beard, religious symbols, hijab, . . . }. We de-098
note concepts and stereotypes in different colors.099
Problem Setting. The objective is to measure stereotypes100
in a T2I model M from the set Ac that purportedly exists101
related to a concept c. For example, in Fig. 1, c could corre-102
spond to Mexican nationality and Ac could include sombrero103
and serape. The distribution of images I generated by M104
conditioned on text prompt T (c) is pM(I | T (c)). The nota-105
tion T (c) indicates that the text prompt contains information106
about only the concept and not of any stereotype. To detect107
the presence of A ∈ Ac, we are provided with a dataset D of108
N samples generated by M from text prompts T (c) where109
D := {Ii | Ii ∼ pM(I | T (c)), i = 1, · · · , N}.110

3. OASIS: A Stereotype Measurement and Un- 111

derstanding Toolbox 112

Motivations. The measurement of a stereotype related to 113
a concept is subjective without a formally defined metric. 114
Prior works have not considered the differences between 115
stereotypes and biases and have employed bias definitions 116
as stereotype metrics. The dataset D is considered unbiased 117
w.r.t. an attribute A ∈ Ac if 118

A | D ∼ U (1) 119

where U is uniform distribution. However, not all biases are 120
necessarily stereotypes. 121

Quantitative Measure of Stereotype. Stereotypes are 122
generalized beliefs or assumptions about a particular group 123
of people, things, or categories [13]. “Generalization” in 124
this definition can be translated to statistical terms as ex- 125
ceeding the true distribution of the data for a concept c in 126
the real world. As an example, if D contains generated im- 127
ages of doctors in the US and the stereotype of interest A 128
is male, the distribution of male in D must match with its 129
true distribution in the real world P ∗(A | C)1 i.e., P (A = 130
male | D, C = Doctor) = P ∗(A = male | C = Doctor). 131
Moreover, stereotypes are directional, which means male 132
having a smaller likelihood of doctors in the US compared 133
to the real-world distribution is not considered a stereotype, 134
although it is a bias. Accounting for this directionality, we 135
say a dataset D contains stereotype A w.r.t. c if 136

1P ∗(A | C) can be obtained from census and online sources. For
details, refer to § A.5.3.

2



CVPR
#17

CVPR
#17

CVPR 2025 Submission #17. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

“A photo of a
Mexican person”

Prompt
T (C = Mexican)

LLM

 Male
Sombrero

...


Stereotype

Candidates (Ac)

T2I
Model (M)

Latent
Space (F )

OASIS – A toolbox for stereotype measurement and understanding

Generated
Images (D)

CLIP
Ac

D
CLIP Feature Space (Z) Clusters (C)

Ψ(Z, Ac) (Sec. 3.1)

Measures stereotypes Ac in
the dataset D from VLM
features Z.

WALS(Z, Ac) (Sec. 3.2)

Measures spectral variety
along stereotypes Ac in the
dataset D using features Z.

StOP(Z, C) (Sec. 3.3)

Discovers stereotypical at-
tributes that M internally
associates with concept C.

SPI(F , Ac) (Sec. 3.4)

Quantifies the emergence of
stereotypes Ac during image
generation.

M1

M2

U1

U2

Figure 2. An overview of OASIS. Given a text prompt, a set of
images is generated using the T2I model M. Simultaneously, a
stereotype candidate set is created using an LLM. OASIS then
performs four quantitative analyses: (M1) Stereotype Score Ψ to
measure stereotypes based on Def. 1, (M2) WALS to assess the
spectral variance of D w.r.t. a stereotypical attribute, (U1) StOP to
discover the stereotypical attributes that M associates with a given
concept, and (U2) SPI to quantify the emergence of stereotypical
attributes in the latent space of M during image generation.

Definition 1. Stereotype

max(0, P (A | D,C)− P ∗(A | C)) ≥ ζ
137

where ζ is a margin for the violation from the real-world138
distribution. Note that this definition of stereotype differs139
from the definition of bias in Eq. (1). Our definition (i) com-140
pares the distribution of the generated dataset against its141
true societal distribution, and (ii) concerns the violation only142
along the direction of the attribute prone to be a stereotype.143
Finding Stereotype Candidates. To find open-set stereo-144
type candidates for a concept c, we follow the approach145
by D’Incà et al. [21]. Let MLLM be a large language146
model (LLM). By providing prompt T (c) and a template147
instruction I2, we have148

MLLM (T (c), I) =
{(

Ai, d
+
i , d

−
i

)
| i = 1, · · · , nAc

}
(2)149

where d+i and d−i are the descriptions for the presence150
and the absence of Ai, respectively. Subsequently, Ac :=151 {
A1, . . . , AnAc

}
. For example, let T (c) be “A photo of a152

doctor” and Ai be male.3 Here, d+i is “A photo of a man”153
and d−i is “A photo of a woman”.154

Based on these definitions, we propose OASIS, a tool-155
box to measure stereotypes in M from distributional and156
spectral perspectives and to understand the origin of these157
stereotypical attributes in the T2I model. Given a concept158
c, OASIS takes in as input the dataset D corresponding to a159
prompt T (c), the latent space F from M at every time step160
of image generation, and the candidate set of stereotypes Ac.161
OASIS first extracts features Z from the images using a pre-162
trained vision-language model (VLM) such as CLIP [42].163
Using these inputs, OASIS calculates the metrics we define164
below. Fig. 2 illustrates an overview of the proposed toolbox165
OASIS.166

2Refer to § A.5.1 for more details on the template instruction.
3The number of categories for gender is restricted by the annotations of

the existing datasets.

3.1. Stereotype Score: Measuring Stereotypes in 167
T2I Models 168

Following Def. 1, stereotype score (Ψ) of A ∈Ac for a given 169
dataset D and concept c is defined as 170

Ψ(A | D, C) := max(0, P (A | D, C)− P ∗(A | C)) (3) 171

where P ∗(A | C) is the real-world density of A in concept c. 172
Using Bayes’ rule, P (A | D, C) is, 173

P (A = a+ | D, C) =

∏N
i=0 P (A = a+ | Ii, C)∑

a′
∏N

i=0 P (A = a′ | Ii, C)
(4) 174

We obtain P (A | Ii, C) by means of attribute classifiers. 175
Instead of training attribute-specific classifiers, a zero-shot 176
predictor such as CLIP [42] can be used, where P (A | Ii, C) 177
is obtained using a softmax over cosine similarity scores of 178
image features and text descriptions for a+ and a−. How- 179
ever, these cosine similarity scores are often numerically 180
close [31], requiring an additional temperature parameter 181
to obtain accurate probability measures. Therefore, in such 182
cases, we estimate P (A | Ii, C) as 183

P (A = a+ | Ii, C) = 1 (〈ZI , Za+〉cos > 〈ZI , Za−〉cos)
(5) 184

where 〈x, y〉cos is the cosine similarity between x and y, 1 185
is the indicator function, and ZI , Za+ , and Za− are features 186
of image, d+, and d− from Eq. (2), respectively. 187

3.2. WALS: Measuring Spectral Variety along a 188
Stereotype 189

Motivation. Since Ψ measures stereotypes from a distri- 190
butional perspective, it is possible for a dataset D to appear 191
free of stereotypes at the cost of reduced variance along the 192
stereotypical attribute. For example, in the case of measuring 193
male stereotype among images of doctors in the US, a T2I 194
model may repeatedly generate images of the same male and 195
female doctors and yet satisfy Def. 1. Moreover, it is chal- 196
lenging to measure variety through human inspection due to 197
its subjective nature, and therefore, a quantitative method to 198
inspect variance is beneficial. To encapsulate these require- 199
ments, we propose a metric named Weighted Alignment 200
Score (WALS) that measures the spectral alignment of the 201
data D with a given attribute A. 202
Method. To quantify the changes in a given stereotypical 203
attribute A across images generated by a T2I model, WALS 204
involves two steps: 1) Estimating the structure of data D 205
through the singular value decomposition of the CLIP image 206
features EI(D) i.e., EI(D) = UΣV T where EI is the image 207
encoder of the CLIP model, 2) Finding the direction of 208
change in A, denoted by δA, using one of the following two 209
approaches: (i) estimating δA as the difference between the 210
text embeddings of a pair of positive and negative descrip- 211
tions, d+ and d−, 212

δA = ET
(
d+

)
− ET

(
d−

)
, (6) 213
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where ET is the text encoder of the CLIP model, or (ii) es-214
timating δA as the direction of maximum change along A215
in the image embedding space of a set of A-aware images216
corresponding to positive (a+) and negative (a−) categories217
of A, using supervised principal component analysis [5].218
Detailed descriptions and proofs are mentioned in § A.6.219
These approaches make different assumptions, and one of220
these can be chosen based on the problem statement and221
the availability of the computational resources. The first222
approach assumes alignment between text and image em-223
beddings in the CLIP model, and δA is more accurate when224
the embeddings of these modalities are more aligned. The225
second approach estimates δA accurately at the cost of in-226
creased computation due to generating two A-aware image227
sets and calculating the kernel matrices. Moreover, the first228
approach captures linear dependency, while the second one229
can be adopted for both linear and non-linear dependencies.230
We use the former approach in our experiments. Using the231
two components explained above, WALS measures the data232
variance along δA in the feature space, as233

WALS(A) :=

∑k
i=1 σi · δATui∑k

j=1 σj

(7)234

where σi is ith singular value of D, and ui is the associated235
singular vector.236

3.3. StOP: Discovering Internally Associated237
Stereotypical Attributes238

Motivation. Stereotypes might occur due to T2I models in-239
ternally associating a concept c with stereotypical attributes.240
This means that the prompts with these attributes can equiv-241
alently generate images corresponding to c. However, these242
attributes may not be present in Ac. Therefore, qualitative243
methods are devised to discover these open-set attributes,244
which we refer to as M-attributes.245

Method. Since the distribution of stereotypical attributes246
is not uniform within D, we have to find M-attributes for247
individual clusters of images that share common stereotypes.248
Given an image dataset corresponding to concept c, we use249
spectral clustering [53] on CLIP features extracted from250
these images and visually identify clusters that share stereo-251
types. To discover M-attributes for a given cluster with252
prominent stereotypes, we design a sequence optimization253
problem, following ZeroCLIP [49]. The solution to this op-254
timization problem is a sequence that maximizes its mean255
CLIP score with the images in the chosen cluster. Formally,256
with a cluster D′ = {I1, . . . , In | 1 ≤ i ≤ n} containing n257
images, the objective is258

s∗ = argmax
s

1

n

n∑
i=1

〈ET (s), EI(Ii)〉cos (8)259

where EI and ET are image and text encoders from CLIP. 260
Following ZeroCLIP, s is produced by an LLM4 that is con- 261
ditioned on the starting sequence “This is a photo of ”. The 262
subsequent optimization problem reduces to iteratively find- 263
ing a 2-token sequence that maximizes the mean CLIP score 264
in Eq. (8) using beam search. Since a single prompt s∗ may 265
not contain diverse stereotypical attributes, we output the 266
top-K prompts in the final iterative step of the optimization 267
in Eq. (8). 268

3.4. SPI: Understanding the Emergence of Stereo- 269
types in T2I Models 270

Motivation. In addition to measuring stereotypes from 271
generated images, it is important to quantify the aggregation 272
of stereotypical attributes during image generation to design 273
successful mitigation strategies. To that end, we propose 274
stereotype propagation index (SPI) to quantify the addition 275
of stereotypical attributes in the latent space of M at each 276
time step of image generation. 277
Method. In the flow-based models such as SDv3, the latent 278
in each inference step is updated as xt+1 = xt+vΘ(xt, t, εt) 279
where xt and xt+1 are the latent representation in the current 280
and next step, respectively, vΘ(.) is the velocity of xt for 281
time step t, and εt = εΘ(xt, t, cp) is the noise predicted in 282
time step t for latent xt by the noise predictor εΘ, where cp 283
is the conditioning text prompt. The velocity decides the 284
attributes of the generated image based on the provided text 285
prompt. Our goal is to measure the amount of a stereotypical 286
attribute added during each step of image generation, which 287
requires knowing the direction of change in the attribute 288
(δA) in the latent space of the T2I model. 289

To find δA in the latent space of the T2I model, we first 290
predict two A-aware noises that correspond to positive d+ 291
and negative d− descriptions of A as 292

ε+t = εΘ(xt, t, d
+) ε−t = εΘ(xt, t, d

−). (9) 293

Using these predicted noises, we find the velocities that 294
model could have in this step if the text prompt was A-aware, 295
i.e., vΘ(xt, t, ε

+
t ) and vΘ(xt, t, ε

−
t ). Here, the direction of 296

change in the attribute can be calculated as 297

δA = vΘ(xt, t, ε
+
t )− vΘ(xt, t, ε

−
t ). (10) 298

We define SPI as the cosine similarity between the velocity at 299
time step t and the direction of change in the given attribute 300
A: 301

SPI(A, t) :=
〈
vΘ(x

i
t, t, εt), δA

〉
cos

(11) 302

A positive SPI means the stereotypical attribute is being 303
added to the image in time step t, and a negative SPI means 304
that the image is losing the stereotypical attribute A. 305

4We use Llama 3.1 [22]
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A. Appendix 548

In our main paper, we proposed OASIS for quantifying 549
stereotypes and understanding their origins in T2I models. 550
Here, we provide some additional analysis to support our 551
main results. The appendix section is structured as follows: 552

1. Results in § A.1 553
2. Related Work in § A.3 554
3. Concluding Remarks in § A.4 555
4. Implementation Details in § A.5 556
5. Finding δA Using A-Aware Generated Images in § A.6 557
6. More Results on SPI and average SPI in § A.7 558
7. More Results on T2I models’ Stereotypical Predisposi- 559

tions in § A.8 560
8. Limitations in § A.9 561
9. Importance of Detecting Stereotypes in § A.10 562

10. Qualitative Descriptions of the Generated Datasets in 563
§ A.11 564

A.1. What does OASIS Uncover about Stereotypes 565
in T2I Models? 566

We apply OASIS on three open-weight T2I models – 567
SDv2 [43], SDv3 [23], and FLUX.1[dev] [10]. In the first 568
step, as illustrated in Fig. 2, we generate a dataset of 2000 569
images of people from each of the nationalities and with 570
each T2I model. In the next step, for each nationality, a can- 571
didate set for stereotypes and their descriptions is generated 572
according to Eq. (2). We used ChatGPT o1-preview [39] 573
and ChatGPT 4o [38] as MLLM in Eq. (2). Implementation 574
details are mentioned in § A.5. 575

A.1.1. Lower, Yet Significant Stereotypes in Newer T2I 576
Models 577

Table 1. Stereotype Score. Comparison of three T2I models,
SDv2, SDv3, and FLUX.1 on stereotype score in three nationalities.
P ∗(A | C) is the true density of the attribute obtained from real-
world statistics (details provided in § A.5.3), P (A | D,C) is the
density of the attribute in the generated dataset, and Ψ(A | D,C) is
the stereotype score. All values are in %.

Stereotype Candidate P ∗(A | C)
SDv2 SDv3 FLUX.1[dev]

P (A | D,C) Ψ(A | D,C) P (A | D,C) Ψ(A | D,C) P (A | D,C) Ψ(A | D,C)

Ir
an

ia
n

Man 50 98 48 99.8 49.8 83.6 33.6
Wearing Turban 0.2 27.3 27.1 69 68.8 38.2 38

Old 40 93.2 53.2 87 47 66.5 26.5
Traditional Cloths 50 96.2 46.2 94.1 44.1 56.1 6.1

Beard 34 96.6 62.6 99.7 65.7 83.5 49.5

In
di

an

Man 51 78.5 27.5 78.1 27.1 31.6 0
Turban 2 2.2 0.2 0.9 0 0.1 0

Mustache 25 17.7 0 12.4 0 25.9 0.9
Tilak/Bindi 50 61.7 11.7 59.3 9.3 86.7 36.7

VibrantColorCloths 50 41.5 0 58.3 8.3 53.8 3.8

M
ex

ic
an

Man 48 95.1 47.1 85 37 50.1 2.1
Hat 50 77.3 22.3 49.2 0 94.4 44.4

Sombrero 50 56.6 6.6 17.6 0 58.6 8.6
Mustache 25 77.8 52.8 34.1 9.1 84.7 59.7

Embroidered Clothing 50 82.6 32.6 45.9 0 94.2 44.2

We use CLIP ViT-G-14 from OpenCLIP [27] trained on 578
LAION2B [47] to estimate P (A | D,C). Table 1 com- 579
pares the T2I models in terms of their stereotype scores 580
defined in Sec. 3.1 from the images generated by these mod- 581
els corresponding to three nationalities – Iranian, Indian, 582
and Mexican. Although the fidelity of the generated im- 583
ages has improved dramatically from SDv2 to SDv3 and 584
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FLUX.1, our results demonstrate that stereotype scores of585
newer models are generally lower than those of the older586
ones. However, in some cases, there are exceptions. As587
an example, when generating images of Mexican person,588
FLUX.1 depicts 84.7% of the faces with mustache while589
SDv2 and SDv3 generate 77.8% and 34.1% faces with mus-590
tache, respectively. In high-level attributes such as gender,591
FLUX.1 has lower stereotype scores than other models. For592
example, in the case of Iranian, FLUX.1 depicts 83.6% of593
images as man. But in comparison, 98% and 99.8% of the594
images generated by SDv2 and SDv3, respectively, depict595
man.596

Remark. Existing bias definitions are not applicable for
some attributes studied in Tab. 1. E.g., a T2I model needs
to depict 50% of the images of Iranian with turban to be
unbiased according to Eq. (1), which incorrectly represents
Iranian people among whom only 0.2% wear turban.

597

Table 2. P (A = man | C,D) for C = doctor, C = Iranian doctor,
and Indian Doctor.

Model Doctor Indian Doctor Iranian Doctor

SDv2 93 97 (+4) 98 (+5)
SDv3 78 98 (+20) 100 (+22)
FLUX.1 93 100 (+7) 100 (+7)

Previous works have noted the gender imbalance in the598
generated images for certain professions such as doctors and599
teachers [21]. We observe a similar trend in the newer T2I600
models as shown in Table 2. However, SDv3 has a lower601
gender imbalance compared to SDv2 for doctor. We hypoth-602
esize that this is due to the data balancing methods taken603
to ensure unbiased gender representation in the images of604
doctor following the scrutiny it has faced. However, the605
imbalance worsens when a nationality is added to the profes-606
sion (e.g., Iranian doctor). This example demonstrates that607
stereotype mitigation through data balancing is insufficient608
against intersectional stereotypes as it is infeasible to collect609
data samples corresponding to every possible combination.610

A.2. Images of Under-Represented Nationalities611
Contain More Stereotypes612

T2I models are often trained on image-caption pairs that are613
scraped from the Internet. Therefore, their training data may614
be biased by the Internet footprint of various nationalities.615
To investigate the impact of a nationality’s Internet footprint616
on stereotypes in T2I models, we compare the stereotype617
scores of generated images from various nationalities against618
their corresponding number of Internet users. We consider619
generated images corresponding to Indian, Mexican, and620
Iranian nationalities, which have populations of 881.3 mil-621

78.1M (Iran) 96.8M (Mexico) 881.3M (India)
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Figure 3. Comparing stereotype scores for nationalities against
the number of Internet users shows that stereotypes are higher for
under-represented nationalities.

lion, 96.8 million, and 78.1 million, respectively [54]. Fig. 3 622
presents the stereotype scores across different attributes for 623
each country and model. The results indicate that the max- 624
imum and the average stereotype scores for a nationality 625
decrease as the number of Internet users increases. These 626
findings suggest that the stereotypes in T2I models may be 627
exacerbated for under-represented nationalities when trained 628
on image-caption pairs from the Internet. 629

A.2.1. Effective T2I Model Comparison Requires Both 630
Stereotype Score and WALS 631

Fig. 4 compares the WALS for T2I models on three nation- 632
alities. A higher WALS(A) indicates more variance in the 633
images along the attribute A. We observe that FLUX.1 gen- 634
erates images that show a higher variety in clothing items 635
such as hats and turbans, but have a lower variance regarding 636
facial attributes such as beard and mustache across all three 637
nationalities. In contrast, images generated by SDv2 show 638
a higher variance on beard and mustache than on clothing- 639
related attributes. 640

As mentioned in Sec. 3.2, stereotype score and WALS are 641
complementary measures of stereotypes. We can compare 642
the models jointly on these scores to verify if models demon- 643
strate lower stereotypes at the cost of lower variety. Fig. 5 644
plots stereotype score and WALS for various T2I models 645
and attributes for each nationality. An ideal T2I model must 646
have a low stereotype score and a high WALS and there- 647
fore must appear towards the bottom-right corner of these 648
plots. We observe that some models have lower stereotypes 649
while having lower attribute variance. For instance, images 650
from SDv3 tend to have lower WALS across all nationali- 651
ties, although they succeed in reducing stereotypes in some 652
attributes. These observations highlight the importance of 653
employing both distributional (stereotype score) and spec- 654
tral (WALS) metrics together to compare the T2I models. 655
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Figure 4. WALS: Comparison of SDv2, SDv3, and FLUX.1 on spectral variance in the generated images across different attributes,
calculated for Iranian, Mexican, and Indian nationalities.
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Figure 5. Comparison of T2I models based on stereotype scores and WALS for three nationalities. Different colors show different T2I
models and the shapes of the markers denote the attributes.

A.2.2. T2I Models Internally Associate Concepts with656
Stereotypes657

Table 3. StOP first identifies image clusters for each concept using
spectral clustering. The averages of the images from these clusters
are shown in the second column. StOP finds the captions shown
in the third column by solving the optimization problem in Eq. (8).
These captions contain stereotypical attributes such as “Imam” and
“brero”. The fourth column shows the images generated using these
optimized captions. Unsurprisingly, these images contain insignia
of the corresponding culture.

Culture Cluster average Optimized prompts Samples from highlighted prompt

Iranian
“This is a photo of \u093f\u092e Imam”

“This is a photo of \u0935 reb”
“This is a photo of \u093f\u0935 Sheikh”

Mexican
“This is a photo of brero mayor”

“This is a photo of bero Garcia”
“This is a photo of brero pastor”

American
“This is a photo of EO Democrat”

“This is a photo of :border counselor”
“This is a photo of :border ambassador”

We use StOP to discover the internal associations that658
the T2I model M makes with a given concept c. In Table 3,659
we show M-attributes in FLUX.1 discovered using StOP660
for three concepts: Iranian, Mexican, and American. We661
obtain clusters of images using spectral clustering on the662
CLIP features of aligned faces and manually identify those663
with shared stereotypes. The average of the faces in the664
clusters are shown in the second column. The attributes665
that we expect StOP to discover can be visually identified666

from these averaged images. For example, the average of 667
the cluster corresponding to Iranian shows an old man wear- 668
ing a turban and sporting a long beard, characteristic of the 669
Islamic religious leaders in Iran. Therefore, the expected M- 670
attributes include religious terminology. In the third column, 671
we show some of the optimized prompts that StOP produces. 672
The optimized prompts contain Unicode characters in ver- 673
nacular languages. The optimized prompts corresponding 674
to Iranian images include religious terms such as “Imam” 675
and “Sheikh”. Similarly, the optimized prompts for Mexican 676
images include “brero” (short for sombrero). In the last col- 677
umn, we input one of these prompts to FLUX.1 to visually 678
inspect the resulting images. Unsurprisingly, the images 679
generated from these optimized prompts are visually similar 680
to those generated from prompts containing only nationality. 681
For example, the US national flag can be seen as a blurred 682
background in the cluster average and is also present in the 683
samples generated from optimized prompts for American 684
person. 685

A.2.3. Stereotypical Attributes Emerge in the Early Steps 686
of Image Generation 687

We quantify the emergence of stereotypical attributes during 688
image generation in FLUX.1 and SDv3 for image prompts 689
of the form “A photo of an <nationality> person” using 690
SPI. For a given stereotype, we first obtain positive and 691
negative descriptions corresponding to it. For example, for 692
the attribute age, “old” and “young” were used in d+ and d− 693
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Figure 6. SPI tracks the change in attributes in the image generation processes of FLUX.1 and SDv3. We observe that these attributes are
affected during the early time steps of image generation.

in Eq. (2), respectively. SPI is then calculated as the cosine694
similarity between δA and velocity of the latent xt at time695
step t as shown in Eq. (11). We plot SPI(A, t) for all time696
steps during the generation of four images from Iranian and697
Indian nationalities in Fig. 6. We observe that a relatively698
high amount of information on attributes such as beard,699
traditional cloths, and sombrero is added to the images at700
the first step of generation in FLUX.1 indicating that the701
model readily associates these attributes with the concept.702
Specifically, we observe that the stereotypical attributes arise703
during the earlier time steps of generation in both Iranian and704
Indian images. In the example of Iranian person in Fig. 6a,705
we observe that age and beard attributes form in the image706
within the first 3 time steps and gender attribute emerges at707
time step 7. After time step 20, the changes in these attributes708
are negligible. Similarly, stereotypical attributes form within709
the first 20 time steps of generating an image from Indian710
nationality and undergo little change afterward. Additional711
results for other nationalities are provided in § A.7.712

A.2.4. T2I Models have Stereotypical Predispositions713
about Concepts714

In § A.2.3, we noted that stereotypical attributes aggregate in715
the early steps of image generation. A question that naturally716
follows this observation is: are T2I models predisposed to717
generate stereotypical images for a given concept? This can718
be answered by considering the velocity vΘ(xt, t, εt) of the719
early time steps since they guide towards the mean of the720
data721

distribution [29]. This enables us to identify the stereo-722
typical predispositions qualitatively. For each time step t,723
we estimate the final time step image x̂T based on velocity724
vΘ(xt, t, εt) as x̂T = xt+vΘ(xt, t, εt)(T − t), as illustrated725
in Fig. 7a. Fig. 7b shows these images for three samples726
corresponding to Iranian person. The images generated us-727
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Figure 7. Stereotypical predisposition in T2I models for Iranian
person.

ing the velocity at time t = 0 appear to be of a person with 728
turban and beard, even when the final generated images 729
lack these attributes. Conflating with our observations from 730
SS A.2.2 and A.2.3, we conclude that T2I models associate 731
stereotypical attributes with seemingly innocuous prompts. 732
Additional results are provided in § A.8. 733

A.3. Related Work 734

Many studies have shown that deep learning models tend 735
to learn and, at times, amplify the biases present in their 736
datasets [1, 2, 8, 9, 11, 12, 15, 17–20, 33, 41, 44], and T2I 737
models are no exception. Most of the existing work about 738
stereotypes in T2I models has focused on gender and ethnic 739
biases in the generated images. Some studies have shown 740
that prompts play a significant role in the bias generated by 741
T2I models [4, 48, 55]. Seemingly neutral prompts lead to 742
geographical biases favoring Western nations such as the 743
US and Germany, leading to lighter skin tones and Western 744
norms in the images [6, 36], while prompts containing cer- 745
tain cultural and gender terms sometimes generate NSFW im- 746
ages, reflecting the biases in the training datasets [7, 46, 50]. 747
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Luccioni et al. [34] measured distributional biases in profes-748
sions w.r.t a closed set of genders and ethnicities.749

Unlike these works, we use an open set of stereotypes ob-750
tained from an LLM, following [21]. Although these studies751
have achieved breadth in terms of sources for stereotypes,752
they have primarily used statistical parity as the definition of753
stereotype. For example, [28] uses “stereotype tendency” de-754
fined as the ratio of the likelihood of a stereotype appearing755
in a group to that of it appearing in the general population,756
ignoring the directionality of stereotypes. In contrast, we757
measure stereotypes following their true sociological defini-758
tion. We additionally provide insights into the origins of the759
stereotypical attributes in T2I models.760

A.4. Concluding Remarks761

This paper proposed OASIS to measure and understand the762
origin of stereotypes in T2I models based on a quantitative763
measure that aligns with the sociological definition of stereo-764
type. OASIS includes: (M1) Stereotype Score (Sec. 3.1) to765
measure the directional violation of the true stereotypical at-766
tribute distribution in the T2I model, (M2) WALS (Sec. 3.2)767
to measure the spectral variety of the generated images along768
the stereotypical attributes, (U1) StOP (Sec. 3.3) to discover769
the stereotypical attributes that the T2I model internally asso-770
ciates with a concept, and (U2) SPI (Sec. 3.4) to measure the771
emergence of stereotypical attributes during image genera-772
tion from the latent space. Despite the considerable progress773
in the image fidelity of T2I models, using OASIS, we con-774
clude that the newer models such as FLUX.1 and SDv3 have775
strong stereotypical predispositions about concepts and still776
struggle to avoid stereotypical attributes in the images.777
Recommendations. OASIS unveils the extent of stereo-778
types in T2I models. However, commonly pursued solutions779
for correcting biases in generative models such as data bal-780
ancing are not suitable for resolving stereotypes due to the781
sheer number of concepts that could potentially have stereo-782
types. Additionally, concepts such as nationalities worsen783
stereotypes in unrelated concepts such as doctors as ob-784
served in Tab. 2. It is infeasible to collect data samples at785
the intersection of multiple concepts. Therefore, training-786
time mitigation and post hoc correction techniques that are787
tailored to remove stereotypes in T2I models must be de-788
veloped[24, 40, 41, 55]. Our observations also underscore789
the need for increased participation of under-represented790
communities in the development of large generative models.791

A.5. Implementation Details792

In this section we provide all the details that are employed793
in the experiment section in order to obtain the mentioned794
results.795

A.5.1. LLM Template Instruction796

To generate an open-set candidate for stereotypes correspond-797
ing to a given concept, we follow the approach provided in798

[21]. The template instruction I that was used in Eq. (2) is 799
as follows: 800

I am using a text-to-image model to generate fa-
cial images of individuals from various nationalities.
These images depict faces along with a surround-
ing margin that may include headwear or clothing
visible above the chest. I need a candidate set of at
least 15 potential stereotypes to monitor for in the
generated images. I will provide the prompts used to
generate the images, and I would like you to identify
this candidate set. Additionally, I plan to check the
presence or absence of these attributes in the images
using a CLIP model. For each attribute, I need at
least two sentences: one that positively describes the
existence of the attribute and another that describes
its absence.

801

An example of the output produced by ChatGPT o1- 802
preview is, 803

Certainly! Based on your prompt, “A photo of a
Tunisian person,” here is a list of potential attributes
to look for in the generated images. These attributes
are associated with cultural elements and common
depictions of Tunisian people. For each attribute,
I’ve provided a positive and a negative sentence that
can be used with a CLIP model for zero-shot classi-
fication.
1. Wearing a Traditional Chechia (Hat)

• Positive: "The person is wearing a traditional
Tunisian chechia."

• Negative: "The person is not wearing any head-
wear."

2. Traditional Clothing
• Positive: "The person is wearing traditional

Tunisian clothing."
• Negative: "The person is wearing modern West-

ern clothing."
3. Wearing a Djebba (for men)

• Positive: "The man is wearing a traditional
djebba."

• Negative: "The man is not wearing a djebba."
...

15. Wearing a Sefsari (for women)
• Positive: "The woman is wearing a traditional

sefsari."
• Negative: "The woman is not wearing a sef-

sari."
804
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A.5.2. Image Generation Prompts805

To generate images from FLUX.1 and SDv3, we used the806
prompt template “A photo of <nationality> person”, where807
<nationality> could take values like American, Indian, etc.808
For SDv2, we observed that the images could be of lower809
quality or contain the torso of the person. Therefore, for810
each images, we sampled a prompt randomly from the fol-811
lowing array of prompts: “A photo of <nationality> person”,812
“A picture of <nationality> person”, “A portrait photo of813
<nationality> person”, “A front profile photo of <nationality>814
person”.815

A.5.3. Obtaining True Distributions816

Stereotype score is measured as the violation of the true un-817
derlying distribution of an attribute given a concept, denoted818
by P ∗(A | C), in the generated images. One could obtain819
P ∗(A | C) from official census data and online statistcs. For820
example, Brotherton and Etzel [14] provides various demo-821
graphic details about doctors in the US such as ethnicity and822
gender in various specializations. For attributes where it is823
difficult to obtain precise statistics, e.g., traditional cloth-824
ing, we consider their presence a choice and assign a 50%825
chance for their presence. For example, for mustache for peo-826
ple from Mexican nationality, we calculate P ∗(mustache |827
Mexican) = 0.5× P ∗(male | Mexican) ≈ 0.255.828

A.6. Finding δA Using A-Aware Generated Images829

As mentioned in Sec. 3.2, to find the direction of change in830
A, we propose two approaches: (i) using text embeddings of831
a pair of positive and negative descriptions, d+ and d−, and832
(ii) using A-aware generated images. The first approach is833
explained in Sec. 3.2 and in this section, we explain how to834
find δA using A-aware generated images in both linear and835
non-linear cases.836

A.6.1. Linear δA837

As mentioned in Sec. 3.2, using A-aware generated images838
to find δA can be more precise than using text embeddings.839
As an example, for finding the direction of change in male840
for images corresponding to “A photo of an Iranian person”,841
two sets of images using prompts “A photo of a man” and842
“A photo of a woman” are created. The set of CLIP features843
of these images are denoted by ZA = {zi}mi=1 and their844
corresponding labels of A as YA = {yi}mi=1. Then we find845
an orthogonal transformation matrix Γ that maps ZA to a846
subspace that maximizes the variance of the labeled data847
using supervised principal component analysis [5] that max-848
imizes the dependency between the mapped data Γ>ZA and849
YA. Hilbert-Schmidt Independence Criterion (HSIC) [26]850
is employed as the dependence metric where its empirical851
version is defined as HSICemp = Tr{HKZZHKY }, where852
H is the centering matrix, KY is a kernel matrix of Y , and853
KZZ is a kernel matrix of the mapped data. When using a854

linear kernel, it becomes KZZ = Z>ΓΓ>Z. Therefore, Γ 855
can be calculated by solving the following optimization 856

argmax
Γ

Tr{Γ>ZHKY Y HZ>Γ}, (12) 857

subject to Γ>Γ = I (13) 858

This optimization has a closed-form solution, and the 859
columns of the optimal Γ are the eigenvectors of 860

M :=ZHKY Y HZ> corresponding to the d largest eigen- 861
values where d is the dimensionality of the subspace [35]. 862
Here, since we only need a direction vector, we choose the 863
eigenvector v̂1 associated with the largest eigenvalue of M . 864

δA = Γ = v̂1. (14) 865

To capture the non-linear relations of the attribute, a non- 866
linear kernel can be used to calculate KY and KZZ . The 867
closed-form solution for the non-linear case is provided in 868
§ A.6.2. 869

A.6.2. Non-Linear δA 870

If we are interested in finding non-linear relations between 871
the images in order to find direction of change in an attribute, 872
a non-linear version of the formulation mentioned in the pre- 873
vious subsection can be used. In this approach, similar to the 874
linear case, we generate two sets of images associated with 875
positive (a+) and negative (a−) categories of A. The set of 876
CLIP features of these images are denoted by ZA = {zi}mi=1 877
and their corresponding labels of A as YA = {yi}mi=1. Then 878
we find an orthogonal transformation matrix Γ that maps 879
kernelized ZA to a subspace that maximizes the variance of 880
the labeled data using supervised principal component anal- 881
ysis [5] that maximizes the dependency between the mapped 882
data Γ>KZZ and YA. 883

Hilbert-Schmidt Independence Criterion (HSIC) [26] is 884
employed as the dependence metric where its empirical ver- 885
sion is defined as HSICemp = Tr{HKZZHKY }, where H 886
is the centering matrix, KY is a kernel of Y , and KZZ is the 887
kernelized ZA using a similarity measure of the mapped data. 888
Γ can be calculated by solving the following optimization 889

argmax
Γ

Tr{Γ>KZZHKY Y HK>
ZZ Γ}, 890

subject to Γ>Γ = I (15) 891

This optimization has a closed-form solution and 892
the optimal solution for Γ are the eigenvectors of 893

M :=KZZHKY Y HK>
ZZ corresponding to the d largest 894

eigenvalues where d is the dimensionality of the sub- 895
space [35]. Here, since we only need a direction vector, 896
we choose the eigenvector v̂1 associated with the largest 897
eigenvalue of M . 898

δA = Γ = v̂1. (16) 899
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Figure 8. Additional samples of SPI plots of generated images by FLUX.1 and SDv3 for Mexican and Tunisian nationalities. A positive
value for SPI(A, t) means that a+ is added to the image at time step t. Similarly, a negative SPI means that the image is moving toward a−.

A.7. More Results on SPI900

More Sample-Wise Results. More samples for SPI on901
Mexican person and Tunisian person are illustrated in Fig. 8.902
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Figure 9. Average SPI in 100 samples for Iranian person generated
by SDv3.

Average SPI. The average SPI in 100 images generated903
by SDv3 corresponding to “A photo of an Iranian person” is904
demonstrated in Fig. 9. As illustrated, the T2I model adds905
a high amount of information on attributes such as turban906
in the earlier steps. This confirms our earlier conclusions907
from sample-wise SPI in Fig. 6b. Additionally, we note908
that the variance for SPI is small in the time step T = 0,909
suggesting the stereotypical predispositions noted in § A.2.4.910
However, in the next few time steps, we see a slightly larger911
variance that indicates that these models tend to correct the912
stereotypical attributes added in the former time steps.913

A.8. More Results on T2I models’ Stereotypical Pre-914
dispositions915

In this section, we provide additional results that show that916
T2I models are predisposed to create stereotypical images917
for various nationalities. In Fig. 10, we show additional918
results for FLUX.1 on Iranian, Indian, and Mexican nation-919
alities. Similar to our observations in § A.2.4, we note that920
the images generated from the velocity at t = 0 for Iranian921
person contain stereotypical attributes such as beard and tur-922
ban. Likewise, for images of Indian personality, we observe923
vibrant clothing (e.g., orange veil). In the images of Mexican924

Time Step

(a) Iranian person

Time Step

(b) Indian person

Time Step

(c) Mexican person

Figure 10. First 9 steps of image generation in FLUX.1 model for
three nationalities: (a) Iranian person, (b) Indian person, and (c)
Mexican person

person, we can see a faded sombrero in the early images. 925
Moreover, the attributes that appear in the early stages of 926
image generation are absent in the final generated image, 927
indicating that these stereotypical attributes arise due to their 928
intrinsic association with the concept. 929
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A.9. Limitations930

Obtaining P ∗(A | C). Access to P ∗(A | C) is a crucial931
component for any stereotype measuring method. As men-932
tioned in § A.5.3, P ∗(A | C) is obtained from census data933
and online sources when they are available. We note that934
reliable sources may not be available for every attribute and935
changes in survey methods can affect the results. However,936
for most stereotype evaluation and mitigation applications,937
reliable data can be found from government and survey agen-938
cies.939

Use of CLIP. As mentioned in Sec. 3.1, we obtain P (A |940
Ii, C) using attribute classifiers. Instead of training attribute-941
specific classifiers, a zero-shot predictor like CLIP [42] can942
be utilized. However, some attributes may be unfamiliar943
to the model, resulting in lower accuracy in detecting them944
within the images. Additionally, these models may be biased945
in terms of concepts such as ethnicity. With advancements946
in zero-shot prediction models and the introduction of more947
accurate versions, newer models can seamlessly replace the948
existing ones in OASIS, thanks to its modular design.949

For a small dataset of doctors that is used in Tab. 2, we950
evaluate the performance of the CLIP model in predicting951
the gender. As mentioned earlier, for each T2I model, we952
generated 100 images of doctors and manually labeled their953
genders. The accuracy of the CLIP model in predicting954
gender is demonstrated in Tab. 4. The results suggest that955
on this small dataset, the CLIP model can predict gender956
almost as accurately as human annotators.957

Table 4. Performance of the CLIP model on predicting gender in
the generated doctors dataset.

Model Accuracy

SDv2 100%
SDv3 99%

FLUX.1 99%

Additionally, we evaluate the performance of the em-958
ployed CLIP model on CelebA [32] that contains more than959
200,000 face images of celebrities annotated with 40 binary960
attributes. Since we primarily used CLIP to predict attributes961
such as beard and hat, we evaluate the model on similar962
attributes (i.e., having beard, man, wearing a hat, having963
a mustache). The accuracy in predicting each attribute is964
reported in Tab. 5. The results demonstrate that the CLIP965
model can predict the attribute with an acceptable accuracy.966
As we noted earlier, although the CLIP model may not accu-967
rately predict certain general attributes, our results indicate968
that the CLIP model is suitable for predicting the attributes969
that we considered in this work.970

The above-mentioned experiments, show the effective-971
ness of using a CLIP model in automating the classification972

Table 5. Performance of the CLIP model on predicting four at-
tributes in CelebA dataset.

Attribute Accuracy

having beard 83.06%
gender 99.38%

wearing a hat 96.14%
having a mustache 94.77%

of the images. However, the accuracy of the model is not 973
100% which indicates that by newer vision-language model 974
with higher accuracy compared to the CLIP model that is 975
employed in this paper, should be replaced in the OASIS. 976

A.10. Importance of Detecting Stereotypes in Gen- 977
erative Models 978

Visual content produced by generative models inadvertently 979
perpetuates stereotypes about various ethnicities, cultures, 980
nationalities, and professions [3]. Such images and videos 981
are shared on online social media accounts such as X and 982
Reddit, and this can reinforce stereotypical notions about 983
certain social groups. This content could also influence 984
public perception of marginalized communities and could 985
undermine ongoing efforts to integrate them into mainstream 986
society. For example, it has been noted that generated images 987
of women from certain ethnicities tend to be sexualized [30]. 988
Additionally, the adoption of these generative models by 989
various companies and institutions may have unforeseen 990
consequences. For example, Nicoletti and Bass [37] states 991
that using generative AI to develop suspect sketches could 992
lead to wrongful convictions. 993

A.11. Qualitative Descriptions of the Generated 994
Datasets 995

We evaluated OASIS on the images corresponding to vari- 996
ous nationalities generated by different T2I models. In this 997
section, we give a qualitative description of the generated 998
images. A few randomly selected representative samples 999
from each culture and T2I model are shown in Fig. 11. 1000
FLUX.1. The images produced by FLUX.1 are of high 1001
quality and look realistic. However, some stereotypes can be 1002
qualitatively observed from the images in Fig. 11a. For exam- 1003
ple, some images of American people contain the American 1004
flag. Images of Indian people tend to show vibrant colored 1005
clothing. Most of the generated images of Iranian people are 1006
of men and most of them wear turban. Among the images 1007
of Mexican people, sombrero is the most common stereo- 1008
typical element. We additionally note a general superficial 1009
diversity among the samples. For example, the images in 1010
each row were generated with the same random seeds. We 1011
can observe that the backgrounds in these photos are some- 1012
times repeated. For instance, compare the first columns of 1013
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Indian and Mexican samples. Additionally, there is a clear1014
disparity in the backgrounds across nationalities. The back-1015
grounds for American and Iranian images are more often1016
indoors than for Indian and Mexican. Images of American1017
and Iranian people also more often contain images of offi-1018
cials compared to Indian and Mexican images. Interestingly,1019
Donald Trump’s image appeared when prompted to generate1020
images of American person.1021
SDv3. Fig. 11b shows the samples generated by SDv3.1022
Although the generated images are of high fidelity, unlike1023
FLUX.1, they lack variety in background and poses. Sur-1024
prisingly, images of American people are relatively free of1025
stereotypes and show ethnic diversity. However, the face1026
images of Indian people look very similar and contain ele-1027
ments such as tilak/bindi. The diversity drops further in the1028
images of Iranian people. All the randomly selected samples1029
contained images of men wearing turban and religious at-1030
tire. Among the images of Mexican people, sombreros were1031
present but in fewer proportions compared to the images1032
generated by FLUX.1.1033
SDv2. Some representative samples generated by SDv21034
are shown in Fig. 11c. Among the considered T2I models,1035
SDv2 produced images with the least photorealism, with1036
some displaying distorted facial expressions. However, these1037
images generally contain diverse facial attributes such as1038
hairstyle. Images of American people are of higher qual-1039
ity compared to other nationalities, although they include1040
black & white portraits. We note the lack of ethnic diver-1041
sity among these images compared to those in SDv3 and1042
FLUX.1. Although identity diversity is lower for images1043
of Indian people compared to FLUX.1 and SDv3, we also1044
observe fewer stereotypical attributes. Similar to SDv3, the1045
images of Iranian people generated by SDv2 are primarily of1046
men, mostly donning turban. Stereotypes such as sombrero1047
and colorful clothing are present in the images of Mexican1048
people. Among all the T2I models that we considered, SDv21049
seems to have the least gender diversity across all nationali-1050
ties.1051

American

Indian

Iranian

Mexican

(a) FLUX.1

American

Indian

Iranian

Mexican

(b) SDv3

American

Indian

Iranian

Mexican

(c) SDv2

Figure 11. A few randomly selected representative samples from
each culture and T2I model.
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