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Abstract

Tropical Cyclone (TC) estimation aims to accurately estimate various TC attributes
in real time. However, distribution shifts arising from the complex and dynamic
nature of TC environmental fields, such as varying geographical conditions and
seasonal changes, present significant challenges to reliable estimation. Most
existing methods rely on multi-modal fusion for feature extraction but overlook
the intrinsic distribution of feature representations, leading to poor generalization
under out-of-distribution (OOD) scenarios. To address this, we propose an effective
Identity Distribution-Oriented Physical Invariant Learning framework (IDOL),
which imposes identity-oriented constraints to regulate the feature space under
the guidance of prior physical knowledge, thereby dealing distribution variability
with physical invariance. Specifically, the proposed IDOL employs the wind field
model and dark correlation knowledge of TC to model task-shared and task-specific
identity tokens. These tokens capture task dependencies and intrinsic physical
invariances of TC, enabling robust estimation of TC wind speed, pressure, inner-
core, and outer-core size under distribution shifts. Extensive experiments conducted
on multiple datasets and tasks demonstrate the outperformance of the proposed
IDOL, verifying that imposing identity-oriented constraints based on prior physical
knowledge can effectively mitigates diverse distribution shifts in TC estimation.
Code is available at https://github.com/Zjut-MultimediaPlus/IDOL.

1 Introduction

As a typical natural disaster, Tropical Cyclones (TCs) endanger human life and the environment each
year. Accurate estimation of TC intensity and size is thus essential in the field of weather service, as it
helps reduce casualties and property losses. Driven by the strong capability of deep learning in feature
representation and nonlinear modeling, recent TC multi-task estimation methods [7, 8] primarily em-
ploy deep neural networks to jointly estimate multiple TC attributes, including intensity and size. Gen-
erally speaking, deep learning models rely on the assumption that the training and test data are drawn
from the same underlying distribution, referred to as in-distribution [11], to make reliable predictions.
However, in real-world scenarios, the spatiotemporal heterogeneity of TC environmental fields often
gives rise to complex and diverse developmental pathways [10], resulting in out-of-distribution (OOD)
data during inference. Consequently, ignoring the inherent distribution of network embeddings, ex-
isting methods may fail to learn features that capture all possible variations in TC evolution. This,
in turn, severely limits the models’ ability to generalize effectively when learning from previously
unseen TCs. To verify the presence of OOD data, we use violin plots to visualize the distributions of
input X and output Y across different datasets or tasks. As shown in Figure 7 in Appendix A, the
varying shapes and spreads of the violins reveal notable discrepancies in the TC data distributions.
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Figure 1: Diverse Distribution Shifts in TC
Multi-Task Estimation. The v, p, ri and ro
represent the wind speed, pressure, inner-core
and outer-core size of TC, respectively.

These observations highlight the importance of im-
proving model generalization by explicitly address-
ing the OOD issue in TC estimation. Considering
the spatiotemporal and multivariate correlations
among multiple TC attributes, based on previous
studies [12, 13], we attribute the OOD issue in TC
estimation to three types of distribution shifts. As
shown in Figure 1, covariate shift and label shift
refer to changes in the input and output distribu-
tions between the seen and unseen datasets, i.e.,
P (X)vs.P (X ′) and P (Y )vs.P (Y ′), respectively.
Concept shift denotes variations in the conditional
probabilities P (Y |X), arising when different TC
attributes follow distinct developmental patterns
and data distributions. The detailed definitions and
underlying causes of these shifts are provided in Ap-
pendix A. To cope with various distribution shifts,
one important approach is invariant feature learn-
ing, which aims to extract features with certain
invariance across both training and other unseen
domains [14]. From this perspective, two key challenges remain to be addressed. C1: What can
represent the invariance in a specific domain, i.e., TC multi-task estimation? C2: How can this
invariance be modeled and utilized to handle the aforementioned three types of distribution shifts?

Figure 2: Solution to various distribution shifts:
Regulating the feature space to task identities by
prior physics.

Contributions. As illustrated in Figure 2, to
cope with various distribution shifts, we propose
a novel perspective based on Gaussian model-
ing that characterizes the invariant distributions
of the feature embeddings, rather than the fea-
ture embeddings themselves. Although the envi-
ronmental fields outside TCs are highly variable,
the internal physical relationships among multi-
ple TC attributes [15, 16] remain relatively stable
and invariant. Consequently, for C1, we propose
the Ientity Distribution-Oriented Physical Invari-
ant Learning framework (IDOL), which imposes
identity-oriented constraints on embeddings by
regulating their distributions under the guidance of prior physical knowledge. The task-shared and
task-specific identity tokens derived from the proposed IDOL represent the underlying physical
invariant distribution in TC multi-task estimation.

For C2, the learned task-specific identity tokens transform the synchronous learning of conditional
probabilities for multiple specific tasks Yi, i ∈ {v, p, ri, ro} into a task flow learning process,
involving P (Yi |X) and P (Yj |Yi), thereby addressing concept shift through the decoupling and
modeling of task dependencies. The v, p, ri, and ro represent the estimated TC attributes, namely
wind speed, pressure, inner-core size, and outer-core size, respectively. Meanwhile, the task-shared
identity token is employed to address covariate and label shifts by linking the input and output and
maximizing their information representation. Specifically, we incorporate two types of prior physics,
including TC wind field model and dark correlation knowledge, to learn the physical invariance of
TC, the major contributions of the proposed IDOL are summarized as follows:

• To address concept shift in multi-task learning, we propose a Task Dependency Flow
learning module. By incorporating the prior wind field model, the conditional probabilities
of multiple specific tasks are decoupled to model the dependencies among tasks, thereby
facilitating the learning of distinct task-specific identities.

• To address covariate and label shifts, we design a Correlation-Aware Information Bridge
module. By incorporating physical correlations to regulate the latent feature distribution, the
task-shared identity token is modeled to serve as an information bridge that preserves the
core information of both input and output in TC estimation.

• Comprehensive experiments are conducted on multiple TC estimation and prediction tasks
to evaluate the effectiveness of the proposed IDOL. The results demonstrate the efficacy of
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IDOL in handling diverse distribution shifts through feature space constraints informed by
prior physical knowledge.

2 Related Work

TC Estimation. TC estimation is a thriving research field that aims to model and understand the
intricate development dynamics in multiple attributes of TC. Since traditional methods [1, 5, 6]
depend on the experiences of experts, numerous approaches for TC intensity estimation based on
Convolutional Neural Network (CNN) [17–21] have been introduced. Similarly, various CNN-based
methods have been employed to estimate multiple sizes of TC [22, 23, 4]. Another important direction
involves leveraging multi-task learning to simultaneously capture the relationships between different
TC attributes and estimate them [7, 8, 24–26]. These models employ the method of hard parameter
sharing to capture the commonality of different tasks, facilitating TC multi-task estimation. However,
most existing TC estimation models only rely on data-driven learning, limiting their generalization
across diverse data distributions.

Invariant Learning. Invariant learning is a method aimed at learning features that are consistent
for a specific task, while remaining robust to changes in environments or domains [27–29]. This
approach tackles distribution shift issues, allowing models to generalize across varying conditions.
One common method is to partition the training data into multiple environments or domains and
optimize a shared objective function across these environments, ensuring that learned features are
consistent across all of them [30, 31], thus mitigating distribution shifts. Another approach uses the
Mixture of Experts framework, which decomposes the model into expert modules with dynamic
routing mechanisms to separate domain-specific and domain-invariant features [32–34], improving
cross-domain generalization.

Physics-incorporated Methods. There has been a recent surge of interest in combining physics with
deep learning methods for improving the interpretability, and generalization of models. According
to the previous survey [35], there are three different ways to inform deep learning models with
physics. The first is observational bias [36, 37], which incorporates physics principles and constraints
implicitly through data. The second one is learning bias approaches [38, 39], which incorporate the
governing Partial Differential Equations more explicitly into the loss of training process. At last, in
contrast to enforcing physical constraints, inductive bias approaches [40, 41] attempt to embed prior
physics knowledge within the network design.

Since previous methods of invariant learning rely on environmental constraints and post-intervention
output distribution, they can not cover diverse shifted distributions and are not suitable for specific
meteorological tasks. In this work, to tackle diverse distribution shifts, we integrate observational
bias and inductive bias to learn the identity distribution of tasks that represent physical invariance.

3 Preliminaries

Representation of Correlated Data: The specific semantic information of TC is captured and
encoded using temporal-spatial satellite data and auxiliary physical data, collectively denoted as
X. For satellite data, we use multi-channel infrared brightness temperature data, which is denoted
as Xir = {Xt0

ir,X
t1
ir}, where Xir ∈ Rc×h×w at each time is a three-dimensional tensor. In this

representation, c represents the number of channels, h and w denotes the height and width. Moreover,
combined with the previous research in TC estimation [7, 42], we define the auxiliary data as
Xaux = {Xdev,Xcor}, including developmental and correlation factors of TC. In this representation,
Xdev includes the previous level and the time since the TC became a named storm in minutes.
Xcor contains TC fullness, concentration ratio, energy ratio, and TC width. To ensure real-time
applicability, all auxiliary data are collected from the 12 hours preceding the estimation time.

Identity-Oriented TC Estimation. In the context of TC multi-task estimation, a common goal is to
estimate multiple current attributes by leveraging task-shared features extracted from multi-modal
data. As shown in Eq. (1), the conventional objective is to learn a feature extractor f and task
estimators g that minimize the overall estimation error:

θ∗ = argmin
θ

Le

(
g(f(X; θ1); θ2),Y

)
, θ = {θ1, θ2} (1)
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Figure 3: The framework of the proposed IDOL. v, p, ri, and ro denote the TC wind speed, pressure,
inner-core size, and outer-core size, respectively. DevEnc, CorEnc, and GMM refer to the proposed
Development Encoder, Correlation Encoder, and Gaussian Mixture Model, respectively.

where Le denote the error loss function for all task, X and Y denote the input data and ground
truth labels, respectively. However, this objective relies on the in-distribution assumption, which is
often violated in practice, thereby limiting the model’s generalization capability. To address diverse
distribution shifts, we propose an identity-oriented TC estimation framework that captures physical
invariance, as formally defined in Eq. (2).

θ∗ = argmin
θ

Le

(
g(idsp, idsh, f(X; θ1); θ2),Y

)︸ ︷︷ ︸
Estimation Loss

+Lidc

(
Oid ·D(f(X; θ1))

)︸ ︷︷ ︸
Identity-Oriented Constraint

(2)

where idsp and idsh refer to the proposed task-specific and task-shared identity tokens. Lidc is the
identity-oriented constraint imposed on the feature distribution D(f(X; θ1)). Specifically, we design
the operator Oid to model task identity tokens by leveraging the internal invariant physical correlations
to regulate the feature distribution. In our method, the function g refers to the proposed estimation
heads based on the Correlation-Aware Attention mechanism. And θ1 refers to the parameters of the
encoder backbone, while θ2 includes the parameters of the modules illustrated in Figure 3(a)-(c).

4 Our Approach: IDOL

This section provides an in-depth explanation of the technical details of the proposed IDOL framework.
The goal of our method is to achieve identity-oriented estimation of multiple TC attributes, including
wind speed, pressure, and inner- and outer-core sizes, denoted by the subscripts v, p, ri, and ro,
respectively. As illustrated in Figure 3, we present a comprehensive overview of the framework.
Based on the feature embedding Femb extracted by the encoder backbone f , the identity token id,
which represents the physical invariant distribution of TC, is initialized as follows:

Femb = f(X; θ1) ; id = Pgaussian(Femb) (3)

Pgaussian denotes a Gaussian sampling operation applied based on the mean and variance of the
feature embeddings. Details of the Eq. (3) are provided in Appendix B.1.

Then, based on the initialized identity, the proposed model consists of three main components for
handling distribution shifts: (a) Task Dependency Flow Learning: To address concept shift in
multi-task learning, we introduce a Development Encoder and a Prior-aware Approximator (PriorApp)
to decouple and model task dependencies. This facilitates the learning of all task-specific identity
tokens, denoted as idsp = {idv

sp, id
p
sp, id

ri
sp, id

ro
sp}. (b) Correlation-Aware Information Bridge: To

handle covariate and label shifts in the input and output, we construct a dark knowledge graph to
learn latent physical correlations among TC attributes. These learned correlations are used to regulate
the embedding distribution. The resulting task-shared identity, denoted as idsh, serves as a bridge
between input and output by capturing their invariant physical relationships. (c) Identity-Oriented
Estimation: The feature embedding, along with the task-specific and task-shared identity tokens, is
fed into a multi-head self-attention mechanism to impose identity-oriented constraints. Finally, four
estimation heads produce the outputs based on the identity-oriented feature embedding.
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4.1 Task Dependency Flow Learning

In this section, to decouple and model task dependencies, we first assume that the development of TC
is in line with the prior Holland model shown in Eq. (4). In this prior model, an inherent physical
dependency exists between the intensity and wind radii of TC, in which, intensity includes wind
speed and pressure, and wind radii include the size of the inner and outer core. Therefore, to model
the task-specific identity tokens, we decompose the task dependency flow learning into two sequential
modules: Development Encoder and Prior-aware Approximator, which are responsible for modeling
the identity of TC intensity and size, respectively.

Prior Wind Field Model. To model task-specific identity tokens by the decoupling and modeling of
task dependencies, we incorporate the Holland model into the framework, which is a classical TC
wind field model, providing a mathematical framework for describing the radial wind distribution of
TC [15]. Based on quasi-statistical physical assumptions, this model assumes a quasi-steady-state
balance, where the wind field is driven by the interplay of dynamic and thermodynamic processes,
reflecting a balance between pressure gradient force, centrifugal force, and Coriolis force. The
formulation can be represented as follows:

rB ln[(pn − pc)/(pr − pc)] = A (4)

where pr is the pressure at radius r, pc is the central pressure and pn is the ambient pressure
(theoretically at infinite radius). The A and B are scaling parameters, which allow the model to adapt
to different types of TC by adjusting the steepness of the wind profile.

Development Encoder. Considering TC wind speed and pressure are highly related to the state of
TC, which reflects the dynamic development. Consequently, we design an encoder to explore the
developmental mode from the developmental factors of TC, and use the mode features to regulate
the initialized identity token (id), then obtain the task-specific identity tokens of TC wind speed and
pressure (denoted as idv

sp and idp
sp). The above processes can be expressed as follows:

µi,σi = Encdev(Xdev; θdev) ; id
i
sp = µi + σi · id, i ∈ {v, p} (5)

where Encdev denotes the proposed Development Encoder, composed of linear layers followed
by ReLU activations, with corresponding parameters θdev. The operator Oid defined in Eq. (2) is
implemented here via the reparameterization formulation: µi + σi · id.

Prior-aware Approximator. Through an identical transformation of Eq. (4), we derive the transcen-
dental equation in Eq. (6), with its derivation provided in Appendix B.2:

r = (
A

ln(pn − pc)− ln(pr − pc)
)

1
B = γ

1
B (6)

To encode the prior task dependency captured by Eq. (6), we propose the PriorApp, which transforms
task-specific identity tokens across tasks via two key components: (i) learnable linear mappings to
approximate the intermediate term γ, and (ii) a deep iterative algorithm that simulates the nonlinear
exponentiation, with each iteration defined in Eq. (16) of Appendix B.2. As an illustrative example,
the dependency between TC pressure and outer-core size is modeled as follows:

γro =
αro
p

ln
(
Fn(id

p
sp; θn)

)
− ln

(
Fr(id

p
sp; θr)

)
U = GConv(([U1,U2, . . . ,Un],Eu); θu)

idro
sp = Ht := PriorAppt(Ht−1,U,γro; θiter), s.t. δ(Ht,Ht−1) < τ

(7)

where ln(·) denotes the natural logarithm; Fn and Fr are linear layers with learnable parameters θn
and θr; and αro

p is a learnable scaling factor. Ui represents the learnable node embeddings, and Eu

is their edge connectivity matrix, where an edge exists if two nodes are adjacent. The GConv here
refer to the Graph Convolutional Layer, which is introduced to supplement the prior equation by
modeling the additional latent interactions through U. The deep iterative algorithm terminates either
upon reaching a predefined maximum number of iterations or when the difference δ(Ht,Ht−1) falls
below a threshold τ .
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4.2 Correlation-Aware Information Bridge

To address covariate and label shifts in the input and output, we propose modeling the task-shared
identity token idsh, which acts as an information bridge between them by capturing invariant physical
relationships. Inspired by the concept of dark knowledge proposed in LoCa [44], which encompasses
multi-task information, we first construct a dark knowledge graph Gdk to uncover latent physical
correlations among TC attributes and input data. Details of the construction of Gdk are provided in
Appendix B.3. Then, to model the task-shared identity token grounded in these correlations, we use
the learned graph to inform the regulation of feature distribution. Specifically, the proposed module
comprises two components: (i) a correlation encoder (CorEnc) using stacked GConv layers to capture
latent correlations, and (ii) a self-adaptive Gaussian Mixture Model (GMM) with correlation-aware
weighting. The GMM flexibly combines latent distributions to effectively capture shared identity
features across tasks. The learning process is formulated as follows:

Zdk = Enccor(Gdk; θdk) ;αsh = Softmax(Zdk)

idsh = αsh ·Aggregate({d0, ...,dk|j = 0, 1, ..., k}) ,dj = µj + σj · id
(8)

Here, Enccor denotes the Correlation Encoder with parameters θdk. The GMM contains k learnable
components {dj}kj=0, each constructed from a parameter pair (µj,σj).

4.3 Identity-Oriented Estimation

To enable identity-oriented TC estimation, we design four estimation heads based on correlation-
aware attention [45] to output all TC attributes. These heads are collectively referred to as the
IDAtt Estimator in Figure 3. The estimation process and final loss based on Mean Absolute
Error (MAE, denoted as LMAE) and identity-oriented constraint Lidc are given by Eq. (9):

ỹi =Φi
id(Pcat(id

i
sp, idsh,Femb); θ

i
ϕ), i ∈ {v, p, ri, ro}

Le =
∑

LMAE(ỹi,yi) ; Lidc(id,y) = LMAE(id · idT,y · yT)

Ltotal =Le + λ · (Lidc(idsh,Y) +
∑

Lidc(id
i
sp,yi))

(9)

where Φi
id consists of a transformer encoder with correlation-aware attention, followed by three linear

layers with ReLU activations. ỹi, yi and Y denote the estimated value, the ground-truth value of the
specific task, and the concatenation of ground-truth values across all TC attributes, respectively. The
Lidc encourages alignment between the intra-sample correlations of the learned identity and those of
the corresponding ground-truth labels.

5 Experiments

In this section, we first illustrate the datasets and experiments settings of this paper. Then, compre-
hensive experiments, including comparison experiments, ablation experiments, and the analytical
experiments were conducted to answer the following questions. Q1: How does the proposed IDOL
framework perform in TC estimation and even forecasting tasks? Q2: Do the learned identity tokens
effectively capture the physical invariance of TCs? Specifically, does identity-oriented estimation
enhance both the accuracy and the distribution alignment of TC attribute estimations by addressing all
types of distribution shifts? Q3: How does the proposed IDOL framework address concept, covariate,
and label shifts using task-shared and task-specific identity tokens?

5.1 Experimental Setup

Datasets. To evaluate how well the proposed model performs in TC estimation, our newly constructed
Physical Dynamic TC datasets (PDTC) and the Digital TC datasets [46] are used. These datasets
include records of 303 TCs from 2015 to 2023 over the Western North Pacific, containing various
TC-related information, such as position, age, and corresponding satellite cloud images. Notably, the
PDTC dataset incorporates additional TC correlation factors, e.g. TC fullness, to better capture the
dynamic development of TC. Details of the datasets are provided in Appendix C.1.

Metrics. To assess the performance of the model in both TC estimation and prediction, including
trajectory (distance, km), wind radii (nmi), pressure (hPa), and wind speed (m/s), we employ two
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Table 1: Comparison of TC multi-task estimation methods on the Physical Dynamic TC datasets.

Categories Comparison Wind Speed Pressure Inner-Core Size Outer-Core Size
Methods MAE RMSE STD MAE RMSE STD MAE RMSE STD MAE RMSE STD

Traditional ADT 11.2 14.2 - 8 10.2 - - - - - - -
MTCSWA - - - - - - 11.7 18.2 - 26.4 33 -

Multi-
Modal
Fusion

STIA 10.7 14.41 9.67 - - - - - - - - -
NS - - - - - - 10.5 15.51 11.44 26.35 36.12 24.71

TC-MTLNet 13.82 18.06 11.62 12 15.46 9.79 - - - 31.49 42.83 29.14
DeepTCNet 8.84 11.76 7.76 8.13 10.42 5.31 8.09 13.71 11.25 25.86 33.49 21.29

PeRCNN 10.04 13.23 8.61 6.99 8.78 6.52 8.56 14.13 11.25 24.97 32.94 21.48

Invariant
Learning

IRM 9.54 12.93 8.71 7.71 10.06 6.47 8.12 13.7 11.06 25.6 34.7 23.37
V-Rex 10 13.29 8.76 8.13 10.48 6.6 8.21 13.7 10.94 25.4 34 22.59
SADE 10.01 13.47 8.66 8.09 10.55 6.76 8.23 13.41 10.59 25.95 34.19 22.26

DirMixE 9.93 13.27 8.8 7.92 10.27 6.54 8.47 14.2 11.37 25.5 34.3 23.02
IDOL 5.93 7.6 4.75 5.77 7.15 4.23 6.24 12.06 10.31 17.06 23.26 15.8

widely-used evaluation metrics: Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE).
The lower values of these metrics indicate better performance. Moreover, the standard deviation
(STD) of error on test sets is selected as an additional metric to measure the stability and generalization
ability of the model.

Baselines. To evaluate the effectiveness of the proposed, we compare our IDOL with several
representative SOTA methods, which can be divided into three groups:

• Traditional Methods. ADT and Multiplatform Tropical Cyclone Surface Wind Analysis
technique (MTCSWA) are typical methods for using satellite infrared data to estimate TC
intensity and wind radii respectively [53, 6].

• Multi-Modal Fusion Methods. We select several typical TC estimation methods based on
multi-modal data understanding, including single-task [21, 23] and multi-task estimation [8,
7, 54]. Additionally, PeRCNN is a physical method that models polynomial correlations,
which can be adapted for TC estimation. Specifically, following the correlation modeling
method in Phy-CoCo [55], we use PeRCNN to transform the task-specific identities of TC
attributes, which are then compared in subsequent analysis experiments of task-specific
identity distributions.

• Invariant Learning Methods. Invariant learning methods, including standard IRM [30],
V-REx [31] and MoE based methods SADE and DirMixE [32, 33].

5.2 Overall Performance (for Q1)

Table 1 and Table 5 reports the overall performance of all the methods on PDTC datasets and
Digital TC datasets respectively, where the best is shown in bold. Among the SOTA methods,
DeepTCNet, based on observational bias, and PeRCNN, based on inductive bias, generally perform
well. This suggests that leveraging the physical relationships among multiple TC attributes can
effectively improve TC estimation. However, general invariant learning methods perform poorly,
primarily due to the lack of domain-specific knowledge integration. In contrast, the proposed IDOL
incorporates prior knowledge into the feature distribution to model identity tokens with physical
invariance, achieving the best performance among all SOTA methods. Additionally, Figures 9 and 10
in Appendix C.2 further illustrate the robust estimation results across TC categories on unseen
TCs in both the PDTC and Digital TC datasets. Specifically, for estimating wind speed, pressure,
inner-core size, and outer-core size on the PDTC dataset, IDOL outperforms the previous best method,
DeepTCNet, by 32.9%, 29%, 22.9%, and 34% in MAE, respectively.

The above experimental results highlight the importance of modeling task identity tokens with
physical invariance, as it enables the model to generalize effectively to previously unseen TC. As
shown in Table 6 and 7 in Appendix C.2, our model achieves the best estimation performance without
increasing model parameters or inference time. Moreover, as shown in Table 9 in the Appendix C.2,
the improvement in TC forecasting accuracy with the proposed method further proves the ability of
our IDOL to handle distribution shifts, which are also inevitable in TC forecasting.

5.3 Identity-Oriented Performance (for Q2)

Ablation Study. In this section, as shown in Table 2, we conduct an ablation study to investigate the
contributions of physical identity tokens in the proposed IDOL. First, we observe that the model with
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Table 2: Ablation experiments. Netf refers to the encoder backbone f . idsp and idsh represent
task-specific and task-shared identity tokens with physical invariance, addressing concept shift and
covariate/label shifts, respectively.

Netf idsp idsh
Wind Speed Pressure Inner-Core Size Outer-Core Size

MAE RMSE STD MAE RMSE STD MAE RMSE STD MAE RMSE STD
✓ 10.13 13.25 8.54 7.79 10.13 6.47 8.32 13.87 11.1 28.58 37.66 24.52
✓ ✓ 7.24 9.13 5.55 6.66 8.27 4.97 7.37 13.24 10.99 24.91 33.28 22.07
✓ ✓ ✓ 5.93 7.6 4.75 5.77 7.15 4.23 6.24 12.06 10.31 17.06 23.26 15.8

the proposed identity tokens derived from prior physical knowledge, significantly improve both the
accuracy and stability of the model across the four estimation tasks. Secondly, as shown in Table 8
in Appendix C.3, the model with task-specific identity tokens learned by the prior Holland model
outperforms those learned by a noisy prior or linear layers. This further validates the importance
of incorporating effective prior knowledge. Since the test and training datasets are completely non-
overlapping in the temporal domain, meaning the test set comprises entirely unseen TCs, which
effectively represents an unknown data distribution. Therefore, in addition to evaluating estimation
accuracy, we also visualize the distributions of ground-truth and estimated results on the test set using
kernel density estimation (KDE). As shown in Figure 4(a), the distributions of TC attributes estimated
by our IDOL are closer to the true distributions compared to baseline models such as DeepTCNet and
PeRCNN. This demonstrates that the learned physical identity tokens enable the accurate estimations
in terms of both error and distribution alignment.

(a) (b)
Figure 4: (a) Distribution visualization of test set estimation results based on KDE. (b) Variance
comparison between physical identity (PID) tokens and the features extracted by DeepTCNet.

Moreover, to explore how different degrees of parameter sharing affect model size and multi-task
performance, we conducted ablation experiments by varying the parameter ratios between task-shared
and task-specific identity tokens. Specifically, we define the ratio based on the dimensional size of the
corresponding identity token, with configurations including 1:1, 1:2, 1:3, 2:1, and 3:1. For example, a
ratio of 1:2 means that the task-shared identity token has half the dimensionality of the task-specific
identity token. The results are presented in Table 3.

Table 3: Additional ablation experiments on the ratios between task-shared and task-specific identity
tokens. Bold indicates the best result, and underline denotes the second best.

Ratio Settings Wind Speed Pressure Inner-Core Size Outer-Core Size
(idsh : idsp) MAE RMSE STD MAE RMSE STD MAE RMSE STD MAE RMSE STD

1:2 5.75 7.46 4.76 5.78 7.17 4.25 6.36 12.24 10.45 17.95 24.74 17.02
1:3 6.1 7.85 4.95 5.95 7.36 4.33 6.3 12.07 10.29 18.11 24.52 16.53
2:1 5.91 7.58 4.75 5.9 7.33 4.35 6.32 12.03 10.24 17.94 24.52 16.72
3:1 5.93 7.69 4.89 5.79 7.14 4.17 6.13 11.81 10.09 18.79 25.34 17
1:1 5.93 7.6 4.75 5.77 7.15 4.23 6.24 12.06 10.31 17.06 23.26 15.8

As shown in Table 3, under the given model design and experimental settings, varying the parameter
ratio between task-shared and task-specific identity tokens has slight impact on model size and
overall estimation performance. This is mainly because the proposed identity tokens, even with
lightweight configurations, are sufficient to impose physical constraints on the feature distributions,
thereby guiding the model to effectively capture the intrinsic characteristics required for multi-task
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Figure 5: Estimation performance of pressure and outer-core size on test samples under distribution
shifts: (a) Estimation results under covariate shift and (b) Mean absolute errors under label and
concept shifts across different TCs and output attributes. Each vertical red box indicates a pair of
samples exhibiting distribution shift.

learning. Increasing the dimensionality of a specific identity token primarily enables more fine-
grained representation learning, which may lead to slight variations in task-wise performance, but
does not result in significant overall performance gains. This further confirms the effectiveness and
efficiency of the proposed identity token design in ensuring consistent and robust multi-task learning.

Invariant Learning. To answer Q2, we visualize the statistical variance of the proposed physical
identity tokens and DeepTCNet features in Figure 4(b) to assess whether the learned identities capture
TC invariance. In invariant learning, features from different domains should be close to each other,
which means they will have similar variances. Supposed the model extracts physically invariant
identity tokens across time domains, their statistical variance should remain consistent. From Fig 4(b),
compared to DeepTCNet features, our physical identity tokens exhibit smaller variance across
domains, indicating stronger robustness to domain shifts. This improvement supports our assumption:
by leveraging physical correlations to constrain feature distributions, the learned identities capture the
intrinsic physical invariance of TCs. In other words, incorporating prior physics enables the model to
better understand the internal TC dynamics and generalize to unseen, variable environments.

Moreover, to evaluate the model’s robustness under distribution shifts, we screen out and visualize
specific sample pairs from the test set that exhibit distribution shifts in both input and output.
Following the task dependencies in the prior Holland model, pressure and outer-core size are treated
as a correlated task group, their shifted sample results shown in Figure 5. Similarly, the results for
wind speed and inner-core size are presented in Figure 13 in Appendix C.4. The details of the selected
shifted sample pairs are also provided in Appendix C.4. In Figure 5, three types of distribution shifts
are illustrated: covariate shift, referring to difference in TC structures as seen in the input; label shift,
referring to distribution differences of the same output attribute across different TCs; and concept
shift, referring to distribution differences across different output TC attributes. Compared with SOTA
method DeepTCNet, in Figure 5(a), the estimations of our IDOL (green boxes with underlines)
are noticeably closer to the ground truth (red boxes), even under covariate shift. Meanwhile, in
Figure 5(b), IDOL also achieves lower estimation error across different TC instances and attributes
with varying distributions, showing its effectiveness under label and concept shifts. These results
collectively demonstrate IDOL’s robustness to various distribution shifts, validating its capability in
physical invariance learning.

5.4 Analysis of Physical Identity (for Q3)

To address Q3, we conduct analytical experiments on the learned task-specific and task-shared identity
tokens. First, assuming that concept shift in multi-task estimation can be mitigated by decoupling
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and modeling inter-task dependencies (i.e., the v-ri and p-ro relationships in the Holland model),
we compute the mutual information (MI) between each true TC attribute and its corresponding task-
specific identity token to quantify the adequacy of dependency modeling. As shown in Figure 6(a)-(b),
the MI between task-specific identity tokens is even higher than that of between the ground-truth
attributes themselves, on both seen (training) and unseen datasets. This indicates that the learned
physical identities effectively model prior task dependencies, i.e., P (Yj |Yi), as higher MI indicates
stronger inter-variable correlations. Moreover, since task dependency flows are grounded in learning
P (Yi | X), where i ∈ {v, p}, we further compute the MI between the output attribute and its
corresponding identity token for tasks v and p to quantify the adequacy of correlation modeling.
Figure 12 (Appendix C.5) presents this result, where the x-axis represents the degree of concept shift
relative to the training set, and the y-axis shows the corresponding MI. The figure reveals that MI
remains consistently high across varying shift degrees, with the average MI even higher on the test
set than on the training set. This confirms that task-specific identities successfully preserve essential
information for estimating v and p.

(a) (b) (c) (d)

Figure 6: (a) Adequacy of modeling the task dependency between v and ri. (b) Adequacy of
modeling the task dependency between p and ro. (c) Adequacy of correlation modeling between the
learned task-shared identity token and input features F on the test set. (d) Adequacy of correlation
modeling between the learned task-shared identity token and output attributes Y on the test set. PID
and Y denote the proposed physical identity tokens and ground-truth TC attributes, respectively.

Second, to evaluate whether covariate and label shifts are mitigated by using the task-shared identity
as a bridge between inputs and outputs, we compute the MI between the task-shared identity and
both the input features and the output attributes, respectively. As shown in Figure 6(c)-(d), the
MI remains high across varying degrees of shift, and the average MI on the test set is higher than
that on the training set. This demonstrates that the task-shared identity effectively acts as a robust
bridge, capturing consistent information under covariate and label shifts. Further evidence is provided
in Figure 11 (Appendix C.5), where the estimation performance using real and randomized dark
knowledge graphs is compared. The negligible difference in MAE and STD indicates that the
proposed correlation-aware mechanism successfully captures meaningful physical invariances of TC.

6 Conclusions

This paper addresses the challenge of diverse distribution shifts to improve model robustness in TC
estimation. The core idea is to learn invariant identity tokens that represent different task distributions
by leveraging prior physics to constrain feature embeddings. Various distribution shifts are tackled
by modeling prior task dependencies and latent physical correlations. Comprehensive experiments
show that IDOL outperforms previous state-of-the-art methods, underscoring the effectiveness of
prior physics modeling in handling unknown data distributions for TC estimation.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claim of this paper is that imposing identity-oriented constraints
on embedding distributions, guided by prior physical knowledge, can effectively address
diverse distribution shifts.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of our work can be found in Section D in Appendix.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: The complete derivation of Eq. (6) is given in Appendix B.2.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have provided a detailed discussion of the technical designs of the proposed
method. The relevant code and data will be open-sourced upon acceptance of the paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: Our code is available at https://github.com/Zjut-MultimediaPlus/
IDOL.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We have made the discussion about our training details in Section C.1 in
Appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Following previous TC estimation methods, we do not provide error bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We have provided the information on our GPU.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We strictly followed the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There is no societal impact of this work.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original papers that produce the datasets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core development of our method does not rely on LLMs for any critical,
original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Distribution Shifts in TC.

To verify distribution shifts across different TC attributes, we use violin plots to visualize the
distributions of input X and output Y across datasets or tasks. Using a standard normal distribution as
reference, we compute the Jensen–Shannon divergence (JSD) between the input, output, and contrast
distributions across datasets. The JSD values for each data batch are shown in the violin plots in
Figure 7(a) and (b). The varying shapes of the violins in Figures 7(a) and (b) indicate clear differences
in the distributions of X and Y , confirming the presence of covariate and label shifts. Furthermore,
Figure 7(c) presents the variance of ground-truth values across batches for each task, where the
differences among tasks illustrate the existence of concept shift. These findings underscore the
necessity of introducing physical invariant learning to model task-specific identity tokens, enabling
the model to handle distribution shifts effectively and enhancing generalization.

(a) (b) (c)

Figure 7: (a)-(b): Violin plots of JSD between input/output and contrast distributions across datasets,
indicating covariate and label shifts. (c): Violin plots of real variance across batches for each task,
indicating concept shift.

To explain the aforementioned distribution shifts, we summarize their definitions and underlying
causes as follows:

• Label shift. The distribution of labels P (Y ) changes between the training and testing
datasets, even if the conditional distribution P (X | Y ) remains unchanged. i.e. Due to
climate change, including global warming and rising sea levels, the intensity and frequency
of TCs may change over time, leading to label shifts.

• Covariate shift. The distribution of input P (X) changes, while the conditional distribution
P (Y |X) remains unchanged. i.e. TC shapes may vary significantly due to geographical
differences, reflected in brightness gradients and structural complexity, indicating a shift
in the input distribution. However, the conditional distribution P (Y |X), mapping cloud
images to TC attributes, remains consistent.

• Concept shift.The conditional probability P (Y |X) varies across different tasks. That is,
influenced by distinct factors such as sea surface temperature or vertical wind shear, different
TC attributes may follow distinct distributions and correlations. Thus, rules learned for one
attribute (e.g., intensity) may not generalize to others, leading to concept shift.

B More details of IDOL

B.1 Encoder Backbone

This section details the encoder backbone architecture employed in our framework. To enable
identity-oriented estimation, it is essential to thoroughly analyze sequential satellite data and provide
well-informed initializations for the identity tokens. To achieve this, our backbone is designed as a
spatio-temporal semantic fusion network, comprising three main components: (i) Infrared Encoder:
This module effectively captures features that are sensitive to both channel-wise and spatial variations
by processing multi-channel infrared satellite data. (ii) Spatio-Temporal Semantic Fusion: This
component introduces correlation-aware attention to guide the integration of features across time
steps. It captures the interdependencies between temporal sequences and physical auxiliary inputs,
enhancing the semantic richness of the learned representations. (iii) Gaussian Distribution Sampling:
To initialize the identity tokens, we employ Gaussian distribution sampling based on the fused
representations.

Infrared Encoders. VGG13 efficiently extracts multi-scale features through its convolutional layers,
with initial layers capturing low-level features and deeper layers capturing complex semantics. Given
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its suitability for capturing both local and global image features, we use VGG13 [47] as the encoder
(EncIR) for satellite infrared data. The process of the proposed infrared encoders for satellite data is
shown as follows:

Ft0
ts = EncIR(X

t0
ts; θ

t0
IR);F

t1
ts = EncIR(X

t1
ts; θ

t1
IR)

Fts =OPcat(F
t0
ts,F

t1
ts)

(10)

where θt0IR and θt1IR are the parameters of encoders. Fts ∈ Rt×c×h×w, where t represents the number
of time series.

Spatio-Temporal Semantic Fusion. Based on the multi-scale features Fts extracted by the infrared
encoders, we perform spatio-temporal semantic fusion to enhance the representation of TC dynamics.
First, a linear transformation layer, denoted as Linear, is applied to extract features corresponding to
TC-related correlation factors. To effectively integrate these with the infrared features, we adopt a Self-
Attention ConvLSTM [48], which is well-suited for capturing global spatio-temporal dependencies.
This module enables the model to retain and propagate both spatial and temporal context across
frames, thereby enriching the fused representation with deeper semantic information. The overall
fusion process can be summarized as follows:

Fcor =Linear(Xcor; θcor)

Femb =Fussts(Pcat(F
i
ts,Fcor); θsts)

(11)

where Fussts denotes the ConvLSTM with Self-Attention and θsts represents its parameters. Se-
mantic fusion is achieved by introducing physical features at each step of temporal fusion through
concatenation. Here, Fi

ts ∈ {Ft0
ts,F

t1
ts}, and Femb ∈ Rc×n, where n is the feature dimension.

Gaussian Distribution Sampling. Based on semantic features after spatio-temporal semantic Fusion,
good initial distribution is generated by Gaussian sampling. Specific sampling operations are as
follows:

µ = Pm(Femb,d1);σ = Ps(Femb,d1)

id =Pgaussian(µ,σ)
(12)

where Pm and Ps are operations of taking the mean and variance, the subscript of di represents a
specific dimension. Pgaussian denotes a Gaussian sampling operation, which draws samples from a
normal distribution using the mean and variance of the feature embeddings. In implementation, this
corresponds to the torch.normal function in PyTorch.

B.2 Task Dependency Flow Learning

Holland Model. The Holland model is a widely used empirical model in meteorology for representing
the wind field of TCs [15], which can be used for estimating the wind speed profile of TC. The wind
profile in the Holland model is assumed to decrease radially outward from the center of the TC. The
model assumes a smooth, continuous decrease in wind speed with increasing distance from the center.

Proof of Formula. To incorporate the prior model for learning task identity, we make the following
identical transformation to the original Holland equation.

rB ln[(pn − pc)/(pr − pc)] = A

⇐⇒rB =
A

ln[(pn − pc)/(pr − pc)]
= γ

⇐⇒ ln rB = lnγ

⇐⇒B ln r = lnγ

⇐⇒r = γ
1
B

(13)

Based on the Holland model, we substitute the inner and outer-core size into Eq. (13), as shown
below:

ro = γpowro
ro ,γro =

A

ln[(pn − pc)/(pro − pc)]

ri = γ
powri
ri ,γri =

A

ln[(pn − pc)/(pri − pc)]

(14)
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PriorApp for TC Wind Speed. Corresponding to Eq. (14), the prior constraint from wind speed to
inner-core size is formulated as:

γri =
αri
v

ln
(
Fn(id

v
sp; θn)

)
− ln

(
Fr(id

v
sp; θr)

)
U = GConv(([U1,U2, . . . ,Un],Eu); θu)

idri
sp = Iterationt(Ht−1,U,γro; θiter) = Ht, s.t. δ(Ht,Ht−1) < τ

(15)

Figure 8: The framework of the proposed
PriorAP.

where ln(·) denotes the natural logarithm; Fn and Fr

are linear layers with learnable parameters θn and θr;
and αro

p is a learnable scaling factor. Ui represents the
learnable node embeddings, and Eu is their edge con-
nectivity matrix, where an edge exists if two nodes are
adjacent. The GConv here refer to the Graph Convolu-
tional Layer, which is introduced to supplement the prior
equation by modeling the additional latent interactions
through U. The deep iterative algorithm terminates ei-
ther upon reaching a predefined maximum number of
iterations or when the difference δ(Ht,Ht−1) falls be-
low a threshold τ .

Details of PriorApp. Inspired by the gating mecha-
nisms in the Long Short-Term Memory (LSTM) architecture [43], we design a gated iterative module
to approximate the power operation in a deep and dynamic manner. Specifically, we introduce a
forget gate (Ffg), an input gate (Fin), and an output gate (Fou), which collaboratively regulate the
information flow across iterations, analogous to the memory cell updates in LSTM. As illustrated in
Figure 8, the module refines its internal state over a maximum of R iterations, or until convergence
is reached, which is defined as the output fluctuation falling below a predefined threshold τ . At
each step, all relevant nodes are jointly considered as inputs for associative modeling. This iterative
simulation allows the module to capture higher-order interdependencies among tasks, going beyond
the expressiveness of the original power operation formulation. The internal states are updated at
each iteration as follows:

ffg =σ(Ffg([H, γro,U]; θfg))

fin =σ(Fin([H, γro]; θin)) · tanh(Fc([H, γro]; θc))

fou =σ(Fou([H, γro,U]; θou))

C̃ =C · ffg + fin ; H̃ = tanh(C̃) · fou
idro

sp =H̃ s.t. δ(H) < τ

(16)

Here, H and C denote the hidden state and cell state, respectively, both of which are iteratively
updated via gated operations. The forget gate ffg determines how much of the previous memory C
should be retained. The input gate fin incorporates new information into the memory by modulating
a candidate state. The output gate fou controls the extent to which the updated cell state is propagated
to the output. The functions Ffg, Fin, Fou, and Fc are linear transformations, each parameterized
by learnable weights θfg, θin, θou, and θc, respectively. The functions σ(·) and tanh(·) denote the
sigmoid and hyperbolic tangent activations, respectively. The iterative process terminates when the
change in the hidden state, measured by δ(H), falls below a predefined threshold τ .

B.3 Correlation-Aware Information Bridge

Dark Knowledge Graph. The graph Gdk comprises node features extracted from Xcor and an edge
index matrix defining connections between nodes. An edge is established between nodes i and j if
Mdk

ij = 1. Specifically, Mdk refer to a correlation matrix, where the nodes correspond to correlation
factors and TC attributes. An entry Mdk

ij = 1 indicates that the i-th correlation factor is related to the
j-th attribute. For example, the factor tcf (TC fullness) is related to TC size attributes such as ri
and ro, resulting in M02dk = M03dk = 1. Based on prior physical knowledge of TC correlation
factors, the initial matrix Mdk is defined as follows:
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Mdk =


v p ri ro

tcf 0 0 1 1
tcc 1 0 1 0
tce 1 1 0 0
tcw 0 1 0 1


Here, tcf, tcc, tce, and tcw denote TC fullness, concentration ratio, energy ratio, and TC width,
respectively. To address covariate and label shifts in both the input and output domains, Mdk is then
used to construct the dark knowledge graph. Through the learning process, this graph captures latent
physical correlations and leverages them to bridge the input–output gap via a task-shared identity
token, denoted as idsh.

C Experiments

C.1 Experiment Settings.

Datasets. To evaluate the performance of the proposed model in TC estimation, we use the Physical
Dynamic TC datasets and the Digital TC datasets [46]. For constructing the Physical Dynamic
TC datasets, we collected rich meteorological data from the IBTrACS [49] and satellite data from
Himawari 8 [50] of TCs from the year 2015 and 2023. Since the infrared data of channels 7, 8, 13
and 15 are beneficial to TC estimation [2], we downloaded the brightness temperature data from
these four IR channels which are normally used to monitor clouds and water vapor. The observation
area is 60S–60N, 80E–160W, providing data at temporal and spatial resolutions of 10 min and 5 km,
respectively. The satellite data were first linearly transformed to the interval [0, 1] using Min-Max
Normalization. Then, the data were divided by year, with training data from 2015 to 2021. The
training data were augmented by rotating the images by 90◦, 180◦, and 270◦ clockwise and flipping
them horizontally and vertically. The data for 2022 and 2023 were used for validation and testing.
Table 4 summarizes the number of samples in the training, validation, and test sets.

Table 4: Number of training, validation and test data.
Dataset Train Valid Test Total

TC Num 235 36 32 303
File Num 10099 1244 1245 12588

Moreover, to help model capture information of TC physical development, we matched the time
dimension to obtain the developmental and correlation factors, including the category, the time since
the TC became a named storm in minutes, the fullness, concentration ratio, energy ratio and width of
TC. Among them, TC categories include tropical storm and hurricanes of grades 1 to 5.

For Digital TC datasets, we use the same ground-truth data set, i.e. International Best Track Archive
for Climate Stewardship (IBTrACS) [49] to match it, and crop the satellite data size to 156× 156 too.
What’s more, to conduct migration experiments on TC multi-task forecasting, we use the datasets
used in MGTCF and TC-Diffuser [51, 52], which encompassing all the 1722 TCs data from 1950 to
2021 over the Western North Pacific.

Experiment Settings. To estimate multiple attributes of TC, we implemented the IDOL and all the
State-Of-The-Art (SOTA) methods with the Pytorch toolkit on an NVIDIA RTX A6000 GPU. In our
experiments, we employ the Adam optimization algorithm with an initial learning rate of 0.0001.
The model is trained for 200 epochs with a batch size of 48. In addition, for a fair comparison, all
experiments are performed on the same datasets, which will be publicly released.

C.2 Performance Comparison.

The inference speed on the test datasets and model size of different methods are summarized in
Table 6, which shows that IDOL is comparable to previous methods in terms of both model size and
inference speed. Moreover, to better understand the model complexity, we analyze the parameter
sizes of the proposed identity modeling modules and the feature extraction backbone (two VGG13
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Table 5: Comparisons of TC multi-task estimation with previous methods on the Digital TC dataset.

Categories Comparison Wind Speed Pressure Inner-Core Size Outer-Core Size
Methods MAE RMSE STD MAE RMSE STD MAE RMSE STD MAE RMSE STD

Traditional ADT 11.2 14.2 - 8 10.2 - - - - - - -
MTCSWA - - - - - - 11.7 18.2 - 26.4 33 -

Multi-
Modal
Fusion

STIA 9.79 12.39 7.59 - - - - - - - - -
NS - - - - - - 10.09 15.52 11.79 33.48 42.53 26.23

TC-MTLNet 13.14 16.7 10.31 11.5 14.04 8.1 - - - 35.61 44.34 26.42
DeepTCNet 9.15 11.87 7.56 8.02 9.91 5.82 7.99 11.76 8.62 28.91 36.11 21.63

PeRCNN 6.51 8.54 5.53 6.89 8.57 5.09 7.88 11.57 8.48 28.17 34.9 20.59

Invariant
Learning

IRM 9.3 11.81 7.28 7.65 9.44 5.53 8.07 12.4 9.41 28.6 34.7 19.57
V-Rex 9.54 12.13 7.49 8.23 10.03 5.75 8.13 12.4 9.37 28.6 34.3 19.03
SADE 9.55 11.93 7.15 8.33 10.22 5.93 7.77 11.8 8.91 28.5 34.2 18.88

DirMixE 9.24 11.8 7.33 7.54 9.31 5.47 7.83 11.7 8.65 27.1 32.73 18.36
IDOL 5.82 7.45 4.66 6.08 7.54 4.45 7.07 10.81 8.17 24.74 30.33 17.55

networks) in IDOL. The parameter sizes are 9.78M and 266.11M, respectively. This indicates that the
identity distribution-oriented learning module itself is lightweight. To further investigate the trade-off
between accuracy and efficiency, we replaced the VGG13 backbone with a significantly simpler CNN
architecture and retrained the model on the same dataset. The comparative results are presented in
Table 7.

Table 6: Comparisons of model size and inference time.
Methods DeepTCNet IDOL(ours)
Size(M) 270.42 275.89

Inference time(s) 4.88 3.18

Table 7: Comparisons of model size and inference time with different feature extraction backbone in
IDOL, including two VGG13 networks and two CNN.

Model Size(M) Time(s) Wind Speed Pressure Inner-Core Size Outer-Core Size
MAE RMSE MAE RMSE MAE RMSE MAE RMSE

DeepTCNet 270.42 4.88 8.84 11.76 8.13 10.42 8.09 13.71 25.86 33.49
VGG-IDOL 275.89 3.18 5.93 7.60 5.77 7.15 6.24 12.06 17.06 23.26
CNN-IDOL 12.88 2.52 6.32 8.27 6.08 7.62 6.00 10.75 16.79 23.66

In summary, as shown in the table, replacing the backbone with a lightweight CNN architecture
has slight impact on overall estimation performance. This demonstrates that the proposed identity
distribution-oriented physical-invariant learning framework is not only effective and lightweight, but
also robust to changes in the feature extraction backbone, making it highly adaptable and scalable for
practical deployment.

TC Multi-task Estimation. Table 5 reports the overall performance of all the methods on Digital
Typhoon dataset [46], where the best is shown in bold. The experimental results show that the
proposed IDOL has the best performance in all tasks, including estimation error and model stability,
even on the dataset with poor estimation performance. This further prove that the observational bias
and inductive bias are potential in physical invariant learning. Moreover, we present the estimation
performance for each TC category on the test set in Figure 9 and Figure 10. The consistently lower
mean absolute error (MAE) and standard deviation (STD) across different TC categories demonstrate
that our method exhibits stronger generalization and more robust learning capability when handling
previously unseen TCs.

TC Multi-task Forecasting. MGTCF [51] and TC-Diffuser [52] are state-of-the-art methods for TC
multi-task forecasting, based on Generative Adversarial Networks (GANs) and diffusion models,
respectively. Therefore, these two models were selected for migration experiments. By integrating
task-shared and task-specific identity tokens, which are guided by prior physical knowledge, into their
original architectures, we observe notable improvements in both prediction accuracy and stability,
as summarized in Table 9. Moreover, to further compare the performance of our approach with a
foundation weather model, we selected the publicly available Pangu model as a representative baseline.
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(a) wind speed (b) pressure (c) inner-core size (d) outer-core size

Figure 9: Visualization of estimation results across TC categories on our PDTC dataset. From left to
right: estimated wind speed, pressure, inner-core size, and outer-core size.

(a) wind speed (b) pressure (c) inner-core size (d) outer-core size

Figure 10: Visualization of estimation results across TC categories on the DigitalTC dataset. From
left to right: estimated wind speed, pressure, inner-core size, and outer-core size.

To ensure fairness, we evaluated Pangu on the same datasets and reported its test results following the
settings in TC-Diffuser [52]. These results demonstrate the effectiveness and generalizability of our
physically invariant learning framework in the context of TC forecasting.

C.3 Ablation Study.

To further validate the contribution of the Holland model in modeling task-specific identity tokens,
we conducted additional experiments in which the Holland model was replaced with learnable linear
layers or with intentionally perturbed priors (i.e. Linear idsp and Noisy idsp). Specifically, in
the Noisy idsp setting, we injected additional task correlations into the Holland model that are
not physically supported in prior research, such as introducing an artificial dependency between
inner-core size and outer-core size.

As shown in Table 8, the performance of the model with task-specific identities learned by Holland is
better than that of the model with task-specific identities learned by Linear layers or noisy priors. It’s
because informing prior can help the model better capture the physical relationships among tasks
and the development mechanism of tropical cyclones. Besides, from the table, we can also observe
that the model with task-specific identities learned by Linear layers still performs better than the
one without task-specific identity modeling, which demonstrates that even without prior knowledge,
constraining the feature distribution to model task-specific identities is still effective for mitigating
distribution shifts, thus improving the estimation accuracy of tropical cyclones.
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Table 8: Additional Ablation experiments. idsp represents task-specific and task-shared identity
tokens.

Settings Wind Speed Pressure Inner-Core Size Outer-Core Size
MAE RMSE STD MAE RMSE STD MAE RMSE STD MAE RMSE STD

Encoder Backbone 10.13 13.25 8.54 7.79 10.13 6.47 8.32 13.87 11.1 28.58 37.66 24.52
w/Linear idsp 8.75 11.48 7.43 7.83 10.25 6.61 7.68 13.29 10.85 25.49 33.79 22.18
w/ Noisy idsp 8.54 11.33 7.44 7.58 9.88 6.34 8.1 13.95 11.36 25.84 33.84 21.84

w/ Holland idsp 7.24 9.13 5.55 6.66 8.27 4.97 7.37 13.24 10.99 24.91 33.28 22.07

(a) wind speed (b) pressure (c) inner-core size (d) outer-core size

Figure 11: Visualization of estimation results using a random dark knowledge (DK) graph during
testing. From left to right: estimated wind speed, pressure, inner-core size, and outer-core size.

C.4 Analysis of Invariant learning

Details of Shifted Sample Pairs. To evaluate the model’s robustness under distribution shifts, we
screen out and visualize specific sample pairs from the test set that exhibit distribution shifts in
both input and output. Following the task dependencies in the prior Holland model, pressure and
outer-core size are treated as a correlated task group, with their shifted sample results shown in
Figure 5. Three types of distribution shifts are illustrated in figure: covariate shift, referring to
difference in TC structures as seen in the input; label shift, referring to distribution differences of
the same output attribute across different TCs; and concept shift, referring to distribution differences
across different output TC attributes. Similarly, the results for wind speed and inner-core size are
presented in Figure 13.

To identify samples exhibiting covariate shift, we first compare the structural shapes and ground-truth
values of TCs in the test dataset. A sample pair is considered to exhibit covariate shift if there is
a substantial difference in TC structure (e.g., spatial pattern or appearance), while the difference
in their GT values remains within a predefined threshold. Moreover, for detecting label shift and
concept shift, we visualize the ground-truth distributions of each attribute across different TCs in
the test set using kernel density estimation. A pair is considered to exhibit label shift if the dis-
tributions of the same attribute differ significantly across TCs. Similarly, a pair is considered to
exhibit concept shift if the distributions of different TC attributes vary notably across instances.
Specifically, the sample pairs exhibiting covariate shift in Figure 5 are drawn from the following TCs:
{LAN-2023080918, HAIKUI-2023090318} and {LAN-2023081006, HAIKUI-2023090203}. In
Figure 13, the covariate shift sample pairs are from {DAMREY-2023082718, KIROGI-2023083118}
and {MAWAR-2023052112, MAWAR-2023053015}. Additional estimation results under co-
variate shift are shown in Figure 14, where the selected sample pairs are from the fol-
lowing TC instances: {HAIKUI-2023090212, LAN-2023081009}, {HAIKUI-2023090318,
LAN-2023081000}, {LAN-2023080918, MAWAR-2023053015}, and {BOLAVEN-2023101306,
KOINU-2023100300}. Additional results under label shift and concept shift are provided in Figure 15.
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Table 9: Experimental results of method migration to verify the ability to handle distribution shifts in
TC multi-task forecasting.

Methods Metrics Trajectory (km) Pressure (hpa) Wind Speed (m/s)
6h 12h 18h 24h 6h 12h 18h 24h 6h 12h 18h 24h

Pangu MAE 42.8 44.75 50.85 65.68 16 16.5 16.7 16.9 - - - -
MGTCF MAE 24.21 44.99 69.2 96.77 1.41 2.14 2.77 3.25 0.79 1.2 1.57 1.88

MGTCF w/ IDOL 24.21 44.23 68.4 95.81 1.31 1.95 2.38 2.82 0.74 1.14 1.42 1.64
MGTCF STD 20.31 36.79 55.27 81.87 2.25 3.01 3.81 4.35 1.17 1.58 1.89 2.14

MGTCF w/ IDOL 19.48 33.99 49.77 73.99 1.96 2.52 3 3.4 1.04 1.42 1.69 1.85
TC-Diffuser MAE 19.39 20.83 41.82 77.41 1.24 0.84 1.85 2.81 0.75 0.43 0.93 1.38

TC-Diffuser w/ IDOL 18.73 19.53 40.82 74.21 1.21 0.81 1.66 2.47 0.73 0.37 0.91 1.31
TC-Diffuser STD 21.16 25.15 44.47 73.78 1.83 1.35 2.88 4.31 0.96 0.7 1.46 2.21

TC-Diffuser w/ IDOL 20.55 22.29 39.35 65.85 1.81 1.16 2.44 3.69 0.99 0.57 1.42 2.02

(a) (b)
Figure 12: Validation of task dependency modeling for (a) PIDv-Yv and (b) PIDp-Yp: Scatter plots
of mutual information (MI) used to quantify the adequacy of correlation modeling.

Performance of Invariant learning. Compared with SOTA method DeepTCNet, in Figure 5(a)
and 13(a), the estimations of our IDOL (green boxes with underlines) are noticeably closer to
the ground truth (red boxes), even under covariate shift. Meanwhile, in Figure 5(b) and 13(b),
IDOL also achieves lower estimation error across different TC instances and attributes with varying
distributions, showing its effectiveness under label and concept shifts. These results collectively
demonstrate IDOL’s robustness to various distribution shifts, validating its capability in physical
invariance learning.

C.5 Analysis of Physical Identity

The visualizations and additional analysis results discussed in Subsection 5.4 are provided below:

• Figure 12: Scatter plot showing MI vs. concept shift magnitude.

• Figure 11: Comparison between real and random dark knowledge graphs on model perfor-
mance (MAE and STD).

Definition of Shift Degree. To quantitatively measure the degree of distribution shift between the
training and test sets, we define the shift magnitude using the Jensen–Shannon divergence (JSD)
between the attribute distributions. Specifically, for each TC attributes, we estimate its empirical
probability density on the training set and on the test set via kernel density estimation. The JSD
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Figure 13: Estimation performance of wind speed and inner-core size on test samples under distribu-
tion shifts: (a) Estimation results under covariate shift and (b) Mean absolute errors under label and
concept shifts across different TCs and output attributes. Each vertical red box indicates a pair of
samples exhibiting distribution shift.

Figure 14: Estimation performance under covariate shift for (a) pressure and outer-core size (p-ro)
and (b) wind speed and inner-core size (v-ri). Each vertical red box indicates a pair of samples
exhibiting distribution shift.

between the two distributions is then computed and used as a scalar measure of the distribution shift:

JSD(P ∥ Q) =
1

2
KL(P ∥ M) +

1

2
KL(Q ∥ M), where M =

1

2
(P +Q) (17)

Here, KL(· ∥ ·) denotes the Kullback–Leibler divergence, and P , Q are the estimated distributions
for training and test sets, respectively. JSD is a symmetric and bounded measure, which provides a
stable metric for quantifying both covariate and label shift degree.
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Figure 15: Estimation performance under label shift and concept shift. Each vertical red box indicates
a pair of samples exhibiting distribution shift.

D Limitations and Future Work

Despite the promising performance of IDOL, our exploration of physical invariance in the embedding
space remains at a preliminary stage. The prior wind field model (e.g., the Holland model) incorpo-
rated into the framework has inherent statistical simplifications and limitations. While the proposed
correlation-aware information bridge helps compensate for physical correlations not captured by the
Holland model, the overall robustness of the model can still be improved. Future work may explore
constraining the feature space using more comprehensive and generalizable physical mechanisms,
such as fundamental dynamical or thermodynamic equations. Incorporating such principles has the
potential to further enhance model generalization under diverse and complex distribution shifts.
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