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1. Introduction

Topic modeling is a text analysis method which aims to discover hidden thematic
structure in large collections of texts. Topic models are used in information retrieval
[10], documents’ categorization [12], social networks’ data analysis, [16, 15], recom-
mendation systems [ 10, 7], exploratory search [5] and other areas. After the process-
ing of documents’ collection, a topic model gives a set of topics covered in the docu-
ments, the distribution of these topics in the documents, and words that characterize
each topic [11].

The interpretability is a desirable property of a good topic model [19]. A topic
is said to be well interpreted, if it corresponds to real-world concept of interest. How-
ever, the topics derived by topic models may not be clear and understandable, they
may include words from different weakly related areas. [8]

Recently, an automated procedure estimating the interpretability was intro-
duced. This method evaluates the list of the most frequent topic words and favorably
compares to the human experts’ judgements of the same list.

However, we believe that this approach suffers from several fundamental limi-
tations. We argue that these limitations bring into question the common practice
of treating coherence and interpretability as equivalent.

The aim of this paper is twofold. The first is to outline a class of issues inherent
in a traditional notions of coherence. A key problem with this approach is that reduc-
ing the topic model to a short list of words loses too much precision. Previous studies
linking coherence and interpretability failed to take this into account.

However, the proportion of text covered by these top frequent words is not con-
trolled in any way. We show that in practice this proportion is too small to justify
treating coherence and interpretability as equivalent.

The second purpose is to demonstrate the feasibility of the alternative approach
which we call the intra-text coherence, defined as an average thematic similarity
of terms, closely located in the text. To justify this new measure, we will adapt the
procedure used in [3], [8] and [14].

2. Related work

For the topic modeling purposes, the topic is defined as a probability distribution
over words. For example, the topic named “theatre” could be a probability distribution
concen-trated on a words such as “actor”, “play”, “premiere”, “parterre” and “specta-
tor” (on the contrary, the probability of words such as “loan” and “vertebrates” would
be extremely low or even zero).

The topic model can be described by two distributions: ¢ ,=(wlt), the probabil-
ity to draw a word w from the topic t and 6,, =p(t|d), the probability to find a topic t
within the document d.

Early work on topic modeling conceptualized it as an intermediate stage of in-
formation retrieval pipeline. The possibility of meaningful interpretation was an af-
terthought. For measuring the quality of topics when evaluated against human judg-
ments, several metrics were proposed.
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Currently, there is a consensus among researchers that the evaluation of human
interpretability should conform to the following framework:

1) Picking some small set of words for each topic (typically, a list of ten most
frequent words, but the more sophisticated approaches are possible [2]). The
term top tokens has come to be used to refer to this set.

2) a.Presenting this set to a human expert to obtain a human judgment of a set
quality.
or
b. Gathering an array of co-occurrence statistics associated with members
of this set and performing a series of calculations involving these numbers.

This framework was introduced in seminal works of Blei [ 14, 3] and Mimno |[8]
and then greatly developed by the topic modeling community. We will call this exten-
sive category of metrics top-tokens based.

The main attraction of top-token based measures is their simplicity. Instead
of evaluating the whole probability distribution, the researcher only has to look at the
short list of the most “representative” words.

However, their inherent limitation is deeply rooted in the same thing. The list of top
five to ten words reflects only part of the whole probability distribution, and poorly
(if at all) characterizes how good topic model does represent the particular corpus.

We argue that the list of the most frequent words is inadequate in justifying the
quality of topic model regardless of the method of its analysis. This applies equally
to the human experts’ ratings and the automated procedures based on the word co-
occurrence counts.

3. Towards a better interpretability metric

As was previously noted, traditional coherence metrics consist of two steps: first,
they use information from (wlt) distribution; secondly, they retrieve the co-occur-
rence statistics.

The idea behind automated coherence measures is to find out how often do cer-
tain words appear together within the sliding context window and compare that num-
ber to the frequency predicted by pure coincidence. The topic is said to be coherent
if the positions of its words tend to cluster, do not appear to be random.

This is reminiscent of the linguistic phenomenon of textual cohesion [1]: the sen-
tences of natural language texts are connected to each other via syntactic and lexical
devices such as word repetition, synonyms,/near-synonyms, hyponyms and so on.

We conjecture that the natural language texts are divided into coherent spans
which contain only small number of latent topics. According to this assumption, the
purpose of topic modeling should be understood as an adequate segmentation of the
initial text into thematically homogeneous fragments consisting of a handful of topics.

Note that frequent top-words co-occurrences is an indirect sign that the topic
is represented in the text collection as a coherent text fragment.
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Therefore, we argue that interpretability of a topic should be evaluated not only
by the consistency of top-words use, but also by the consistency of all topic words use
within text segments. We could obtain an automated measure of the model interpret-
ability by examining the degree the topic model violates this consistency.

Instead of drawing inferences about the whole topic based on behaviour of the
short list of ten most frequent words, one should start by examining words appearing
together in a text and then proceed by comparing their (t|w,d).

This procedure will be dealt with in more detail in the following section.

4. Coherences

In this paper, we present several automatic measures distinct from traditional
top-token based approaches.

The first method—SemantiC (Semantic Closeness)—estimates semantic prox-
imity of closely located in the text words as vectors with components (t|lw). To esti-
mate the proximity between words one can calculate 12 distance between the cor-
responding vectors

SemantiC, |, = —([p(w, w)< window]lw —~w ll,)

where p(w, w)—text-distance between words (number of other words between
them), window—window of words, in which w, and w, are considered to be close
in text-distance. Minus sign makes coherence higher if words’ vectors are close. In ad-
dition to the Euclidean distance, Cosine Similarity measure can be used:

SemantiC,, |, = +{p(w,w)< window]cos(w, w)))

Cos

The third proposed way to estimate semantic closeness by topic is to calculate
variance between components corresponding to this topic:

SemantiC, | =Variancw (), w_,(©), .. W, . .. +(1))

Before computing, all vectors were multiplied by 1000, so as to increase the re-
sult value for the coherence.
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A group of astronomers managed to detect a star, orbiting around a
black hole at a very close distance.
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t = ”Black Holes” = {black, hole, star, astronomer}, threshold ~ 0

Figure 1. An example illustrating the idea of TopLen coherence

Aslong as words of a topic under interest are observed, they are counted. If some
unrelated word is encountered it is also counted but gives a negative penalty. When
the absolute value of total penalty appears to be quite big, the process stops, and the
number of counted words gives one value of topic length.
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Another method—TopLen (Topic Length)—calculates the average duration
of the topic in text. The auxiliary function score (w,,t) returns the difference between
the component of the vector corresponding to the topic and the maximal component
among the other topics. Non-negative parameter threshold smooths the effect when
TopLen encounter words not from the topic while counting topic length, the process
of counting continues as long as threshold (chosen to be 0.01) plus sum of scores
is non-negative (see Figure 1 for an example).

The last proposed method—FoCon (Focus Consistency)—evaluates how much
differ adjacent words throughout the whole text, summing the pairs of differences
between corresponding components of (t|w) vectors (components, by means of which
the differences are calculated, are the maximal components of the adjacent words
vectors). Minus sign serves the same role as in case of SemantiC—coherence rises
when words differ less.

Foconly ==Y " |wilta] = wylts]| + [wiltz] — w5,
deD wi,WjEWqy
j-i=1

5. Experiments

5.1. Interpretation and representation

Automated coherence measures rest on the word co-occurrence counts. If top
tokens often appear together within the context window, this set of words is said
to be coherent, i.e. these words fit together in a natural or reasonable way.

It is implicitly assumed that if set of top tokens is coherent, then the whole topic
is coherent as well. Such arguments were criticized before [21], but we wish to un-
derstand the issue quantitatively. What fraction of collection is represented in the co-
occurrence counts related to the given top token set?

Let Q be a set of words. We will call the position of word w € Q represented if it has
anon-zero contribution to the Q co-occurrence counts (see Figure 2). We will measure
the representational frequency of two topic models.

Our primary dataset is a corpus consisting of articles published in “PostNauka”,
a popular Russian online magazine about science. We investigate a topic model con-
sisting of 19 subject-related topics and a single background topic (see Figure 3).



Alekseev V. A., Bulatov V. G., Vorontsov K. V.

HaripoTtus, eciy MpeanoaokuTh CYIeCTBOBaHME CYNePCUMMETPUN, TO BBeIeHe HOBbIX Ya-
CTMI ITPUBOLUT KaK Pa3 K TaKOMy 06benyHeHui0. OKa3bplBA€TCs, YTO CYIIePCUMMMETPUsS He
TOJMBKO 06ecreyrBaeT o0beAHeHe B3aMMOJECTBII, HO U CTa6mmmn3npyeT 06beIMHEHHYI0
TEOPUI0, B KOTOPOI MPUCYTCTBYIOT BA COBEPIIEHHO PA3HBIX MacIlITaba: MaciTab Macc 06bIv-
HBIX WacTUI (Mopsiika 100 Mace MPOTOHA) 1 MACcIITab BEMKOro 06bennHenus (mopsiaka 106
Macc npoToHa). ITocmenHuit MacuTab yske 630K K TaK Ha3blBaeMOMY TJIAHKOBCKOMY Mac-
wraby, paBHOMY 00PATHO! HbIOTOHOBCKO/ KOHCTAHTE TSATOTEHMS, YTO COCTABJISAET MOPSAKA
10" macc nmporoHa. Ha aTom maciuTabe Mbl OKumaeM npossiaeHre 3(QMeKToB KBAaHTOBOI rpa-
BUTAIMM. B 3TOM MOMeHTE HAC OXKMUIAET MPUATHBIN CIOPNPHM3. [leso B TOM, UTO TPABUTALIVS
BCErMa CTOsUIA HECKOJIbKO OCOOHSIKOM M0 OTHOILIEHWIO K OCTaabHBIM B3aMMOgeincTBusiM. Ile-
PEHOCUMK TPaBUTAIMU, TPABUTOH, MMeeT CIUH 2, B TO BpeMsi KaK MePeHOCUYUKU OCTATbHBIX
B3aMMOJeICTBUI UMEIOT CIIMH 1. OnHaKo CylepCcuMMeTpHs repeMelBaeT CIIMHBL

first top words of topic 3: ¢usuxka with top 10 in bold: wacTuma, anmexkTpoH, KBapxK, aTom,
3Heprus, BceieHHasn, PoToH, (usnka, PM3MUK, IKCIIEPUMEHT, Macca, TeOPUsl, CBET, CUM-
MeTpust, IPOTOH, SMHIITEH, HeTPUHO, BEIIeCTBO, KBAHTOBbIN, YCKOPUTEb, IETEKTOD, BOJ-

Ha, BKIJCDEKT, CBOJICTBO, CITUH, TPaBUTALMS, MaTepus, aLPOH, [10JIb, YaCTOTA

Figure 2: Words used to calculate coherence. We see a single top
token (‘wactny’) and a wide range of weakly topical words, which are
ignored while calculating coherence by the traditional methods.

Topic First Top-Word Second Top-Word Third Top-Word
1: matemaTura mateMaTnka (0.016) 3amaua (0.008) nexkapt (0.008)
2: TeXHOJIOTUN TexHonorus (0.015) pobor (0.012) ceTsb (0.010)
3: dusuka yactuia (0.027) a71eKkTpoH (0.015) KkBapk (0.015)
4: XUMUSI xumus (0.021) Mostekyia (0.019) matepuain (0.016)
5: sevus 3ems (0.029) miaHera (0.028) atMmocdepa (0.012)
6: acCTpOHOMMA 3pesaa (0.039) ranaktuka (0.031) BceneHHas (0.019)
7: 6uonorus KkieTka (0.027) oprannsm (0.011) mosr (0.010)
8: MeaMIMHA nauyeHT (0.016) npenapart (0.012) 3aboneBanue (0.012)
9: ncuxonorusa ncuxomnorus (0.009) mo3r (0.009) ncuxomor (0.008)

10: 3xoHOMMKa
11: ucropus

12: monuTHUKa
13: conmonorus
14: xynsTypa

skoHoMMKa (0.016)
ucropus (0.010)
rocygapctso (0.014)
comymomnorus (0.013)
Kynbrypa (0.015)

15: o6pasoBanue yHuBepcutet (0.021)

16: A3BIK

17: dunocodpmsa
18: penurusa

19: poccua

s13bIK (0.077)
dbnmnocodpns (0.018)
cesTuanie (0.010)

poccus (0.028)

crpana (0.010)
ucropux (0.007)
nonntuka (0.012)
counonor (0.009)
¢dbunbm (0.007)
o6pasoBaHue (0.014)
cioBo (0.037)
dmnocod (0.013)
peaurus (0.007)
crpaHa (0.009)

ueHa (0.008)

BisiacThb (0.006)
nonutuuecknit (0.011)
coumanbHbiit (0.008)
uckyccto (0.006)
mkosna (0.013)
cnoBaps (0.011)
dunocodckmit (0.008)
uapb (0.006)

pycckuii (0.009)

Figure 3: PostNauka’s topics, each represented by its 3 top-words

Next, we will focus on the topic model presented in [3], which uses a sample
of Wikipedia articles. This model was identified as best based on assessment of top
10 tokens by human experts. This model consists of 50 topics.

Ascanbe seen from the table 1, top-tokens cover a vanishing fraction of corpus. In-
formally speaking, top token-based measures ignore more than 98% of the collection!
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Table 1: The proportion of corpus contributing to the co-occurrence
counts of top 10 most frequent words for each topic

PostNauka Wikipedia

Minimum 0.000159 0.000065
Median 0.000483 0.000293
Mean 0.000619 0.000356
Maximum 0.002764 0.001149
Total 0.012027 0.016585

5.2. Ground truth

The evaluation of interpretability is extremely labor-intensive. The strength
of top token-based measures is their ability to reduce topics of the topic model to the
accessible list of words. Even then, gathering human judgments about a large number
of topics is a daunting task.

This leaves us with a difficult problem. On one hand, we try to construct a mea-
sure taking into account the whole @ and @ matrices and the whole corpus. On the
other hand, validating such measure requires comparing them to the human judg-
ment. Therefore, one needs to somehow obtain human ratings about the whole corpus
and the whole probability distribution.

We propose a way to circumvent this infeasible procedure: instead of asking hu-
man experts to produce a number of labels, we generate a semi-synthetic dataset with
known labels. In this enterprise, the structure of PostNauka dataset is of a tremen-
dous help. The topics of articles are general and diverse enough to make the major-
ity of documents monotopical: i.e. every word of such document could be attributed
either to a single specific topic or to background topic.

We use these monotopical documents to produce a semi-synthetic dataset. The
idea is to “cut” the monotopical documents into smaller monotopical segments and
then “sew” them together in random order. The intent of this semi-synthetic dataset
is to serve as a ground truth by which topic models can be evaluated

The generation procedure ensures that we know true topic labels for every word.
Given this information, it is possible to define segm to be the segmentation quality
of any topic model. There are two natural ways to do this:

* soft: for each topic t the sum of p(t | d, w) on all pairs (d, w), d € D,w € W, is cal-
culated, with total result equals to the sum of these sums for all topics

* strict: for each topic t for all segments of topic t the number of coincidences
of topic, predicted by the model for a word in a document, with the topic ¢ of the
segment to which this word belongs [argmax_p(z | d, w) = t].
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Figure 4. The relationship between segmentation
quality and perplexity of topic model

On the X axis is the proportion of good Phi matrix: one minus « (degree of Phi
degradation). The fact that segmentation quality monotonically increases when per-
plexity decreases implies that the proposed segmentation quality may be used
as a measure of quality of topic models.

Having established the ground truth, we are able to evaluate different coherence
measures. The quality of each candidate measure coh is defined to be a Spearman cor-
relation coefficient between the function value and the segmentation quality.

For this purpose, we generated a number of different @ matrices as a weighted
combination of d?gw , (the topic model of PostNauka dataset, discussed above) and @, ,
(a set of random columns taken from Dirichlet (0.01"") distribution):

@=ad, +(1-a)®

good

For each a, the segmentation quality and all the investigated coherence metrics
were calculated. Thus, a sample {(soft(m), strict(m), c,(m), c,(m), ...c,(m)) Im€ M, c, €
Coh, 1 <i < |Coh|} was obtained. Four series of experiments were conducted, with
different @, ~matrices.
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Good Topic Model
topic 16: s13b1K
Kareropus 6yayiero BpeMeH! B QOABIIMHCTBE s13bIKOB AQPUKM OTCYTCTBYET. ECTh MHOTO CI10-
co60B rOoBOPUTD 0 OyAyIEeM, HO 3TO H0JIee CJI0KHbIe CIIOCOObI, KaCArUIMecs PeATIoNmKe s,
skenanms. HopmasnbHblii ahpUKAHCKMIA TPAMMaTHUYeCKUii TPUEM — He TOBOPUTD 'S 3TO Cre-
JIa10" MK "9T0 OYIeT a CKas3aTh '9TO BO3MOXKHO WIM "SI XOUY 3TO CHEJATh'OHM [OBOPST O Oymy-
IeM, HO "TIOMafaT B Oyayiiee HENmpsiMbIM ITYTEM.

topic 12: moautuka

U 51 mochlIao AeHbru 60piiam 3a He3aBUCUMOCTh KypincTaHa, yIaCTBYIO B aKIIMSIX OO A€ PSKKA
KypOCKMX MOBCTAHIEB M Tak Jaiee. BoT Takoe HamoxeHue OPyr Ha Apyra PpasHbIX MJIEHCTB,
pasHbIX 'TPAXAAHCTB'. B nmuTepaType NOCTeSHNX JeCSITH JIeT ObITYIOT TaKue BbIPaXKeHUs], KaK
"FeHJePHOEe FPAKAAHCTBO "3KOHOMMYECKOe FPaXAAHCTBO . [lepBoe yKasbiBaeT Ha WIEHCTBO B
BOOOpaskaeMOM COOOILECTBE JKeHIMH, IPUBEPKeHHBIX UaesM (PeMUHU3MA.

SQ®) SQH) N M SCL2 SCCos SCVar TL EC
16.0e3 3.76e4 -3.65 -2.69 -3.70 0.700 -8.12e3 3.45 -5.44e4

Bad Topic Model

topic 16: s13bIk

KaTeropus 6ynymiero BpeMeHU B 60JIbIIMHCTBE 513bIKOB AQPMKY OTCYTCTBYET. ECTh MHOTO CIIO-
€c000B roBOPHMTE 0 GyAyLIeM, HO 9T0 O0Jiee CI0XKHBIE CII0CO0bI, KacaoIIyecs MPennomoKeHHs],
skemanusa. HopManbHpli abpUKaHCKUIA rpaMMaTHueCcKuii IPUéM — He TOBOPUTD "SI 9TO che-
J1a10 "' MM "3T0 OyIeT a cka3aTb "ITO BO3SMOXKHO' MM "SI XOUY 3TO CHEJIaTh OHU TOBOPST O OyIy-
1eM, HO "TIONafalT B Oyayliee HeTIPSIMbIM ITyTEM.

topic 12: momuTHKa

W 4 mochLIao AeHbry 60piam 3a He3aBuCcUMOoCTb KypayucTrana, yuacTBYI0 B aKIMSIX TTOAIePKKU
KyPIACKMX IIOBCTAHLEB U TaK Aasnee. BOT Takoe HaloXeHMe IPYT HAa APYra Pa3HbIX YWIEHCTB,
pa3HbIX "TPaskAAHCTB'. B nuTepaType MoCIeqHMX OECSITH JeT ObITYIOT TaKMe BbIpaKeHMUsI, KaK
"TeHepHOe rPaKAAHCTBO "SKOHOMIYECKOE IPAaXNaHCTBO . [TepBoe yKa3bIBAeT HA WIEHCTBO B
BOOGParykaeMOM COOOLLIECTBE JKeHILMH, TPUBEPIKEHHBIX UAeAM (heMuHU3MA.

SQ(S) SQH) N M SCL2 SCCos SCVar TL EC
5.54e3 1.10e4 -483 -3.12 -12.9 0.947 -37.0e3 2.87 -13.9e4

Figure 5. lllustration of a model segmentating semisynthetic text

The figure shows two segments of size 50 words from different topics after being
processed by Bad Topic Model or Good Topic Model (discussed above). These segments
were extracted from one of the generated documents, in which they were adjacent.
Words that are not labeled were assigned topics different from the two of represented
segments. Below the segments are coherence values. SQ (S)—stands for soft segmen-
tation quality, SQ (H)—strict segmentation quality, N—Newman, M—Mimno, SC—
SemantiC, TL—TopLen, FC—FoCon. Values in bold indicate that coherence function
rises as model’s quality increases.
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Table 2: Spearman correlations between coherences and segmentation

qualities (soft) for datasets with different sizes of segments: 50, 100,

200 and 400 words and with 5 topics in each document

Coh Corr  Coh Corr  Coh Corr  Coh Corr
Newman (.75 Newman 094 Newman 0.80 Newman 0.85
Mimno 096  Mimno 096 Mimno 0.94  Mimno 0.97
SCL2 0.92 SCL2 0.91 SCL2 070 SCL2 0.59
SC Cos -0.97  SCCos -0.96  SCCos -0.97  SCCos —0.96
SC Var 1.00 SC Var 1.00 SC Var 100 SCVar 1.00
TopLen 1.00 TopLen 1.00 TopLen 1.00 TopLen 1.00
FoCon 1.00 FoCon 1.00 FoCon 1.00 FoCon 1.00
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Figure 6. The comparison of different coherence measures
with segmentation quality as a function of e, the topic model
degradation parameter. Coherence values drawn on the plots are
averaged values from 4 series (a) which differ in @,  matrix
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6. Results

Three new methods for estimating topic model’s interpretability are presented: Se-
mantiC, TopLen and FoCon,—which try to take into account all words of the text when
evaluating coherence. The new methods show that this is possible to develop an indica-
tor of interpretability able to overcome the shortfalls of top token-based measures.

Experiments on semisynthetic dataset, consisting of segments of different topics,
were conducted in order to analyze some properties of new coherences and existing ones.

Proposed methods demonstrate high correlations with the quality of semisyn-
thetic dataset segmentation. SemantiCVar and TopLen appear to perform best.
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