
Towards Automated Document Revision:
Grammatical Error Correction, Fluency Edits, and Beyond

Anonymous ACL submission

Abstract

Natural language processing (NLP) technology001
has rapidly improved automated grammatical002
error correction (GEC) tasks, and the GEC com-003
munity has begun to explore document-level004
revision. There are two major obstacles to go-005
ing beyond automated sentence-level GEC to006
NLP-based document-level revision support,:007
(1) there are few public corpora with document-008
level revisions annotated by professional edi-009
tors, and (2) it is infeasible to obtain all pos-010
sible references and evaluate revision quality011
using such references because there are infi-012
nite revision possibilities. To address these013
challenges, this paper proposes a new docu-014
ment revision corpus, i.e., Text Revision of015
ACL papers (TETRA), in which professional016
editors have revised academic papers sampled017
from the ACL anthology that contain trivial018
grammatical errors. This corpus enables us to019
focus on document-level and paragraph-level020
edits, e.g., edits related to coherence and consis-021
tency. In addition, we investigate reference-less022
and interpretable methods for meta-evaluation023
to detect quality improvements according to024
document revisions. We show the uniqueness025
of TETRA compared with existing document026
revision corpora and demonstrate that a fine-027
tuned pre-trained language model can discrim-028
inate the quality of documents after revision029
even when the difference is subtle.030

1 Introduction031

Document revision is an important process in essay032

and argumentative writing. According to previ-033

ous studies on argumentative writing (Flower and034

Hayes, 1981; Beason, 1993; Buchman et al., 2000;035

Seow, 2002; Allal et al., 2004), a typical writing036

process comprises three main stages. Revising is037

the initial editing step to plan and build the overall038

structure of the document at a high level, editing039

focuses on sentence-level or phrase-level expres-040

sions, and proofreading is performed to assess the041

details, e.g., spelling and grammatical errors (Fig-042

ure 1, left). Although the order of the steps is 043

not strictly determined, the typical writing process 044

starts from a broad and high level perspective and 045

then narrows down the scope of edits. 046

In contrast to the typical human writing process, 047

automated grammatical error correction (GEC) re- 048

search in the natural language processing (NLP) 049

field initially focused on a fine-grained scope, e.g., 050

spelling errors (Brill and Moore, 2000; Toutanova 051

and Moore, 2002; Islam and Inkpen, 2009) and 052

closed-class parts of speech (such as prepositions 053

and determiners) (Han et al., 2006; Nagata et al., 054

2006; Felice and Pulman, 2008). Then, the research 055

community expanded its scope to edits at the phrase 056

and sentence levels while considering fluency (Sak- 057

aguchi et al., 2016; Napoles et al., 2017) (Figure 1, 058

right). However, much less work has been done 059

on the document-level revisions due to two ma- 060

jor challenges. First, document revisions have a 061

broader scope (e.g., coherence and flow) than con- 062

ventional GEC and fluency correction; thus, there 063

are few publicly available corpora with such anno- 064

tations by experts (e.g., professional editors). Sec- 065

ond, it is challenging to evaluate the quality of 066

revisions based on a limited number of references 067

because there are many ways to revise a single doc- 068

ument. This implies that reference-less evaluation 069

metrics (Napoles et al., 2016b; Choshen and Abend, 070

2018; Islam and Magnani, 2021) are suitable to as- 071

sess automated document revision models. 072

We consider these challenges associated with au- 073

tomated document revision, propose a new corpus, 074

and exploring possibilities for transparent evalu- 075

ation methods that are independent of gold stan- 076

dards or references. Our corpus, i.e., Text Revision 077

of ACL papers (TETRA),1 comprises document- 078

level revisions of articles published at ACL-related 079

venues. This corpus was designed based on an 080

annotation scheme that can handle edit types be- 081

yond sentences, e.g., argument flow, in addition to 082

1https://github.com/anonymous
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Figure 1: Overview of the scope for automated document revision. Each example is taken from TETRA corpus. We
focus document revision process which has been overlooked by grammatical error correction (GEC). Automated
document revision extends the scope of GEC.

conventional word-level and phrase-level edits.083

In this paper, we demonstrate that TETRA has084

advantages over existing corpora for document re-085

vision (Lee and Webster, 2012; Zhang et al., 2017;086

Kashefi et al., 2022). We also propose a sim-087

ple meta-evaluation method, i.e., instance-based088

revision classification (IRC), that measures and089

compares the performance of evaluation metric can-090

didates based on their accuracy in terms of classi-091

fying which of a given pair of snippets has been092

revised. The accuracy for IRC is calculated for093

type of edit, which provides transparent and inter-094

pretable analyses to design more effective evalua-095

tion metrics in future. Note that our contribution096

is not to propose a specific model or metric for097

automated document revision but rather present a098

meta-evaluation scheme to help measure the ongo-099

ing improvements of such models and metrics.100

With the proposed TETRA corpus and IRC, we101

conducted experiments to determine whether pre-102

trained language models can function as an effec-103

tive baseline metric to discriminate between orig-104

inal and revised snippets. Here, we compared105

BERT (Devlin et al., 2019) and GPT-2 (Radford106

et al., 2019) as baseline methods with and with-107

out fine tuning. The results demonstrate that the108

supervised method can select better snippets with109

an accuracy of 0.85 – 0.96, which indicates the110

feasibility of evaluation for automated document111

revision.112

2 Background 113

The GEC field, which has a multi-decade history, 114

began with the goal of detecting and correcting 115

targeted error types and providing feedback to En- 116

glish as a second language learners.2 Initial GEC 117

systems focused on only a small number of closed- 118

class error types, e.g., articles (Han et al., 2006) 119

and prepositions (Chodorow et al., 2007; Tetreault 120

and Chodorow, 2008; Tetreault et al., 2010; Cahill 121

et al., 2013; Nagata et al., 2014). The scope of GEC 122

was then expanded to include all types of errors, 123

including verb forms, subject-verb agreement, and 124

word choice errors (Lee and Seneff, 2008; Tajiri 125

et al., 2012; Rozovskaya and Roth, 2014). This 126

line of work resulted in the establishment of shared 127

benchmark tasks (Dale and Kilgarriff, 2011; Dale 128

et al., 2012; Ng et al., 2013, 2014). 129

Motivated by the observation that error-coded 130

local edits do not always make the result sound 131

natural to native speakers, the scope of GEC has 132

been further expanded from word-level closed- 133

class edits to phrase-level and sentence-level flu- 134

ency edits (Sakaguchi et al., 2016). With this ex- 135

pansion, the community has proposed new bench- 136

mark datasets (Napoles et al., 2017; Bryant et al., 137

2019; Napoles et al., 2019; Flachs et al., 2020) 138

and evaluation metrics (Dahlmeier and Ng, 2012; 139

2In this paper, we focus on GEC literature after the 2000’s,
at which point statistical methods began to be applied widely.
For the full history of GEC in the 80’s and 90’s, e.g., rule-
based approaches, please refer to Leacock et al. (2014).
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Felice and Briscoe, 2015; Napoles et al., 2015;140

Bryant et al., 2017; Napoles et al., 2019; Gotou141

et al., 2020) for sentence-to-sentence GEC. In addi-142

tion, GEC models with deep neural network (DNN)143

techniques have been developed. Such models are144

robust against word-level and phrase-level local145

edits in a given sentence and exhibit human-parity146

performance on some benchmark datasets (Yuan147

and Briscoe, 2016; Ji et al., 2017; Chollampatt and148

Ng, 2018; Ge et al., 2018; Kiyono et al., 2019;149

Kaneko et al., 2020; Rothe et al., 2021). More re-150

cently, Yuan and Bryant (2021) extended DNN151

models by taking a longer context (e.g., previ-152

ous sentences) and demonstrated improvements153

in terms of sentence-level error correction (e.g.,154

correcting verb tense).155

In contrast to the rapid progress of grammar and156

fluency correction, few studies have investigated re-157

visions for document-level argumentative writing,158

which requires more human effort to create corpora159

or datasets. Lee and Webster (2012) performed160

an initial attempt to construct a document revision161

corpus comprising 13,000 student writings with162

feedback comments from tutors in the Teaching163

English to Speakers of Other Languages (TESOL)164

program. Although the authors prepared labels for165

paragraph-level revisions (e.g., coherence), only166

3% of all revisions were annotated as paragraph-167

level revisions, 90% of the revisions were at the168

word-level, and 7% were at the sentence-level be-169

cause the corpus comprises writing from language170

learners, and the vast majority of errors were sim-171

ple grammar and fluency errors. This provides an172

important lesson, i.e., a corpus for document-level173

revision should be based on documents in which174

grammatical and fluency edits have already been175

addressed to some degree. In addition, due to copy-176

right limitations, this corpus is not publicly avail-177

able. However, we believe that the data source for a178

document-level corpus should be accessible under179

an open license to promote long-term community-180

based open research.181

Another line of work (Zhang and Litman, 2014,182

2015; Zhang et al., 2016, 2017; Kashefi et al., 2022)183

has developed the ArgRewrite corpus, which is184

a collection of 86 argumentative essays, each of185

which comprises three drafts (i.e., two cycles of186

revisions) with edit labels. In the ArgRewrite cor-187

pus (both v1 and v2), approximately one-half of all188

edits are annotated as surface-level corrections (i.e.,189

conventional GEC or fluency edits), and the remain-190

ing edits are annotated as content-level document 191

revisions. The ArgRewrite corpus has advantages 192

over Lee and Webster (2012) in terms of the amount 193

of document-level revisions; however, all of the es- 194

says in the ArgRewrite corpus were written on the 195

same topic. The topic of the first version (Zhang 196

et al., 2017) is about arguing whether the prolif- 197

eration of electronic enriches or hinders the de- 198

velopment of interpersonal relationships, and the 199

topic of the second version (Kashefi et al., 2022) is 200

about arguing support or against self-driving cars. 201

Relative to developing and evaluating automated 202

document revision models, this limitation in terms 203

of topic diversity can cause overfitting (Mita et al., 204

2019). 205

3 Automated Document Revision 206

Given a source document d that consists of para- 207

graphs, a potentially automated editor f revises d 208

into d′ (f : d 7→ d′). Here, revision R is a set of 209

edits e, and an edit e is defined as a tuple e = (src, 210

tgt, t, c), where src is the source phrase before the 211

revision, tgt is the revised phrase, t is the edit type 212

(e.g., grammar, word choice, or consistency), and 213

c represents (optional) rational comments about 214

the edit. When src is empty (Ø), this edit indi- 215

cates insertion, and it indicates deletion when tgt is 216

empty; otherwise, the edit is considered to be a sub- 217

stitution. Automated document revision includes 218

various edit types (t), e.g., mechanics, word choice, 219

conciseness, and coherence. This is discussed in 220

further detail in §4.4. Note that t does not exclude 221

the scope of conventional (sentential and subsen- 222

tential) grammatical error and fluency correction. 223

Rationale comments (c) are a useful resource in the 224

study of feedback generation, which has become 225

prominent in the GEC community (Nagata, 2019; 226

Hanawa et al., 2021; Nagata et al., 2021). Thus, au- 227

tomated document revision is a natural extension of 228

sentence-level error correction to document-level 229

error correction with a wider context. We discuss 230

our meta-evaluation framework in §5. 231

4 The TETRA Corpus 232

4.1 Data Source 233

In this study, we used the ACL anthology3 as the 234

data source for the proposed TETRA for the fol- 235

lowing reasons. First, we focus on document-level 236

revision rather than sentence-level revision; thus, 237

3https://aclanthology.org
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Aspects Edit types (abr.) Definition Scope %

Grammaticality grammar, capitalization edits that aimed to fix spelling/grammar mistakes S 19.4
Fluency word choice, word order edits that aimed to increase sentence fluency S 23.7

Clarity clarity edits that aimed to amplify meaning for clarity S/D 19.4
Style style, tone edits that aimed to adapt the style S/D 8.0
Readability readability edits that aimed to improve readability S/D 16.8
Redundancy redundancy, conciseness edits that aimed to reduce redundancy S/D 7.2
Consistency consistency, flow edits that aimed to increase paragraph fluency D 5.5

Table 1: Definition of edit types. S and D (in the scope column) indicate the sentence and the document, respectively.
We highlight edit types that relies on beyond sentence-level context to edit.

Grammaticality Fluency Clarity Style Readability Redundancy Consistency

This paper presents empirical studies and closely corresponding theoretical models of a chart parser’s performance whilethe
performance of a chart parser exhaustively parsing the Penn Treebank with the Treebank’s own context-free grammar (CFG)CFG
grammar. We show how performance is dramatically affected by rule representation and tree transformations, but lit-
tle by top-down vs. bottom-up strategies. We discuss grammatical saturation, provide an, including analysis of the
strongly connected components of the phrasal nonterminals in the Treebank, and model how, as sentence length increases,
regions of the grammar are unlocked, increasing the effective grammar rule size increases as regions of the grammar are
unlocked, and yielding super-cubic observed time behavior in some configurations.

We expect this approach to yield the following three improvements. Taking advantage of the representation learned by the
English model will lead to shorter training times compared to training from scratch. Relatedly, the model trained using transfer
learning will require requires less data for an equivalent score than a German-only model. Finally, the more layers we freeze the
fewer layers we will need to back-propagate through during training; thus,. Thus we expect to see a decrease in GPU memory
usage since we do not have to maintain gradients for all layers.

We present the results of on a quantitative analysis of a number of publications in the NLP domain on the collectioncollecting,
publishing, and availability of research data. We find that, although a wide range of publications rely on data crawled from the
web, but few publications providegive details ofon how potentially sensitive data was treated. In addition Additionally, we find
that, while links to repositories of data are given, they often do not work, even a short time after publication. We presentput
together several suggestions on how to improve this situation based on publications from the NLP domain, as well as but also
other research areas.

Table 2: Examples of revision. Each edit type is highlighted respectively.

we selected documents that have as few grammati-238

cal errors (i.e., the conventional scope of GEC) as239

possible. The ACL anthology comprises generally240

well-written peer-reviewed papers on NLP. Sec-241

ond, the ACL anthology contains a diverse range242

of papers in terms of authors and venues, e.g.,243

conferences vs. workshops, students vs. nonstu-244

dents, native vs. nonnative English speakers, as245

demonstrated by Bergsma et al. (2012). Finally,246

the license and copyright of the ACL anthology247

are more flexible than existing datasets for similar248

purposes (Lee and Webster, 2012). Note that a less249

restricted and widely accessible corpus enables us250

to advance research on automated document revi-251

sion.252

We selected the source documents from the ACL253

anthology as follows. First, we created eight (=23)254

groups based on the possible combinations of three255

different attributes: (1) whether the paper was pub-256

lished at a conference or a workshop, (2) whether257

the paper is affiliated with a native vs. nonnative258

English speaking country, and (3) whether the first 259

author was a student (at the time the paper was pub- 260

lished). We randomly sampled the papers until we 261

obtained eight unique papers for each group (i.e., 262

64 papers in total). For each paper, we extracted 263

the title, abstract, and introduction as the source 264

document (d) of the proposed TETRA corpus. 265

4.2 Annotation Scheme 266

The scope and granularity of edit types also has 267

a wide variety in previous studies, and there is no 268

standard set of labels. Thus, we define edit type 269

categories (Table 1) based on previous literature 270

on argumentative and discourse writing (Kneup- 271

per, 1978; Faigley and Witte, 1981; Burstein et al., 272

2003; Zhang et al., 2017). Table 2 shows concrete 273

examples of each type of edit in TETRA. 274

To create the proposed TETRA, we selected 275

an XML format for the following reasons. First, 276

XML is easy to parse using standard libraries (e.g., 277

Python ElementTree and the Java DOM parser) 278
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Lee and Webster (2012) Zhang et al. (2017) Kashefi et al. (2022) Ours (TETRA)

# docs 3760 60 86 64
# references 1 1 1 3
% beyondGECs 3.2 49.4 52.6 56.9
Drafted by ESL ESL/Native ESL/Native ESL/Native
Revised by Author Author Author Experts
Feedback by Non-experts Experts Experts Experts
Topic diversity ✓ ✓
Public availability ✓ ✓ ✓

Table 3: Characteristics of TETRA corpus compared to existing document revision corpus. % beyondGECs shows
the ratio of edits that are not covered by GEC edit types. Drafted by indicates who wrote the (first) draft, Revised by
shows who revised the draft by whose feedback (feedback by). Topic diversity (✓) presents whether the corpus
contains two or more topics, or a single topic only (no ✓). Public availability (✓) shows whether the corpus is
publicly available to the community.

compared to other formats that frequently require279

exclusive scripts. Such exclusive scripts incur280

higher maintenance costs to keep up with the up-281

dates of additional dependencies. Second, XML is282

more flexible than other formats in terms of embed-283

ding additional information, e.g., edit types, edit284

rationale, comments, and other meta-information.285

An example of our XML annotation is shown in286

the Appendix (Table 6).287

4.3 Annotators288

We recruited three native English speaking profes-289

sional editors with years of experience editing and290

proofreading English academic writing. These edi-291

tors independently revised all 64 documents on the292

Google Docs platform, and they added an edit ratio-293

nale whenever appropriate. The revised documents294

were converted to XML format by the first two au-295

thors.4 Details on how to recruit annotators and296

instructions for them are provided in Appendix A297

and B, respectively.298

4.4 Statistical Analysis299

The right-most column in Table 1 shows the distri-300

bution of edit types found in 16 randomly sampled301

papers (i.e., 25% of the proposed TETRA corpus).302

We found that 56.9% of the edits were related to303

issues beyond the sentence-level context (e.g., re-304

dundancy), which is greater than other document305

revision corpora (Table 3). This is simply because306

TETRA’s source documents are academic papers307

that have already been proofread to some degree308

compared to other existing document revision cor-309

pora where language learner essays are used as the310

source material. In terms of the differences among311

4While converting, we made minor corrections and remap-
ping edit types only as required.

Levels Avg Min Max

detection 0.32 0.27 0.35
correction 0.83 0.75 1.00

Table 4: Two levels of inter-annotator agreement: agree-
ment on detection and correction.

the three different attributes (§ 4.1), we did not find 312

any clear trends, which indicates that the quality of 313

papers in the ACL corpus is uniformly good across 314

the venue and author attributes. The details are 315

shown in the Appendix (Table 7). 316

In document-level revision, it is not straightfor- 317

ward to compute inter-annotator agreement due to 318

the diversity of potential revisions and the broad 319

scope of applicable edits. Thus, we measured two 320

levels of inter-annotator agreement, i.e., (1) agree- 321

ment on detection and (2) agreement on correction. 322

The first measurement computes how frequently 323

edit spans overlap (i.e., agree) among annotators, 324

and the second measurement computes how fre- 325

quently edit type labels (e.g., clarity) match when 326

two or more annotators detect the same (or over- 327

lapped) span. Table 4 shows the results. 328

The result demonstrate that the expert annotators 329

agreed on the direction of editing when they de- 330

cided an issue was in a certain span (the agreement 331

rate on correction was approximately 0.8); how- 332

ever, the experts disagreed on where to consider 333

an issue (the agreement rate on detection was ap- 334

proximately 0.3), which is a unique characteristic 335

of automated document revision that differs from 336

traditional GECs. 337

5 Proposed Meta-evaluation Framework 338

In addition to creating a corpus for automated docu- 339

ment revision, it is essential to establish evaluation 340
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Pair-wise 
comparison

TETRA
Document (paragraph)

Metric α

Metric β

Extraction

Original A single edit

Documents with 
multiple edits

,
A pair of snippets that 
contain a single edit

Instance-based Revision Classification (IRC)

Figure 2: Overview of meta-evaluation framework. We introduce document revision corpus (TETRA) and propose
instance-based revision classification (IRC) to measure (meta-evaluate) the quality improvement of documents.

metrics that can measure a document’s quality im-341

provement (and possibly deterioration) relative to342

the applied revisions. A typical scenario for eval-343

uating text generation is to compute the textual344

similarity between the hypothesis and references,345

as in machine translation (BLEU (Papineni et al.,346

2002)) and summarization (ROUGE (Lin, 2004)).347

However, it is infeasible to elicit all possible gold348

references for document revision because there are349

infinite ways to edit a document. In addition, it is350

difficult to measure the quality of a revision auto-351

matically based on an absolute metric because a sin-352

gle document will contain a variety of edits based353

on many aspects of evaluation (Table 1). Thus, it is354

more straightforward to consider a relative metric,355

where a pair of documents is subject to a binary356

classification choosing the revised one.357

Such a pairwise comparison has been proven358

effective as a meta-evaluation method in cases359

where absolute evaluation is difficult (Guzmán360

et al., 2015; Christiano et al., 2017). Also note that361

document revision contains multiple edits; thus,362

the binary prediction process cannot identify which363

edit(s) contributed the improvement or the degree364

of improvement. To address these concerns, we pro-365

pose Instance-based revision classification (IRC),366

where a pair of snippets that contain a single edit is367

given, and we compare the (reference-less) metrics368

according to the accuracy of the binary prediction369

(i.e., which of the snippets is revision). By focus-370

ing on comparing ‘single edit’ differences, we can371

obtain transparent and interpretable measures for372

each type of edit (e.g., which edit type is more chal-373

lenging to revise than other types). This is expected374

to enable us to investigate more effective evalua-375

tion metrics in future. In fact, recent studies have376

demonstrated that such rubric-based interpretable377

evaluation correlates better with human judgments378

than single overall scoring techniques (Kasai et al.,379

2021a,b). An overview of the proposed IRC is 380

shown in Figure 2. 381

6 Experiment 382

In this section, we demonstrate how well existing 383

large-scale pretrained language models perform 384

under the proposed IRC framework as baseline 385

(reference-less) metrics. 386

6.1 Data split 387

We divided TETRA into a training set (75%; 48 pa- 388

pers) and a test set (25%; 16 papers) to avoid paper 389

overlap, and we converted the test data into pairs 390

of snippets containing a single edit for IRC frame- 391

work. Here, when multiple edit types were as- 392

signed, each edit type was extracted independently 393

as a single edit snippet pair. When creating a pair 394

of snippets, we extracted the entire paragraph as 395

the context. In total, we extracted 1,368 snippet 396

pairs for IRC meta-evaluation. 397

6.2 Baseline metrics 398

In this experiment, we compared BERT (Devlin 399

et al., 2019) and GPT-2 (Radford et al., 2019) 400

as supervised and unsupervised settings to clas- 401

sify the original and single edit revision snippets. 402

We used the PyTorch implementation for these 403

Transformer models (Wolf et al., 2020). 404

BERT We adopted BERT (with fine tuning) as a 405

supervised evaluation metric. Here, we converted 406

the training set into a balanced positive/negative ex- 407

ample by randomly swapping the order of snippet 408

pairs in one-half of the training set. Specifically, 409

we concatenated the pair with a special [SEP] to- 410

ken. The hyperparameters used to train the model 411

are shown in Appendix E (Table 8). 412

GPT-2 We adopted GPT-2 as an unsupervised 413

baseline metric. Here, we compared the per-token 414
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Acc.

GPT-2 BERT

Figure 3: Meta-evaluation result (Accuracy).

perplexities of the two inputs (i.e., the original and415

the single-edited revision), and we used them to per-416

form binary prediction. Technically, we expected417

that the revised documents would show lower per-418

token perplexity (and vice versa).419

6.3 Results420

The overall results are shown in Figure 3. As can421

be seen, the proposed IRC framework enabled us422

to evaluate the accuracy of each metric in terms of423

each aspect (i.e., edit type) while analyzing their424

strengths and weaknesses. We also found that the425

supervised metric (i.e., BERT) could perform clas-426

sification at 0.79 – 0.90 accuracy, which indicates427

that this supervised metric based on pretrained neu-428

ral language models is an effective baseline metric429

to discriminate between the original and revised430

snippets even when the difference is subtle. How-431

ever, we found that the unsupervised baseline met-432

ric (i.e., GPT-2) performed slightly better than the433

chance-level only on grammaticality, fluency, and434

clarity but not on consistency, readability, and style.435

7 Analysis436

7.1 Is IRC framework reliable?437

The experimental results discussed in §6 demon-438

strated that the supervised metric can discriminate439

the original and revision snippets with reasonably440

high accuracy. However, the following question441

should be considered. Is the high accuracy derived442

from actually detecting the quality improvement443

provided by the revision or annotation artifacts444

(spurious correlation) by commonly used words445

and phrases by expert annotators?446

To investigate this question, we evaluated the per- 447

formance of the same supervised metric (BERT) 448

used in §6 by applying corruption methods to 449

TETRA in order to artificially degrade the quality 450

of the source documents. If the same supervised 451

metric fine-tuned on the source and the (improved) 452

revision can still select the original document over 453

the degraded document, we can conclude that the 454

metric actually distinguishes the quality of the doc- 455

ument rather than spurious features. 456

7.1.1 Corruption Methods 457

Automatic Error Generation (AEG) Injecting 458

grammatical errors as data augmentation has been 459

studied actively to improve GEC. In this study, we 460

used a back-translation model, which is the most 461

commonly model used in GEC among AEG meth- 462

ods (Xie et al., 2018; Kiyono et al., 2019; Koyama 463

et al., 2021), to deteriorate the original documents 464

in terms of grammaticality and fluency. 465

Here, a reverse model that generates an ungram- 466

matical sentence from a given grammatical sen- 467

tence was trained in the back-translation model. To 468

construct the reverse model, we followed the gen- 469

eral settings identified in previous studies (Kiyono 470

et al., 2019; Koyama et al., 2021). The details of 471

the experimental settings for the AEG model are 472

described in the Appendix F. 473

Sentence Shuffling As shown in Figure 1, the 474

document revision process involves reordering sen- 475

tences to improve the flow and consistency of ar- 476

gumentation. In this analytical experiment, after 477

applying the AEG model, we further shuffled sen- 478

tences with the same ratio as the consistency edit 479

type (5% of the documents; refer to Table 1) to de- 480

grade the document relative to the sentence order. 481

7.1.2 Results 482

The binary classification accuracy obtained by the 483

supervised metric (BERT) used in the experiment 484

(§6) on the original vs. (degrading) corruption 485

scenario was 0.96. We found that BERT can suc- 486

cessfully select the original document over the de- 487

graded document. It should be noted that this is 488

a simulation experiment with artificial errors and 489

there are deviations from a realistic setting, but it 490

suggests that the supervised baseline has the poten- 491

tial to learn to discriminate documents relative to 492

quality rather than spurious features in the experts’ 493

annotations. 494
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Outputs ERRANT GLEU

original (no editing) 0.0 (0.0) 70.6 (1.5)
human performance 24.5 (5.7) 71.4 (1.0)

Table 5: Evaluation results with GEC’s metrics.Values
in parentheses indicate standard deviations.

7.2 Do existing GEC metrics not work?495

In §5, we hypothesized that common reference-496

based GEC metrics cannot evaluate document re-497

visions accurately. To verify this hypothesis, we498

evaluated the gold revisions of human experts in499

TETRA using existing GEC metrics, and we ana-500

lyzed whether they actually work for the revision501

of documents.502

7.2.1 Examined metrics503

We used ERRANT (Bryant et al., 2017) and504

GLEU (Napoles et al., 2015, 2016a), which are505

widely used in GEC, as the examined metrics.506

ERRANT ERRANT is an improved version of507

the previously standard Max Match (M2) Scorer508

metric (Dahlmeier and Ng, 2012). Similar to the509

M2 Scorer, ERRANT is performed based on the510

Max Match method, which identifies the maximum511

match using an edit lattice when matching edits be-512

tween systems and references; however, the method513

of edit extraction in ERRANT differs from that514

used in the M2 Scorer.515

GLEU GLEU is a variant of BLEU (Papineni516

et al., 2002), which is de facto evaluation metric in517

machine translation, for GEC. GLEU is computed518

by subtracting the number of n-grams that appear in519

the input but not in the reference from the number520

of n-grams that match in the system output and521

reference. This metric is more highly correlated522

with human judgment than the M2 Scorer (Napoles523

et al., 2016b).524

7.2.2 Results525

Table 5 shows the evaluation results when the orig-526

inal documents (original) and gold revisions by527

experts (human performance) were regarded as the528

system outputs. Here, three gold revisions by the529

human experts were assigned to TETRA; thus, the530

values represent the average of the three. The eval-531

uation results obtained with ERRANT demonstrate532

that even human performance has a low value of533

24.5 points (out of 100), which implies that it has534

issues evaluating document revisions. ERRANT535

evaluates systems based on the extent to which536

the edit span suggested by systems matches the 537

gold edit span included in the given references. 538

However, in document revisions that require cross- 539

sentence editing or more dynamic editing, ER- 540

RANT may have difficulty extracting accurate edit 541

spans and matching them with the references. 542

In contrast, GLEU may appear to work as an 543

evaluation metric because it gives higher scores 544

to human performance. However, GLEU also has 545

issues because its evaluation score for original doc- 546

uments, i.e., outputs without editing, is comparable 547

to that of the human experts. The GLEU score 548

was computed based on the n-gram agreement ra- 549

tio in the three sentences (documents in our case), 550

i.e., the input, the system output, and the reference. 551

In document revision, a task with low agreement 552

rates (§4.4), GLEU, which performs document- 553

by-document matching, tends to overestimate the 554

unedited output. 555

8 Limitations 556

The first limitation of this study is its scalability 557

of the annotation. TETRA consists of documents 558

revised by experts and is therefore expensive to 559

scale up in its nature. This limitation could be 560

mitigated by the choice of source data, i.e., there 561

is room to replace experts with crowd workers by 562

selecting source data that do not require expertise 563

(e.g., general essays). We also reiterate that this 564

work does not aim at proposing specific models 565

and evaluation metrics for automated document 566

revision. Instead, we present a meta-evaluation 567

scheme as a first step to develop such models and 568

metrics with more transparency. 569

9 Conclusion 570

In this paper, we have proposed a new automated 571

document revision task, and we have also proposed 572

the TETRA corpus and the IRC meta-evaluation 573

method, which facilitates interpretable analysis to 574

support designing more effective evaluation metrics 575

without reference. Our experimental results demon- 576

strate that a fine-tuned pretrained language model 577

can discriminate the quality of documents even 578

when there is only a single edit, which indicates the 579

feasibility of automated document revision eval- 580

uation. We hope that the proposed TETRA and 581

IRCwill encourage the community to further study 582

automated document revision models and metrics 583

beyond sentence-level error corrections. 584
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Courtney Napoles, Maria Nădejde, and Joel Tetreault.847
2019. Enabling robust grammatical error correction848
in new domains: Data sets, metrics, and analyses.849
Transactions of the Association for Computational850
Linguistics, pages 551–566.851

Courtney Napoles, Keisuke Sakaguchi, Matt Post, and852
Joel Tetreault. 2015. Ground Truth for Grammatical853
Error Correction Metrics. In Proceedings of the 53rd854
Annual Meeting of the Association for Computational855
Linguistics and the 7th International Joint Confer-856
ence on Natural Language Processing (ACL-IJCNLP857
2015), pages 588–593.858

Courtney Napoles, Keisuke Sakaguchi, Matt Post, and859
Joel Tetreault. 2016a. GLEU Without Tuning. arXiv860
preprint arXiv:1605.02592.861

Courtney Napoles, Keisuke Sakaguchi, and Joel 862
Tetreault. 2016b. There’s no comparison: Reference- 863
less evaluation metrics in grammatical error correc- 864
tion. In Proceedings of the 2016 Conference on Em- 865
pirical Methods in Natural Language Processing, 866
pages 2109–2115. Association for Computational 867
Linguistics. 868

Courtney Napoles, Keisuke Sakaguchi, and Joel 869
Tetreault. 2017. JFLEG: A Fluency Corpus and 870
Benchmark for Grammatical Error Correction. In 871
Proceedings of the 15th Conference of the European 872
Chapter of the Association for Computational Lin- 873
guistics (EACL 2017), pages 229–234. 874

Hwee Tou Ng, Siew Mei Wu, Ted Briscoe, Christian 875
Hadiwinoto, Raymond Hendy Susanto, and Christo- 876
pher Bryant. 2014. The CoNLL-2014 Shared Task 877
on Grammatical Error Correction. In Proceedings of 878
the 18th Conference on Computational Natural Lan- 879
guage Learning (CoNLL 2014): Shared Task, pages 880
1–14. 881

Hwee Tou Ng, Siew Mei Wu, Yuanbin Wu, Christian 882
Hadiwinoto, and Joel Tetreault. 2013. The CoNLL- 883
2013 Shared Task on Grammatical Error Correction. 884
In Proceedings of the 17th Conference on Computa- 885
tional Natural Language Learning (CoNLL 2013): 886
Shared Task, pages 1–12. 887

Myle Ott, Sergey Edunov, Alexei Baevski, Angela Fan, 888
Sam Gross, Nathan Ng, David Grangier, and Michael 889
Auli. 2019. fairseq: A Fast, Extensible Toolkit for 890
Sequence Modeling. In Proceedings of the 2019 891
Conference of the North American Chapter of the 892
Association for Computational Linguistics (NAACL 893
2019). 894

Kishore Papineni, Salim Roukos, Todd Ward, and Wei- 895
Jing Zhu. 2002. BLEU: a method for automatic eval- 896
uation of machine translation. In Proceedings of the 897
40th Annual Meeting of the Association for Compu- 898
tational Linguistics, pages 311–318. 899

Alec Radford, Jeff Wu, Rewon Child, David Luan, 900
Dario Amodei, and Ilya Sutskever. 2019. Language 901
models are unsupervised multitask learners. OpenAI 902
Blog. 903

Sascha Rothe, Jonathan Mallinson, Eric Malmi, Sebas- 904
tian Krause, and Aliaksei Severyn. 2021. A simple 905
recipe for multilingual grammatical error correction. 906
In Proceedings of the 59th Annual Meeting of the 907
Association for Computational Linguistics and the 908
11th International Joint Conference on Natural Lan- 909
guage Processing (Volume 2: Short Papers), pages 910
702–707. 911

Alla Rozovskaya and Dan Roth. 2014. Building a 912
state-of-the-art grammatical error correction system. 913
Transactions of the Association for Computational 914
Linguistics, 2:419–434. 915

Keisuke Sakaguchi, Courtney Napoles, Matt Post, and 916
Joel Tetreault. 2016. Reassessing the goals of gram- 917

11

https://aclanthology.org/W04-1013
https://aclanthology.org/W04-1013
https://aclanthology.org/W04-1013
https://doi.org/10.18653/v1/N19-1132
https://doi.org/10.18653/v1/N19-1132
https://doi.org/10.18653/v1/N19-1132
https://doi.org/10.18653/v1/N19-1132
https://doi.org/10.18653/v1/N19-1132
https://aclanthology.org/D19-1316
https://aclanthology.org/D19-1316
https://aclanthology.org/D19-1316
https://aclanthology.org/2021.inlg-1.35
https://aclanthology.org/2021.inlg-1.35
https://aclanthology.org/2021.inlg-1.35
https://aclweb.org/anthology/D16-1228
https://aclweb.org/anthology/D16-1228
https://aclweb.org/anthology/D16-1228
https://aclweb.org/anthology/D16-1228
https://aclweb.org/anthology/D16-1228


matical error correction: Fluency instead of grammat-918
icality. Transactions of the Association for Computa-919
tional Linguistics, 4:169–182.920

Rico Sennrich, Barry Haddow, and Alexandra Birch.921
2016. Neural Machine Translation of Rare Words922
with Subword Units. In Proceedings of the 54th923
Annual Meeting of the Association for Computational924
Linguistics (ACL 2016), pages 1715–1725.925

Anthony Seow. 2002. The Writing Process and Process926
Writing, page 315–320. Cambridge University Press.927

Toshikazu Tajiri, Mamoru Komachi, and Yuji Mat-928
sumoto. 2012. Tense and Aspect Error Correction929
for ESL Learners Using Global Context. In Proceed-930
ings of the 50th Annual Meeting of the Association931
for Computational Linguistics (ACL 2012), pages932
198–202.933

Joel Tetreault, Jennifer Foster, and Martin Chodorow.934
2010. Using parse features for preposition selection935
and error detection. In Proceedings of the ACL 2010936
Conference Short Papers, pages 353–358.937

Joel R. Tetreault and Martin Chodorow. 2008. The938
ups and downs of preposition error detection in ESL939
writing. In Proceedings of the 22nd International940
Conference on Computational Linguistics (Coling941
2008), pages 865–872.942

Kristina Toutanova and Robert Moore. 2002. Pronunci-943
ation modeling for improved spelling correction. In944
Proceedings of the 40th Annual Meeting of the Associ-945
ation for Computational Linguistics, pages 144–151.946

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob947
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz948
Kaiser, and Illia Polosukhin. 2017. Attention Is All949
You Need. In Advances in Neural Information Pro-950
cessing Systems 31 (NIPS 2017), pages 5998–6008.951

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien952
Chaumond, Clement Delangue, Anthony Moi, Pier-953
ric Cistac, Tim Rault, Rémi Louf, Morgan Funtowicz,954
Joe Davison, Sam Shleifer, Patrick von Platen, Clara955
Ma, Yacine Jernite, Julien Plu, Canwen Xu, Teven Le956
Scao, Sylvain Gugger, Mariama Drame, Quentin957
Lhoest, and Alexander M. Rush. 2020. Transform-958
ers: State-of-the-art natural language processing. In959
Proceedings of the 2020 Conference on Empirical960
Methods in Natural Language Processing: System961
Demonstrations, pages 38–45. Association for Com-962
putational Linguistics.963

Ziang Xie, Guillaume Genthial, Andrew Y. Ng, and964
Dan Jurafsky. 2018. Noising and Denoising Natu-965
ral Language: Diverse Backtranslation for Grammar966
Correction. In NAACL, pages 619–628.967

Zheng Yuan and Ted Briscoe. 2016. Grammatical er-968
ror correction using neural machine translation. In969
Proceedings of the 2016 Conference of the North970
American Chapter of the Association for Computa-971
tional Linguistics: Human Language Technologies,972
pages 380–386.973

Zheng Yuan and Christopher Bryant. 2021. Document- 974
level grammatical error correction. In Proceedings 975
of the 16th Workshop on Innovative Use of NLP for 976
Building Educational Applications, pages 75–84, On- 977
line. Association for Computational Linguistics. 978

Fan Zhang, Homa B. Hashemi, Rebecca Hwa, and Di- 979
ane Litman. 2017. A corpus of annotated revisions 980
for studying argumentative writing. In Proceedings 981
of the 55th Annual Meeting of the Association for 982
Computational Linguistics (Volume 1: Long Papers), 983
pages 1568–1578. Association for Computational 984
Linguistics. 985

Fan Zhang, Rebecca Hwa, Diane Litman, and Homa B. 986
Hashemi. 2016. ArgRewrite: A web-based revision 987
assistant for argumentative writings. In Proceedings 988
of the 2016 Conference of the North American Chap- 989
ter of the Association for Computational Linguistics: 990
Demonstrations, pages 37–41, San Diego, California. 991
Association for Computational Linguistics. 992

Fan Zhang and Diane Litman. 2014. Sentence-level 993
rewriting detection. In Proceedings of the Ninth 994
Workshop on Innovative Use of NLP for Building 995
Educational Applications, pages 149–154, Baltimore, 996
Maryland. Association for Computational Linguis- 997
tics. 998

Fan Zhang and Diane Litman. 2015. Annotation and 999
classification of argumentative writing revisions. In 1000
Proceedings of the Tenth Workshop on Innovative 1001
Use of NLP for Building Educational Applications, 1002
pages 133–143, Denver, Colorado. Association for 1003
Computational Linguistics. 1004

12

https://aclanthology.org/2021.bea-1.8
https://aclanthology.org/2021.bea-1.8
https://aclanthology.org/2021.bea-1.8
https://doi.org/10.18653/v1/N16-3008
https://doi.org/10.18653/v1/N16-3008
https://doi.org/10.18653/v1/N16-3008
https://doi.org/10.3115/v1/W14-1818
https://doi.org/10.3115/v1/W14-1818
https://doi.org/10.3115/v1/W14-1818
https://doi.org/10.3115/v1/W15-0616
https://doi.org/10.3115/v1/W15-0616
https://doi.org/10.3115/v1/W15-0616


A Recruitment procedure for annotators1005

We recruited professional editors who are na-1006

tive speakers of English and have domain ex-1007

pertise in academic writing, directly via Upwork1008

(https://www.upwork.com/), a freelance1009

marketplace, through interviews and screening tests1010

to ensure the quality of the annotators. We paid1011

market rates to them. Instead of using the ser-1012

vices of an English proofreading company, which1013

tends to be uncontrollable in terms of annotator1014

quality, we directly hired annotators and provided1015

them with feedback to control the annotation qual-1016

ity, which contributed to further improving the1017

dataset’s quality. We will extend the description of1018

this annotation process in the camera ready.1019

B Instructions for annotators1020

The full text of the instructions to the annotators is1021

reported below.1022

Summary You will be proofreading and editing1023

the abstracts and the introduction sections of scien-1024

tific papers published at NLP (Natural Language1025

Processing) conferences and workshops. Please1026

make edits to improve the quality of the papers,1027

along with your comments mentioning what aspect1028

of the paper the edit is intended to improve, without1029

changing the meaning of the content (information1030

contained in the paper).1031

About the papers1032

• These papers are randomly chosen from a pool1033

of papers published at recent NLP conferences1034

and workshops.1035

• These papers are written by a diverse set of au-1036

thors, including native and non-native speak-1037

ers of English at various stages of their careers1038

(students, researchers, faculty members, etc.).1039

• These papers went through peer reviews and1040

were accepted at conferences and workshops1041

Edits1042

• Make edits to the papers in order to improve1043

their quality without changing the informa-1044

tion contained in the papers. For each edit,1045

mention what aspect of the paper the edit is in-1046

tended to improve. These aspects include, but1047

are not limited to: Mechanics, punctuation,1048

grammar, spelling, word order, word usage,1049

organization, development, cohesiveness, co- 1050

herence, clarity, content, consistency, voice. 1051

Feel free to use your own tags/words to de- 1052

scribe the purpose of your edit 1053

• Refrain from making single edits that improve 1054

more than one aspect of the paper at the same 1055

time. Make two or more separate, overlapping 1056

edits in the same place if you need to improve 1057

multiple aspects. 1058

• Feel free to be creative and make changes 1059

that span over multiple sentences or ones that 1060

rearrange sentences or even paragraphs if nec- 1061

essary. You are encouraged to rewrite the 1062

sentences and paragraphs if local edits aren’t 1063

enough to improve the quality. 1064

• Since these papers are already peer-reviewed, 1065

we expect fewer low-level edits related to 1066

punctuation, spelling, and grammar, although 1067

make sure to correct such errors if you do 1068

encounter them. 1069

• Focus instead on types of edits that improve 1070

higher-level aspects of the paper (such as or- 1071

ganization, development, cohesiveness, coher- 1072

ence, clarity, content, voice, etc.) 1073

C Example of XML annotation 1074

See Table 6. 1075

D Aspect distribution 1076

See Table 7. 1077

E Hyper-parameters settings 1078

See Table 8. 1079

F Experimental settings for AEG 1080

We adopted the “Transformer (big)” set- 1081

tings (Vaswani et al., 2017) using the implementa- 1082

tion in the fairseq toolkit (Ott et al., 2019) as a 1083

GEC model. In addition, we used the BEA-2019 1084

workshop official dataset (Bryant et al., 2019) as 1085

the training and validation data. For preprocessing, 1086

we tokenized the training data using the spaCy to- 1087

kenizer5. Then, we removed sentence pairs where 1088

both sentences where identical or both longer than 1089

80 tokens. Finally, we acquired subwords from 1090

the target sentence via the byte-pair-encoding 1091

5https://spacy.io/
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1 <doc id="Pxx-xxxx" editor="A" format="Conference" position="Non-student" region="
Native">

2 <abstract>
3 <text>In this paper, (...) extracted sense inventory. The</text>
4 <edit type="conciseness" crr="induction and disambiguation steps" comments="

conciseness - just tightening it up a little bit.">induction step and the
disambiguation step</edit>

5 <text>are based on the same principle: (...) topical dimensions</text>
6 <edit type="readability" crr=". In" comments="readability - this sentence is getting

a bit long, so splitting it in two here.">; in</edit>
7 <text>a similar vein, ...</text>
8 ...
9 </abstract>

10 <introduction>
11 <text>Word sense induction (...)</text>
12 <text>\n\n Word sense disambiguation (...)</text>
13 <edit type="punctuation" crr="" comments="punctuation - comma is not appropriate.">,

</edit>
14 ...
15 </introduction>

Table 6: Example of XML annotation. For brevity, we omitted a part of the text with “...”.

Student Non-student Native Non-native Conf. WS

Aspects # % # % # % # % # % # %

Grammaticality 79 19.5 106 21.5 60 16.5 125 21.3 110 22.7 75 16.2
Fluency 115 25.2 110 22.4 74 20.4 151 25.8 99 20.4 126 27
Clarity 100 21.9 84 17.1 88 24.2 96 16.4 84 17.3 100 21.6
Style 39 8.5 37 7.5 29 8.0 47 8.0 46 9.5 30 6.5
Readability 74 16.2 85 17.3 75 20.7 84 14.3 92 19.0 67 14.4
Redundancy 32 7.0 36 7.3 22 6.1 46 7.8 25 5.2 43 9.3
Consistency 18 3.9 34 6.9 15 4.1 37 6.3 29 6.0 23 5.0

Table 7: Distributions of revision aspects by writer’s attributes.

Configurations Values

Model Architecture bert-base-uncased
Optimizer Adam (Kingma and Ba,

2015)
Learning Rate 2e-5
Number of Epochs 10
Batch Size 32

Table 8: Hyper-parameters settings

(BPE) (Sennrich et al., 2016) algorithm. We used1092

the subword-nmt implementation6 and then1093

applied BPE to split both source and target texts.1094

The number of merge operations was set to 8,000.1095

6https://github.com/rsennrich/
subword-nmt
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