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Abstract

Neural Posterior Estimation methods for
simulation-based inference can be ill-suited for
dealing with posterior distributions obtained by
conditioning on multiple observations, as they
tend to require a large number of simulator calls
to learn accurate approximations. In contrast,
Neural Likelihood Estimation methods can
handle multiple observations at inference time
after learning from individual observations,
but they rely on standard inference methods,
such as MCMC or variational inference, which
come with certain performance drawbacks. We
introduce a new method based on conditional
score modeling that enjoys the benefits of both
approaches. We model the scores of the (diffused)
posterior distributions induced by individual
observations, and introduce a way of combining
the learned scores to approximately sample from
the target posterior distribution. Our approach is
sample-efficient, can naturally aggregate multiple
observations at inference time, and avoids the
drawbacks of standard inference methods.

1. Introduction

Mechanistic simulators have been developed in a wide range
of scientific domains to model complex phenomena (Cran-
mer et al., 2020). Often, these simulators act as a black
box: they are controlled by parameters ¢ and can be simu-
lated to produce a synthetic observation x. Typically, the
parameters 6 need to be inferred from data. In this pa-
per, we consider the Bayesian formulation of this prob-
lem: given a prior p(f) and a set of i.i.d. observations
x{,...,zs, the goal is to approximate the posterior dis-
tribution p(0|z$, ..., 2%) o p(0) [T;—, p(z2]6).
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Simulators can be easily sampled from, but the distribution
over the outputs—the likelihood p(z|f)—cannot be gen-
erally evaluated, as it is implicitly defined. This renders
standard inference algorithms that rely on likelihood eval-
uations, such as Markov chain Monte Carlo (MCMC) or
variational inference, inapplicable. Instead, a family of in-
ference methods that rely solely on simulations, known as
simulation-based inference (SBI), have been developed for
performing inference with these models (Beaumont, 2019).

Approximate Bayesian Computation is a traditional SBI
method (Sisson et al., 2018). Its simplest form is based
on rejection sampling, while more advanced variants in-
volve adaptations of MCMC (Marjoram et al., 2003) and
sequential Monte Carlo (Sisson et al., 2007; Del Moral et al.,
2012). While popular, these methods often require many
simulator calls to yield accurate approximations, which may
be problematic with expensive simulators. Thus, recent
work has focused on developing algorithms that yield good
approximations using a limited budget of simulator calls.

Neural Posterior Estimation (NPE) is a promising alternative
(Papamakarios & Murray, 2016; Lueckmann et al., 2017;
Chan et al., 2018). NPE methods train a conditional density
estimator ¢(f|x1, ..., x,) to approximate the target poste-
rior, using a dataset built by sampling the prior p(#) and
the simulator p(z|#) multiple times. These methods have
shown good performance when approximating posteriors
p(0]z°) conditioned on a single observation z° (i.e. n = 1)
(Lueckmann et al., 2021). However, their efficiency de-
creases for multiple observations (n > 1), or when n is not
known a priori, as in such cases the simulator needs to be
called several times per setting of parameters 6 to generate
each training case in the dataset, which is inefficient.

Neural Likelihood Estimation (NLE) (Wood, 2010; Papa-
makarios et al., 2019; Lueckmann et al., 2019) is a natural
alternative when the goal is to approximate posteriors con-
ditioned on multiple observations. NLE methods train a sur-
rogate likelihood ¢(x|#) using samples from p(x|#). Then,
given observations z¢, ..., x2, inference is carried out us-
ing the surrogate likelihood by standard methods, typically
MCMC (Papamakarios et al., 2019; Lueckmann et al., 2019)
or variational inference (Wiqvist et al., 2021; Glockler et al.,
2022). In contrast to NPE, NLE methods require a single
call to the simulator per training case, and can naturally
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handle an arbitrary number of i.i.d. observations at infer-
ence time. However, their performance is hampered by their
reliance on the underlying inference method, which can
introduce additional approximation error and extra failure
modes, such as struggling with multimodal distributions.

In this work, we aim to develop a method that enjoys most
of the benefits of existing approaches while avoiding their
drawbacks. That is, we aim for a method that (i) can aggre-
gate an arbitrary number of observations at inference time
while requiring a low number of simulator calls per training
case; and (ii) avoids the limitations of standard inference
methods. To this end, we make use of score modeling (also
known as diffusion modeling), which has recently emerged
as a powerful approach for modeling distributions (Sohl-
Dickstein et al., 2015; Ho et al., 2020; Song & Ermon, 2019).
Score-based methods diffuse the target distribution with
Gaussian kernels of increasing noise levels, train a score
network to model the score (gradient of the log-density) of
the resulting densities, and use the trained network to ap-
proximately sample the target. They have shown impressive
performance, particularly in text-conditional image genera-
tion (Nichol et al., 2022; Ramesh et al., 2022).

In principle, one could directly apply conditional score-
based methods (i.e., conditional diffusion models) (Ho et al.,
2020; Song et al., 2020; Batzolis et al., 2021) to the SBI
task, which leads to an approach we call Neural Posterior
Score Estimation (NPSE).! However, as explained in Sec-
tion 3.2, this fails to satisfy our desiderata. We address this
by proposing a different destructive/forward process to the
one typically used by diffusion models. Simply put, we
factorize the distribution p(6|z1,...,z,) in terms of the
posterior distributions induced by individual observations
p(0|z;), train a conditional score network to approximate
the score of (diffused versions of) p(|x) for any single z,
and propose an algorithm that uses the trained network to
approximately sample from the posterior p(6|z¢, ..., x2)
for any number of observations n. Our method satisfies our
desiderata: it can naturally handle sets of observations of
arbitrary sizes without increasing the simulation cost, and it
avoids the limitations of standard inference methods by us-
ing an annealing-style sampling algorithm (Sohl-Dickstein
et al., 2015; Song & Ermon, 2019; Ho et al., 2020). We
describe our approach, called Factorized Neural Posterior
Score Estimation (F-NPSE), in detail in Section 3.

Additionally, a simple analysis suggests that NPSE and F-
NPSE should not be seen as independent, but as the two
extremes of a spectrum of methods. We present this anal-
ysis in Section 3.3, where we also propose a family of ap-
proaches, called Partially Factorized Neural Posterior Score
Estimation (PF-NPSE), that populates this spectrum.

"'We use this name for consistency with concurrent work by
Sharrock et al. (2022) that also explores this idea.

Finally, Section 5 presents a comprehensive empirical eval-
uation of the proposed approaches on a range of tasks typ-
ically used to evaluate SBI methods (Lueckmann et al.,
2021). Our results show that our proposed methods tend to
outperform relevant baselines when multiple observations
are available at inference time, and that the use of methods
in the PF-NPSE family often leads to increased robustness.

2. Preliminaries
2.1. Simulation-based Inference

Neural Posterior Estimation (NPE). NPE methods use a
conditional neural density estimator, typically a normalizing
flow (Tabak & Turner, 2013; Rezende & Mohamed, 2015;
Winkler et al., 2019), to approximate the target posterior.
When observed data consists of a single sample x°, the
1-parameterized density estimator gy, (0|z) is trained via
maximum likelihood, maximizing E,)p(z|6) log gy (0|)
with respect to ). Since this expectation is intractable, NPE
replaces it with an empirical approximation over a dataset
{0%, 2} M, where (6%, 2%) ~ p(0)p(z|6). Since the condi-
tional neural density estimator takes as input both € and x,
models gy (6|x) trained this way provide an amortized ap-
proximation to the target posterior distribution: at inference
time, gy, (6]2°) yields an approximation of p(6|x°) for any
observation x°.

The situation changes when we have n > 1 observations
at inference time, since it is often not clear how to com-
bine approximations gy, (6]x) =~ p(6]xY) to get a tractable
approximation of p(#|z5, ..., x%). Instead, the density es-
timator has to take a set of n observations as condition-
ing, ¢y (0]x1, ..., x,), and training has to be done on sam-
ples (0%, 2%, ..., 2%) ~ p(0) [1, p(x;]0) (Chanetal., 2018).
While the learned density estimator provides an amortized
approximation to the target posterior, this comes at the price
of reduced sample efficiency, as generating each training
case requires n simulator calls per parameter setting 6.

NPE methods can also be used when the number of obser-
vations n is not known a priori (Radev et al., 2020). In
such cases the density estimator is trained to handle from
n = 1 to nyax observations. This can be achieved by pa-
rameterizing gy, (0|21, ..., zn) = qp(0|hy(x1, ..., 20), 1)
with a permutation-invariant function h, (Zaheer et al.,
2017), and learning from training cases with a vari-
able number of observations (n',0%,z%,...,2%,) ~
U(1; Nmax )P (0) H;.Lzl p(z;6), where U(; nimax) is the uni-
form distribution over {1, 2, ..., nmax }. Then, at inference
time, the density estimator provides an approximation of
p(0|zS, ...,z ) for any set of observations 9, ...,z
with cardinality n, € {1,2, ..., max}- This approach re-
quires, on average, nmax /2 simulator calls per training case.



Compositional Score Modeling for Simulation-based Inference

Neural Likelihood Estimation (NLE). Instead of approx-
imating the posterior distribution directly, NLE methods
train a surrogate gy (z|6) for the likelihood p(z|6). The
surrogate is trained with maximum likelihood on samples
(0%, %) ~ p(0)p(x|6), where H(6) is a proposal distribution
with sufficient coverage, which can in the simplest case
default to the prior. Then, given an arbitrary set of i.i.d.
observations x9, ..., z2, inference is carried out by running

s Lps

MCMC or variational inference on the approximate target

n

p(0) I aw(2510), (1)

=1

obtained by replacing the individual likelihoods p(z¢|6)
in the exact posterior expression p(f]z9,...,z°2)
p(0) [T;—, p(z?]6) by the learned approximation gy (x¢|6).

A key benefit of NLE is the ability to aggregate multiple
observations at inference time, while only training on single-
observation/parameter pairs. This is achieved by exploiting
the posterior’s factorization in terms of the individual like-
lihoods in Equation (1). However, the reliance on MCMC
or variational inference can negatively impact NLE’s per-
formance, as it introduces additional approximation error
and potential failure modes. For instance, a failure mode
often reported for NLE (e.g. by Greenberg et al., 2019) in-
volves its inability to robustly handle multimodality (we
also observe this in our empirical evaluation in Section 5).

Neural Ratio Estimation (NRE). Prior work has pro-
posed to learn likelihood ratios (Pham et al., 2014; Cran-
mer et al., 2015) instead of the likelihood, and to use the
learned ratios to perform inference. This approach retains
NLE’s ability to aggregate multiple observations at infer-
ence time while training on single-observation/parameter
pairs, and may be more convenient than NLE when learning
the full likelihood is hard, e.g. when observations are high-
dimensional. However, NRE methods still rely on standard
inference techniques, which can hurt their performance.

2.2. Conditional Score-based Generative Modeling

This section introduces conditional score-based methods for
generative modeling, the main tool behind our approach.
The goal of conditional generative modeling is to learn an
approximation to a distribution p(8|c), for some condition-
ing variable ¢, given samples (6,¢) ~ p(f,c), which is
the problem SBI methods need to solve. Methods based
on score modeling have shown impressive performance for
this task (Dhariwal & Nichol, 2021; Ho & Salimans, 2022;
Ramesh et al., 2022; Saharia et al., 2022a). They define a
sequence of densities py(6|c), . . ., pr(0|c) by diffusing the
target p(f|c) with increasing levels of Gaussian noise, learn
the scores of each density in the sequence via denoising
score matching (Hyvérinen & Dayan, 2005; Vincent, 2011),

and use variants of annealed Langevin dynamics (Roberts
& Tweedie, 1996; Welling & Teh, 2011) with the learned
scores to approximately sample from the target distribution.

Specifically, given 0 =~ vy < yr—1 < --- <7y < 1l and
the corresponding Gaussian diffusion kernels p;(6|0") =
N (O] 0, (1 —~)I), the sequence of densities used by
score-based methods is typically defined as

po(0]c) = p(0]c)

piole) = [ v@on@e),
fort = 1,...,T. Since vy ~ 0, this sequence can be
seen as gradually bridging between the tractable reference
N(0]0, 1) ~ pr(0) and the target p(|c) = po(f]|c). Score-
based methods then train a score network s, (6, ¢, ¢) param-
eterized by v to approximate the scores of these densities,
Vo log p:(0|c), by minimizing the denoising score matching
objective (Hyvérinen & Dayan, 2005; Vincent, 2011)

T—1

> E

1—1 P(c,0)p:(0]6")

A(t) [ls(6, 1, ¢) = Volog pe(6]6")]]°|
3)
where A(t) is some non-negative weighting function (Ho
et al., 2020; Song et al., 2021). Finally, the learned score
network is used to approximately sample the target using
annealed Langevin dynamics, as shown in Algorithm 1.
Other, but still related, sampling algorithms can be derived
by analysing score-based methods from the perspective of
diffusion processes (Ho et al., 2020; Song et al., 2020).

Algorithm 1 Annealed Langevin with learned scores

1: Input: Score network s, (6,¢, c)

2: Input: Reference pr(#), conditioning variable ¢

3: Input: Number of Langevin steps L and step sizes d;
4: 6 ~ pr(6) > Sample reference
5 fort=T-1,T-2,...,1do

6: fors=1,2,...,Ldo

7: s ~ N(0,1) > Sample noise
8: 0«0+ %sw(ﬁ, t,c) +v/0sns > Langevin step
9:  end for
10: end for

3. Score Modeling for SBI

This section presents F-NPSE, our approach to SBI. Our
goal is to develop a method that (i) can aggregate an ar-
bitrary number of observations at inference time while re-
quiring a low number of simulator calls per training case;
and (ii) avoids the limitations of generic inference methods.
We achieve this by building on conditional score modeling,
but using a different construction for the bridging densi-
ties and reference distribution from the ones typically used.
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Section 3.1 presents our approach, and Section 3.2 explains
why this novel construction is necessary, by showing that the
direct application of the score modeling framework to the
SBI task (i.e. NPSE), fails to satisfy (i). Finally, Section 3.3
presents PF-NPSE, a family of methods that generalizes
F-NPSE and NPSE by interpolating between them.

3.1. Factorized Neural Posterior Score Estimation

F-NPSE builds on the conditional score modeling frame-
work, but with a different construction for the bridging
densities and reference distribution. Our construction is
based on the factorization of the posterior in terms of the
individual observation posteriors (see Appendix C):

n

p(Olay,... x) o< p(8)' " [ p(O])). )

Jj=1

The main idea behind our approach is to define bridging
densities that satisfy a similar factorization. To achieve this
we propose a sequence indexed by t = 0, ..., T given by

POk, o) x (p(6) ) T [[peOley), 5
j=1

where p;(6|z;) follows Equation (2) with ¢ = z;, and the
superscript f is used as an identifier of F-NPSE.

This construction has four key properties. First, the distribu-
tion for ¢ = 0 recovers the target p(6|x1, . .., z,). Second,
the distribution for t = T" approximates a spherical Gaus-
sian pl.(0|x1,...,3,) ~ pr(f) = N (6|0, 1), since the
prior term vanishes and pr(6|z;) =~ N(6]0, 1), and thus
can be used as a tractable reference for the diffusion process.
Third, the scores of the resulting densities can be decom-
posed in terms of the score of the prior (typically available
exactly) and the scores of the individual terms p,(6|z;) as

Vologpl(0|z1,...,2,) =

(1 —n)(T —1t)

- Vologp(0) + Y Vologpi(flz;). (6)

j=1

And fourth, the scores Vg log p:(6|x;) can all be approxi-
mated using a single score network s, (6, ¢, x) trained via
denoising score matching on samples (6, z¢) ~ p(0)p(z|0),
as explained in Section 2.2.

After training, given i.i.d. observations x9,...,z2, we can
approximately sample p(6|z¢,...,z2) by running Algo-
rithm 1 with the reference pr(#) = N (6|0, 2 1), condition-

ing variable ¢ = {9, ..., 22}, and approximate score

sy(0,t,¢) =

(1 =n)(T—1t)

T Vologp(0) + z:lsw(&t,x?). @)
i=

In short, the fact that the bridging densities factorize over in-
dividual observations as in Equation (5) allows us to train a
score network to approximate the scores of the distributions
induced by individual observations, and to aggregate the net-
work’s output for different observations at inference time to
sample from the target posterior distribution. Thus, we can
aggregate an arbitrary number of observations at inference
time while training on samples (6%, z%) ~ p(8)p(z|0), each
one requiring a single simulator call. Additionally, the mass-
covering properties of score-based methods (Ho et al., 2020;
Song et al., 2021) together with the annealed sampling algo-
rithm avoid the drawbacks of standard inference methods,
such as their difficulty with handling multimodality.

As presented, applying F-NPSE to models with constrained
priors (e.g. Beta, uniform) requires care, as the densities in
Equation (5) are ill-defined outside of the prior’s support.
This can be addressed in two ways: (i) reparameterizing
the model such that the prior becomes a standard Gaussian;
this is often easy to do, and what we do in this work, see
Appendix A; or (ii) diffusing the prior and learning the
corresponding scores. Concurrent work by Sharrock et al.
(2022) explored (ii), obtaining good results.

A potential drawback of F-NPSE is that it might accumulate
errors when combining score estimates as in Equation (7), af-
fecting the method’s performance. This drawback is shared
by NLE and NRE methods. We study it empirically in
Section 5.

3.2. Direct Application of Conditional Score Modeling

This section introduces NPSE and explains why it fails to
satisfy our desiderata, specifically (i). NPSE is a direct
application of the score modeling framework to the SBI
task. Following Equation (2) with ¢ = {z1,...,2,}, and
assuming a fixed number of observations n (relaxed later),
NPSE defines a sequence of densities

pe(O|z1,. .. 1) = /d9’p(9’|gcl,...,t'lcn)pt(9|6”)7 (8)

and trains a score network sy (6,t,z1,...,2,) to ap-
proximate their scores via denoising score matching.
Then, at inference time, given observations x9,...,z5,
NPSE uses sy (6,t,2¢,...,2%) to approximately sam-
ple p(f]xS,...,23). The approach can be extended
to cases where n is not fixed a priori, by parame-
terizing the score network as sy (0,t,21,...,2,) =
sp(0,t, hy(z1,...,2,),m) with a  permutation-
invariant function h,, and training it on samples
(n', 0%t .. als) ~ UM nmax)p(0) [T =, p(2510).

Unfortunately, NPSE does not satisfy condition (i) outlined
above, as it requires specifying the maximum number of
observations 7, and needs 7,y /2 simulator calls per
training case on average. Since the scores of the bridging
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densities defined in Equation (8) do not factorize in terms of
the individual observations, the approach taken by F-NPSE,
which trains a score network for individual observations
and aggregates them at inference time, is not applicable.
However, in contrast to F-NPSE, NPSE does not require
summing approximations, so it does not accumulate errors.

3.3. Partially Factorized Neural Posterior Score
Estimation

We introduced NPSE and F-NPSE, and described their ben-
efits and limitations; F-NPSE is efficient in terms of the
number of simulator calls but may accumulate approxima-
tion error, while the opposite is true for NPSE. We argue
that these two approaches can be seen as the opposite ex-
tremes of a family of methods that interpolate between them,
achieving different trade-offs between sample efficiency and
accumulation of errors. We call these methods Partially Fac-
torized Neural Posterior Score Estimation (PF-NPSE).

PF-NPSE is based on a similar strategy to the one used
by F-NPSE, factorizing the target posterior distribution in
terms of small subsets of observations instead of individual
observations. Specifically, given m > 1, we partition the
set of conditioning variables {z1,...,z,} into k = [n/m]
disjoint subsets of size at most m, denoted by X7, ..., Xg,
and factorize the posterior distribution as

k
POy, ... xn) o p(6)'~F ] p(6] ;). 9)

j=1

Then, following the F-NPSE strategy, we define the bridging
densities using the diffused versions of each p(6|X) as

T—t k
POz, wn) o (p(0) %) [ pel61X;), (10)
j=1

and train a score network s, (6, ¢, X;) to approximate their
scores. Since this network needs to handle input sets X; of
sizes varying between 1 and m, we parameterize it using
a permutation-invariant function, and train it on samples
with a varying number of observations between 1 and m,

(n', 0%, a5, @) ~ Un;m)p(0) [T;-, p(x;10).
At inference time, given observations x9,...,z5, the
method approximately samples the target p(6|z, ..., z2)

by partitioning the observations into subsets X7, ..., X}
and running annealed Langevin dynamics (Algorithm 1)

with ¢ = {X?,..., X2} and the approximate score
s¢(0,t,c) =
k
(IL=n)(T -1) 0
S Valogp(0) + D sy (0.1, X7). (1)

Jj=1

The value of m controls the trade-off between sample effi-
ciency and error accumulation: for a given m, the method
gets an approximate score by adding k = [n/m/] terms as in
Equation (11), and requires on average m/2 simulator calls
per training case. Therefore, low values of m yield methods
closer to F-NPSE, while larger values yield methods closer
to NPSE. In fact, we recover F-NPSE for m = 1 and NPSE
for m = npax. This motivates finding the value of m that
achieves the best trade-off. We investigate this empirically
in Section 5, where we observe that using low values of m
(greater than 1) often yields best results.

4. Related Work

Conditional score modeling has been used in many domains,
including image super-resolution (Saharia et al., 2022b; Li
et al., 2022), conditional image generation (Batzolis et al.,
2021), and time series imputation (Tashiro et al., 2021). Con-
currently with this work Sharrock et al. (2022) also studied
its application for SBI, proposing a method akin to NPSE
(they introduced the name NPSE, which we adopt here for
consistency). Unlike our work that shows how NPSE can
be extended to accommodate multiple observations, Shar-
rock et al. (2022) focus on the single-observation case and
develop a sequential version of NPSE, which divides the
learning process into stages and uses the learned posterior,
instead of the prior, to draw parameters 6 at each stage. This
sequential approach of using the current posterior approxi-
mation to guide future simulations has its roots in the ABC
literature (e.g. Sisson et al., 2007; Blum & Francois, 2010).
In the context of neural methods, it was originally proposed
for NPE (Papamakarios & Murray, 2016), and was later in-
corporated into NLE (Papamakarios et al., 2019) and NRE
(Hermans et al., 2020b). Previous work has observed that
sequential approaches often lead to performance improve-
ments over their non-sequential counterparts (Greenberg
et al., 2019; Lueckmann et al., 2021) and are on par with
active-learning methods for parameter selection (Durkan
etal.,2018). While we do not explore sequential approaches,
we note that F-NPSE and PF-NPSE are compatible with the
sequential formulation of Sharrock et al. (2022).

Shi et al. (2022) also studied the use of conditional diffusion
models in the context of SBI, with the goal of reducing
the number of diffusion steps required to obtain good re-
sults. To achieve this they extend the diffusion Schrodinger
bridge framework (De Bortoli et al., 2021) to perform con-
ditional simulation. Their approach consists of a sequential
training procedure where both the forward and backward
processes are trained iteratively using score-matching tech-
niques. They additionally propose to learn an observation-
dependent reference pr(6|x) for the sampling process, re-
placing the standard Gaussian. Similarly to Sharrock et al.
(2022), they focus on the single observation case.
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Finally, previous work by Liu et al. (2022) also proposed to
compose diffusion models by adding their scores. However,
they generate samples by directly plugging the composed
score into the time-reverse diffusion of the noising process,
which yields an incorrect sampling method (since the score
of the true bridging densities does not follow this additive
factorization, as explained in Section 3.2). We address this
issue by adopting a different sampler based on annealed
Langevin dynamics. This solution was also concurrently
proposed by Du et al. (2023), who, among other things,
proposed a method to compose diffusion models closely
related to F-NPSE.

5. Empirical Evaluation

In this section, we empirically evaluate the proposed meth-
ods along with a number of baselines. Sections 5.1 and 5.2
show results comparing F-NPSE, PF-NPSE, NPSE, NPE,
and NRE. We use 400 noise levels for methods based on
score modeling, a normalizing flow with six Real NVP
layers (Dinh et al., 2016) for NPE, and the NRE method
proposed by Hermans et al. (2020a) with HMC (Neal, 2011).
We provide the details for all the methods in Appendix B.

Sections 5.3 and 5.4 explore the robustness of F-NPSE and
PF-NPSE for different design choices and hyperparameters,
including the parameterization for the score network, pa-
rameters of the Langevin sampler, and the value of m for
PF-NPSE. Unless specified otherwise, each method is given
a budget of 10* simulator calls, and optimization is carried
out using Adam (Kingma & Ba, 2014) with the learning rate
of 10~* for a maximum of 20k epochs (using 20% of the
training data as a validation set for early stopping).

5.1. Illustrative Multimodal Example

We begin with a qualitative comparison on a 2-dimensional
example with a multimodal posterior, where the prior and
likelihood are given by p(f) = N (0|0, 1) and p(z|6) =
IN(z]0,4) + AN (2| — 0,1). We use nyax = 5 for
NPE and NPSE. After training, we sample 6 ~ p(6) and
x9,..., 28 i p(x]@), and use each method to approximate
the posterior distribution obtained by conditioning on sub-
sets of {x9,..., 22} of different sizes. Figure 1 shows that
F-NPSE is able to capture both modes well for all subsets
of observations considered, despite being trained using a
single observation per training case. While NPE and NPSE
also perform well, NRE fails to sample both modes, because
HMC struggles to mix between modes, which is often an
issue with MCMC samplers.

5.2. Systematic Evaluation

We now present a systematic evaluation on four tasks typ-
ically used to evaluate SBI methods (Lueckmann et al.,

p(B]x3, x5, x3) peIxs, ..., x2)
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Figure 1. Samples from the approximate posterior obtained by
each method. NPE and NPSE use nvmax = 5. The true parameters
0 used to generate x7, . .., x3 are shown in red in the first row.

2021), which are described in detail in Appendix A.

Gaussian/Gaussian (G-G). A 10-dimensional model with a
Gaussian prior p(6) = N'(0|0, I) and a Gaussian likelihood
p(x]0) = N(z|6,%), with 3 set to a diagonal matrix with
elements increasing linearly from 0.6 to 1.4.

Gaussian/Mixture of Gaussians (G-MoG). A 10-
dimensional model with a prior p(8) = N (0|0,1) and a
mixture of two Gaussians with a shared mean as the likeli-
hood p(z|6) = 2N (2]6,2.25%) + SN (2|0, :%).

Susceptible-Infected-Recovered (SIR). A model used to
track the evolution of a disease, modeling the number of
individuals in each of three states: susceptible (S), infected
(I), and recovered (R) (Harko et al., 2014). The values for
the variables S, I, R are governed by a non-linear dynamical
system with two parameters, the contact rate and the recov-
ery rate, which must be inferred from noisy observations of
the number of individuals in each state at different times.

Lotka-Volterra (LV). A predator-prey model used in ecol-
ogy to track the evolution of the number of individuals of
two interacting species. The model consists of a non-linear
dynamical system with four parameters, which must be in-
ferred from noisy observations of the number of individuals
of both species at different times.

We compare the methods’ performance for different sim-
ulator call budgets B € {103,3 - 103,10%,3 - 10*}. We
train using learning rates {1072,1074}, keeping the one
that yields the best validation loss for each method and sim-
ulator budget. We use n,,x = 30 for NPE and NPSE and
m = 6 for PFE-NPSE. We train each method five times using
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Figure 2. Squared MMD (lower is better) obtained by each method on different tasks. Plots show “Squared MMD” (y-axis) vs. “simulator
budget used for training” (x-axis), and each line corresponds to a different method. Rows correspond to the different models considered
(Gaussian/Gaussian, Gaussian/Mixture of Gaussians, SIR, Lotka—Volterra), and columns to the different number of conditioning
observations available at inference time (1, 8, 14, 22, 30). We use nimax = 30 for NPE and NPSE and m = 6 for PF-NPSE.

different random seeds, and for each run we perform the
evaluation using six different sets of parameters 6 ~ p(6),
not shared between runs. After training, we generate ob-
servations by drawing 6 ~ p(#) and 9, ..., z%, i p(z|0),
and report each method’s performance when approximat-
ing the posterior conditioned on subsets of {z¢,...,2%,}
of different sizes. We report the squared Maximum Mean
Discrepancy (MMD) (Gretton et al., 2012) between the
true posterior distribution and the approximations, using the
Gaussian kernel with the scale determined by the median
distance heuristic (Ramdas et al., 2015). We also report
results using classifier two-sample tests in Appendix E.1.

We can draw several conclusions from Figure 2, which
shows the average results. First, as expected, performance

tends to improve for all methods as the simulator call bud-
get is increased. Second, in most cases the top performing
method is F-NPSE or PF-NPSE. In fact, PF-NPSE typi-
cally outperforms all baselines, and is second to F-NPSE
when the number of conditioning observations is low (i.e.,
n < 10). The fact that PF-NPSE with m = 6 often outper-
forms both F-NPSE and NPSE indicates that neither of the
two extremes achieves the best trade-off between sample
efficiency and accumulation of errors, and that methods in
the spectrum interpolating between them are often preferred.
We investigate this more thoroughly in Section 5.3. Finally,
while NRE methods can naturally aggregate multiple obser-
vations at inference time, they also suffer from accumulation
of errors. Results in Figure 2 suggest that F-NPSE and PF-
NPSE tend to scale better to large numbers of observations
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Figure 3. Squared MMD (lower is better) obtained by PF-NPSE when estimating posterior distributions obtained by conditioning on 22
observations. Each plot corresponds to a different task, and shows “Squared MMD” (y-axis) vs. “m (used for PF-NPSE)” (z-axis).

than NRE. We believe this may be due to learning density
ratios being a challenging problem, with new methods being
actively developed (Rhodes et al., 2020; Choi et al., 2022).

5.3. Optimal Trade-off for PF-NPSE

In this section, we study the performance of PF-NPSE as
a function of m. As explained in Section 3, the value of
m controls the trade-off between sample-efficiency and ac-
cumulation of errors. To investigate this trade-off, we fix
Nmax = 30 and evaluate PF-NPSE’s performance for dif-
ferent values of m € {1, 3,6, 12, 18,30}, which cover the
spectrum between F-NPSE and NPSE. Figure 3 shows re-
sults for approximating a posterior distribution conditioned
on 22 observations, z¢, ..., z9, (see Appendix E.2 for re-
sults for different numbers of conditioning observations).
We see that the best performance is often achieved using
small values of m, typically 3 or 6, indicating that the meth-
ods located at the both ends of the spectrum, F-NPSE and
NPSE, are often suboptimal.

5.4. Score Network and Langevin Sampler

We now investigate the robustness of the proposed methods
to different design/hyperparameter choices. Specifically, we
study the effect of constraining the score network to output
a conservative vector field, by taking the score to be the
gradient of a scalar-valued network (Salimans & Ho, 2021),
and of the choice of the step-size and the number of steps per
noise level in the Langevin sampler. We show the results in
Appendices E.3 and E.4. Overall we find that our methods
are robust to different choices: Figure 7 shows that using
a conservative parameterization for the score network does
not have a considerable effect on performance, and Figure 8
shows that PF-NPSE is robust to changes in the Langevin
sampler, as long as it performs a sufficient number of steps
(typically 5-10) to converge for each noise level.

5.5. Demonstration: Weinberg Simulator

We conclude our evaluation with a demonstration of F-
NPSE with the Weinberg simulator, introduced as a bench-

mark by Louppe et al. (2017). The simulator models high-
energy particle collisions, and the goal is to estimate the
Fermi constant given observations for the scattering angle.
We use the simplified simulator from Cranmer et al. (2017)
with a uniform prior p(6) = U(0, 2). To evaluate, we fix the
parameters 6* (we consider 8* = 0.3 and 0* = 1.7), draw
Th,. .. a5 p(z|6*), and estimate the posteriors p(6|x;)
fori =1,...,5 and p(f|z1,...,x5). Figure 4 shows the
results. Posteriors conditioned on individual observations
and on all five observations are shown in black and red,
respectively. As expected, as the number of observations
is increased the posterior returned by F-NPSE concentrates
around the true parameter value 6*.

Density,|
=]

0.0] 0.0
0.0 0.5 1.0 15 20 0.0 05 1.0 1.5 20

Figure 4. Approximations obtained by F-NPSE on the Weinberg
task. Left: 6 = 0.3. Right: §* = 1.7. Black lines show
approximations obtained for p(6|z;) fori = 1,...,5, and red
lines shows the approximation for p(6|z1, ..., zs). We note that
the approximations obtained are constrained to the [0, 2] interval
(since we reparameterize the model, see Appendix A). The fact
that the plots extend beyond these limits is an artifact due to the
use of a kernel density estimator.

6. Conclusion and Limitations

We studied the use of conditional score modeling for SBI,
proposing several methods that can aggregate information
from multiple observations at inference time while requiring
a small number of simulator calls to generate each training
case. We achieve this using a novel construction for the
bridging densities, which allows us to simply aggregate the
scores to approximately sample distributions conditioned on
multiple observations. We presented an extensive empirical
evaluation, which shows promising results for our methods
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when compared against other approaches able to aggregate
an arbitrary number of observations at inference time.

As presented, F-NPSE and PF-NPSE use annealed Langevin
dynamics to generate samples. This requires choosing step-
sizes d;, the number of steps L per noise level, and has
complexity O(LT). Appendix D presents an alternative
sampling method that can be used with F-NPSE and PF-
NPSE which does not use Langevin dynamics, does not
have any hyperparameters, and runs in O(T') steps. While
our evaluation of this sampling method shows promising
results (Appendix E.4), we observe that sometimes it un-
derperforms annealed Langevin dynamics. We believe that
further study of alternative sampling algorithms is a promis-
ing direction for improving F-NPSE and PF-NPSE.
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A. Models Used

Multimodal posterior from Section 5.1. We consider § € R? and x € R?, and the prior and likelihood are given by
1 1 1 I
p(0) =N(0|0,I) and p(z|f) = 5./\/ x}ﬂ,i —|—§./\/' x| —9,5 . (12)

Gaussian/Gaussian (G-G). This model was adapted from Lueckmann et al. (2021). We consider # € R!? and = € R'°,
and the prior and likelihood given by

p(0) =N(0|0,1I) and p(z|0) = N(z|6,%), (13)

where ¥ is a diagonal matrix with elements increasing linearly from 0.6 to 1.4.

Gaussian/Mixture of Gaussians (G-MoG). A model similar to this one was originally proposed by Sisson et al. (2007),
and was later widely adopted in the SBI literature (Lueckmann et al., 2021). We consider 6 € R0 and 2z € R0, and the
prior and likelihood given by

1 1 1
p(0) = N(0|0,I) and p(z|0) = §J\/' (x|9,2.252) + 5/\[ (m|9, 92> , (14)
where ¥ is a diagonal matrix with elements increasing linearly from 0.6 to 1.4.

Susceptible-Infected-Recovered (SIR). This model describes the transmission of a disease through a population of
size IV, where each individual can be in one of three states: susceptible .S, infectious I, or recovered R. We follow the
description from Lueckmann et al. (2021, §T9). The model has two parameters, the contact rate 5 and the transmission rate
v, i.e. 8 = (B,). The simulator numerically simulates the dynamical system given by

ds ST

- N

drl ST

= B 4T 15
il ] (15)
dR

Y 4

a

for 160 seconds, starting from the initial conditions where a single individual is infected and the rest susceptible. The prior
over the parameters is given by

p(B) = LogNormal(log(0.4),0.5) and p(vy) = LogNormal(log(0.125),0.2). (16)

The observations are 10-dimensional vectors corresponding to noisy observations of the number of infected people at
10 evenly-spaced times, p(z;) = B (1000, Iﬁ), where B denotes the binomial distribution and I; the number of infected
subjects at the corresponding time.

Lotka—Volterra (LV). This model describes the evolution of the number of individual of two interacting species, typically
a prey and a predator. We follow the description from Lueckmann et al. (2021, §T10). The model has four parameters
a, 3,7,6. Using X and Y to represent the number of individuals in each species, the simulator numerically simulates the
dynamical system given by

X _ox - sxy

ay (
Yy 45Xy

a7t

The system is simulated for 20 seconds, starting from X, = 30 and Yy = 1. The prior over the parameters is given by

)

) (—3,0.5)
p(v) = LogNormal(—0.125,0.5)

) (=3,0.5).

(18)

LogNormal

12
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The observations consist of 20-dimensional vectors corresponding to noisy observations of the number of members of each
species at 10 evenly-spaced times, p(z; x) = LogNormal(log(X;),0.1) and p(z; y) = LogNormal(log(Y;),0.1).

Weinberg simulator. This task was originally proposed by Louppe et al. (2017). We use the simplified simulator of
Cranmer et al. (2017) with a uniform prior p(6) = U(0, 2).

Reparameterizing models. For all tasks, we reparameterize the models to have a standard Normal prior. This is simple to
do with the priors commonly used by these models.

B. Details for each Method

All methods based on denoising diffusion models/score modeling use 7" = 400.

B.1. F-NPSE

Our implementation of the score network s, (6, t, z) used by F-NPSE has three components:

¢ An MLP with 3 hidden layers that takes  as input and outputs an embedding Oy,
¢ An MLP with 3 hidden layers that takes x as input and outputs an embedding Zemp,

* An MLP with 3 hidden layers that takes [femb; Zemb, femb] as input, where temb is a positional embedding obtained as
described by Vaswani et al. (2017), and outputs an estimate of the score. We parameterize the score in terms of the
noise variables (Ho et al., 2020; Luo, 2022).

All MLPs use residual connections (He et al., 2016) and normalization layers (LayerNorm, Ba et al., 2016) throughout.

Running Algorithm 1 to generate samples using the trained score network requires choosing step sizes J; and the number

of Langevin steps L for each noise level 7. We use L = 5 and 6; = 0.3 1\;(%: , where oy = 1 and oy = I for
t=2,...,T -1

Yt—1

B.2. PF-NPSE

The architecture for the score network s, (6,¢, X), where X is a set of observations with a number of elements between 1
and m, is similar to the one used for F-NPSE, with two differences. First, each individual observation z; € X produces and
embedding ; ¢mb, and the final embedding X1, is obtained by averaging the individual embeddings. Second, the final
MLP takes as inputs [femb; Xemb, temb; Memb)s Where nemp, € {0, 1}™ is a 1-hot encoding of the number of observations in
the set X (between 1 and m). The Langevin sampler uses the parameters described above.

B.3. NPSE

The architecture is the same as the one for PF-NPSE, with m = n,,x. Since the method corresponds to a direct application
of conditional diffusion models, we use the standard sampler for diffusion models (Ho et al., 2020), which consists of
applying T" Gaussian transitions, with no tunable parameters.

B.4. NPE

We use an implementation of NPE methods based on flows able to handle sets of observations of any sizen € {1,2,...nmpax }-
The flow can be expressed as gy (0|1, . . ., Z,,n). Following Chan et al. (2018) and Radev et al. (2020, §2.4), we use an
exchangeable neural network to process the observations x1, ..., x,. Specifically, we use an MLP with 3 hidden layers
to generate an embedding x; .m1, for each observation x;. We then compute the mean embedding across observations
Temb = % Z:’ Z;,emb, Which we use as input for the conditional flow. Finally, we model the flow gy, (0|z1, ..., zp,n) =
¢y (0] Temb, Nemb ), Where nemp, € {0, 1}™=x is a 1-hot encoding of the number of observations (between 1 and nyax).

We use 6 Real NVP layers (Dinh et al., 2016) for the flow, each one consisting of MLPs with three hidden layers. As for the
other methods, we use residual connections throughout.
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B.5. NRE

We use the NRE method proposed by Hermans et al. (2020a). Simply put, the network receives a pair (6, =) as input, and
is trained to classify whether (8, z) ~ p(6, x) or (6, z) ~ p(8)p(x). The optimal classifier learnt this way can be used to
compute the ratio 2 ]Sfalg) . Our classifier consists of three components: two linear layers to compute embeddings for = and 6,
and a three-layer MLP (using residual connections) that takes the concatenated embeddings as input. We tried using a larger

network, but got slightly worse results.

To sample the target distribution using the learned ratio we use HMC (Neal, 2011). More specifically, we use NumPyro’s
(Phan et al., 2019) implementation of the No-U-Turn-Sampler (Hoffman et al., 2014), a variant of HMC that automatically
sets the number of leapfrog steps.

C. Derivation of Posterior Factorization

The factorization for the posterior distribution p(6|z1, .. ., x,) is obtained applying Bayes rule twice:
p(Olz1, ... zn) x p(O)p(21,...,2,]0) (Bayes rule) (19)
=p(0) [ [ p(=;10) (20)
j=1
o p(f) H pOlz;) (Bayes rule) 1)
o P
=p(O)" " [ p(6lz). (22)
j=1

D. Alternative Sampling Method Without Unadjusted Langevin Dynamics

The sampling process described in Algorithm 1 requires choosing step-sizes d; and the number of steps L per noise level,
and has complexity O(LT'). This section introduces a different method to approximately sample the target p(6|z1, ..., zy),
which does not use Langevin dynamics, does not require step-sizes d;, and runs in O(T") steps. The approach is based on the
formulation by Sohl-Dickstein et al. (2015) to use diffusion models to approximately sample from a product of distributions.
The final method, shown in Algorithm 2, involves sampling 7" Gaussian transitions with means and variances computed
using the trained score network, and reduces to the typical approach to sampling diffusion models (Ho et al., 2020) for
n = 1. Each iteration of the algorithm consists of four main steps: Lines 6 and 7 compute the transition’s mean from the
learned scores of p;(0|x;), line 8 computes the variance of the transition, line 9 corrects the mean to account for the prior
term, and line 10 samples from the resulting Gaussian transition.

Algorithm 2 Sampling without unadjusted Langevin

1: Input: Score network sy (0, t, x), reference pr(6), observations {x1, ..., z, }, noise levels v1, ..., vr
2t ap :=yrand oy = —fort=2,..., T —1
v Yt—-1
3: 0 ~pr(0) > Sample reference
4: fort=T-1,T—-2,...,1do
50 = m [ZJ (\/% + (1\;%‘)%(9,@%)) —(n-— 1),/at9} > Compute transition’s mean from scores
2
6: gy += WW log p() > Prior correction term
7. o= % > Compute transition’s variance
t(n )
8 0~ N(O|u,ol) > Sample transition
9: end for

We now give the derivation for the sampling method shown in Algorithm 2. In short, the derivation uses the formulation of
score-based methods as diffusions, and has 3 main steps: (1) using the scores of p;(#|x) to compute the Gaussian transition

14
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kernels of the corresponding diffusion process for the target p(f|x); (2) composing n Gaussian transitions corresponding to
the n diffusions of p;(0|z1), ..., p:(0|x,) (this is based on Sohl-Dickstein et al., 2015); and (3) adding a correction for the
prior term (also based on Sohl-Dickstein et al., 2015). We note that steps 2 and 3 require some approximations. We believe
a thorough analysis of these approximations would be useful in understanding when the sampling method can be expected
to work well. For clarity, we use [A] to indicate when the approximations are introduced/used.

(1) Connection between score-based methods and diffusion models. We begin by noting that score-based methods
can be equivalently formulated as diffusion models, where the mean of Gaussian transitions that act as denoising steps are
learned instead of the scores. Specifically, letting a; = v; and oy = ,T" — 1, the learned model is given

by a sequence of Gaussian transitions p;(0;_1|6;, ) = N (6;_1] ;W(Ht,t x) 1- ozt) tralned to invert a sequence of noising
steps given by q;(0¢|0:—1) = N(0:]\/az 6:—1, (1 — a¢)I). The connection between diffusion models and score-based
methods comes from the fact that the optimal means and scores are linearly related by (Luo, 2022)

1—
_|_
(2) Approximately composmg n diffusions. To simplify notation, we use a superscrlpt j to indicate distributions that

are conditioned on z; (e.g. p;(6:) = pi(0¢|z;)). Assume we have transmon kernels pi (0;—1|0;) that exactly reverse
the forward kernels q(0t|0t 1) [Assumption Al], meaning that p/_(6;_1) f b pl(0;) p? (9,5 1|6%), or equivalently

pp(0,t,) = su(0,t,2). (23)

Pl (0,) pl(0-110¢) = p)_(0:_1) q1(64]0;_1). Our goal is to find a transition kernel j;(6;_1|0;) that satisfies
pr—1(0t-1) = /det Pt(0¢) Pr(0—16%), 24

where p;(0;) = Z% H;L P’ (6;). This is closely related to our formulation in Section 3, since our definition for the bridging
densities involves the product H? pi(6]z;). The condition from Equation (24) can be re-written as

2
1 (9t) P;L(9t> i1 .

ptfl(gtfl) /detpt(et) 2 (9 _1) p? 1(6,‘ 1) 7, (et 1|9t) (25)
Qt 9t|9t 1) qe(0¢)0:—1) Zi—1 _

db: p; (0+) 0 0 Al]. 26

/ ) G ) g P01 (ALl (26)

One way to satisfy Equation (26) is by setting p;(6;_1|0;) so that the term in blue above is equal to p; (6;_1|6;) (Sohl-
Dickstein et al., 2015). That is,

Zy p}(0i-110:) PP (Be1]0:)
Zy 1 Qt(9t|9t71) Qt(gt\atq)
However, the resulting p;(0;_1|0;) may not be a normalized distribution (Sohl-Dickstein et al., 2015). Following Sohl-
Dickstein et al. (2015), we propose to use the corresponding normalized distribution defined as 2 (6;_1|0;) o< ¢ (0:_1(60¢)

[Assumption A2]. Given that Equation (27) corresponds to the product of Gaussian densities, the resulting normalized
transition is also Gaussian, with mean and variance given by

gt — (n— 1) /o ind o2 1—aqy

n—ay(n—1) Ut:n—at(n—l)'

Pt(01-110:) = py (0:-1]0:) (27)

(28)

(3) Prior correction term. The formulation above ignores the fact that the bridging densities defined in Equation (5)
involve the prior p(#). We use the method proposed by Sohl-Dickstein et al. (2015) to correct for this, which involves

adding the term WW log p(0) to the mean y; from Equation (28). The derivation for this is similar to the one
above, and also requires setting the resulting transition kernel to the normalized version of an unnormalized distribution
(Sohl-Dickstein et al., 2015).

As mentioned previously, this derivation uses two assumptions/approximations. [A1] assumes that the learned score
function/reverse diffusion approximately reverses the noising process, which is reasonable if the forward kernels ¢, add small
amounts of noise per step (equivalently, if the noise levels 71, . . ., v increase slowly). [A2] assumes that the normalized
version of j;(6;_1|6;), given by p (6;_1|6;), approximately satisfies Equation (26).
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E. Additional Results
E.1. Classifier Two-sample Test

Figure 5 shows the evaluation of different methods using the classifier two-sample test (C2ST) (Friedman, 2003; Lueckmann
et al., 2021). Essentially, we train a classifier (a feed-forward network with three layers) to discriminate between samples
coming from the trained model and the true posterior. The metric reported is the accuracy of the trained classifier on the test
set. The metric ranges between 0.5 and 1, with the former indicating a very good posterior approximation (the classifier
cannot discriminate between true samples and the ones provided by the model) and the latter a poor one (the classifier can
perfectly discriminate between true samples and the ones provided by the model). These C2ST scores were computed from
the same runs as the results in Figure 2, so all the training details are the same.
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Figure 5. Classifier two-sample test scores (C2ST, lower is better) obtained by each method on different tasks. Plots show “C2ST” (y-axis)
vs. “simulator budget used for training” (z-axis), and each line corresponds to a different method. Rows correspond to the different
models considered (Gaussian/Gaussian, Gaussian/Mixture of Gaussians, SIR, Lotka—Volterra), and columns to the different number of
conditioning observations available at inference time (1, 8, 14, 22, 30). We use nmax = 30 for NPE and NPSE and m = 6 for PF-NPSE.
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E.2. Performance of PF-NPSE for Different m

Figure 6 shows the results obtained using PF-NPSE for m € {1,3,6,12,18,30} to estimate the posterior distributions
obtained by conditioning on a different number of observations in {1, 8, 14,22, 30}. As pointed out in the main text, values
of m between 3 and 6 often lead to the best results.
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Figure 6. Plots show squared MMD (lower is better). Each column corresponds to a task (G-G, G-MoG, SIR, LV), and each row
corresponds to approximating distributions obtained by conditioning on a different number of observations. From top to bottom, the
number of conditioning observations we use is 1, 8, 14, 22, and 30.
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E.3. Conservative and Non-conservative Parameterization for the Score Network

Figure 7 compares the results obtained by score-modeling methods (NPSE, F-NPSE, and PF-NPSE) using different
parameterizations for the score network. We consider the unconstrained parameterization typically used, where the score
network outputs a vector of the same dimension as €, as well as a conservative parameterization, where the network outputs
a scalar, and the score is obtained by computing its gradient. The figure shows that the choice of parameterization does not
tend to have a substantial effect on performance.
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Figure 7. Squared MMD (lower is better) achieved by different methods on different tasks. Each row corresponds to a different model
considered (Gaussian-Gaussian, Gaussian-Mixture of Gaussians, SIR, Lotka—Volterra), and each column to a different number of
conditioning observations available at inference time (1, 8, 14, 22, 30). The (cons) identifier corresponds to methods using the conservative
parameterization for the score network.
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E.4. Langevin Sampler Parameters

Figure 8 shows the results obtained using PF-NPSE (m = 6) with different parameters for the annealed Langevin sampler
(Algorithm 1), and using the sampling method presented in Algorithm 2 (Appendix D), identified with comp in the figure’s
legend. The method’s performance is robust to different parameters choices, as long as enough Langevin steps are taken
at each noise level. We observe that 5 steps are often enough. Additionally, the results show that the sampling algorithm
described in Appendix D (which does not rely on annealed Langevin dynamics) performs slightly worse than the Langevin

sampler.
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