
Multipole Attention for
Efficient Long Context Reasoning

Coleman Hooper∗1 Sebastian Zhao∗1 Luca Manolache1

Sehoon Kim1 Michael W. Mahoney1,2,3 Yakun Sophia Shao1

Kurt Keutzer1 Amir Gholami1,2

1University of California, Berkeley 2ICSI 3LBNL
{chooper, sebbyzhao, luca.manolache, sehoonkim,
mahoneymw, ysshao, keutzer, amirgh}@berkeley.edu

Abstract

Large Reasoning Models (LRMs) have shown promising accuracy improvements
for complex problem-solving tasks. While these models have attained high ac-
curacy by leveraging additional computation at test time, they need to generate
long chain-of-thought reasoning in order to think before answering, which requires
generating thousands of tokens. While sparse attention methods can help reduce the
KV cache pressure induced by this long autoregressive reasoning, these methods
can introduce errors which disrupt the reasoning process. Additionally, prior meth-
ods often pre-processed the input to make it easier to identify the important prompt
tokens when computing attention during generation, and this pre-processing is
challenging to perform online for newly generated reasoning tokens. Our work
addresses these challenges by introducing MULTIPOLE ATTENTION, which ac-
celerates autoregressive reasoning by only computing exact attention for the most
important tokens, while maintaining approximate representations for the remain-
ing tokens. Our method first performs clustering to group together semantically
similar key vectors, and then uses the cluster centroids both to identify important
key vectors and to approximate the remaining key vectors in order to retain high
accuracy. Additionally, we design a fast cluster update process to quickly re-cluster
the input and previously generated tokens, thereby allowing for accelerating at-
tention to the previous output tokens. We evaluate our method using emerging
LRMs such as Qwen-8B and Deepseek-R1-Distil-Qwen2.5-14B, demonstrating
that our approach can maintain accuracy on complex reasoning tasks even with
aggressive attention sparsity settings. We also provide kernel implementations to
demonstrate the practical efficiency gains from our method, achieving up to 4.5×
speedup for attention in long-context reasoning applications. Our code is available
at https://github.com/SqueezeAILab/MultipoleAttention.

1 Introduction

Test-time compute has emerged as a new dimension for scaling up Large Language Model (LLM)
performance [Snell et al., 2024]. By scaling the amount of computation used at test time, we can allow
LLMs to think longer on harder problems in order to attain higher accuracy. Large Reasoning Models
(LRMs), which are LLMs post-trained to have strong reasoning capabilities, typically reason by
generating long chain-of-thought, where they produce a step-by-step chain to help guide themselves
to the correct solution [Wei et al., 2022, Guo et al., 2025, Qwen, 2025]. This has been shown to
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Figure 1: A visualization of the MULTIPOLE ATTENTION algorithm. For important keys (which are
close to the current query), we compute exact attention. For keys which are farther away from the
current query, we instead approximate the attention to these keys using the attention score with a
representative cluster centroid. We use progressively coarser grained centroids as we get further away
from the query. This allows us to maintain important contextual information from all tokens in the
sequence, while only requiring loading a small number of keys for exact attention computation.

provide substantial accuracy gains in domains such as math and coding which require problem solving
capabilities [Guo et al., 2025, Qwen, 2025].

However, the long autoregressive generation required for reasoning also brings substantial inference
efficiency challenges. Notably, the reasoning process leads to large Key/Value (KV) cache memory
footprint [Hooper et al., 2024b]. One common method to reduce the KV cache footprint is through
sparse attention methods that only load important KV cache tokens at each generation step [Tang
et al., 2024, Hooper et al., 2024a]. However, while these methods are promising for reducing the
KV cache memory bottleneck, they lead to unacceptable accuracy loss. Prior work has also shown
that problem solving tasks which require complex reasoning experience greater accuracy degradation
when pruning the KV cache [Liu et al., 2025]. Additionally, existing sparse attention methods often
pre-process the KV cache from the prompt to make it easier to retrieve important prompt tokens
during generation, and this pre-processing is challenging to perform online during generation for the
previously generated reasoning tokens [Hooper et al., 2024a].

To address these challenges, we build on top of [Hooper et al., 2024a] and introduce MULTIPOLE
ATTENTION, which leverages sparse attention in order to only load the important KV cache tokens,
while still approximating attention to the rest of the context to maintain high accuracy. Figure 1
provides an intuitive visualization of our algorithm, which first clusters the keys and computes a
representative centroid for each cluster. When computing attention, our method compares the current
query with the centroids to determine the importance of key tokens. For the highest scoring keys, we
compute exact attention. For the remaining keys, we leverage the cluster centroid to approximate the
attention score for all keys in that cluster, thereby retaining contextual information from the full KV
cache. We also present a hierarchical generalization of our method which leverages progressively
coarser grained centroids as we get further away from the query. To accelerate attention to the
previously generated reasoning tokens, we also design a fast cluster update strategy that can be
applied during generation, thereby allowing our method to accelerate attention to the previous output
tokens.

Specifically, our work makes the following contributions:
• Multipole Approximation: Our algorithm clusters keys based on semantic similarity and rep-

resents all keys within a cluster with a representative key centroid (as in [Hooper et al., 2024a]).
When computing attention, we then compare the current query with the key centroids to identify
which keys are important for the current query; we only compute exact attention for these important
keys, and we approximate the attention to the remaining keys using the attention scores with the
cluster centroids. This allows our algorithm to maintain contextually relevant information from
the full sequence, even with low KV cache budget. We also extend this to a hierarchical multipole
approximation to improve the efficiency of the centroid comparison.

• Fast Online Clustering: In order to accelerate attention to the KV cache entries that are appended
during generation, we design a fast cluster update algorithm. Our algorithm initially assigns the
new tokens to clusters, and then performs a small number of refinement steps over the full keys
to ensure high quality clustering. Additionally, to improve the scalability of our algorithm, we
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leverage a blockwise k-means clustering method (which clusters the input sequence in segments),
and we design a shifting window method to ensure that the final block always has sufficient tokens
to perform clustering. These optimizations together facilitate efficient clustering for the generated
output tokens.

• System Implementation: We present a prototype system implementation with custom Triton
kernels for performing multipole approximate attention. Our system implementation consists
of a multi-stage kernel implementation that compares the incoming user query with the key
centroids, then computes exact attention for the important keys and approximate attention for the
less important keys. Our methodology achieves up to 4.5× attention speedup during decode for
long context reasoning applications.

2 Related Work

2.1 Reasoning Models

Reasoning models have emerged as a new paradigm for solving complex problem-solving tasks
[Guo et al., 2025, Qwen, 2025]. These models are trained to generate a chain-of-thought reasoning
trajectory, which contains step-by-step reasoning to help guide the model to the correct answer [Wei
et al., 2022]. The DeepSeek-R1 model [Guo et al., 2025] pioneered a new reinforcement learning-
based methodology for training reasoning models for problem solving tasks. Their model release
also included smaller open-source models (distilled from their base model) based on the Llama3
[Grattafiori et al., 2024] and Qwen2.5 model series [Yang et al., 2024]. There have also been several
powerful reasoning models released with agentic tool-calling capabilites such as the QwQ-32B model
[Qwen, 2025], the Qwen3 model series [Yang et al., 2024], and the Llama-Nemotron model series
[Bercovich et al., 2025].

2.2 Long Context Inference

Long-context length LLMs, which can support context lengths greater than 100K tokens, have seen
widespread use for applications such as document question answering, summarization, literature
review, and processing multi-turn conversations. There have been several closed-source models which
support long context capabilities [Achiam et al., 2023, Anthropic, 2023], including Gemini [Google,
2023] which supports greater than 1 million context length. Newer open-source model families such
as Llama3 [Meta, 2024] and Qwen2.5 [Yang et al., 2024] also support greater than 100K context
length. Another line of work has focused on extending the context windows of pretrained models
beyond the original supported context length through scaling or adjusting the positional embeddings
[Chen et al., 2023, Peng et al., 2023].

2.3 KV Cache Compression

KV cache compression has emerged as a key algorithmic tool for enabling long context length
inference. For long context inference scenarios, the KV cache becomes the main memory bottleneck,
making KV cache compression crucial for efficient inference [Hooper et al., 2024b]. Common
approaches for compressing the KV cache include quantization [Hooper et al., 2024b, Liu et al.,
2024b], which aims to compress the representation for each token, and sparsification [Tang et al.,
2024, Hooper et al., 2024a, Zhang et al., 2024b], which aims to only load important KV cache tokens.

One previous approach for inducing sparsity to reduce KV cache size during inference is KV cache
eviction, where less important tokens are evicted during the generation process to reduce memory
consumption. Previous works have leveraged metrics such as attention score contribution [Zhang
et al., 2024b] to select tokens to evict from the KV cache. One challenge with evicting tokens from
the KV cache is that it irreversibly discards less important tokens - if these tokens become important
later during generation, they cannot be recovered. KV cache merging [Wang et al., 2024, Yuan et al.,
2025] was proposed as a solution to compensate for the error induced by KV cache pruning. KV
cache merging involves merging evicted KV cache entries (based on key similarity [Wang et al.,
2024] or historical attention scores [Yuan et al., 2025]) instead of discarding them completely. In
contrast with these works, our algorithm retains the full original KV cache (thereby allowing the
model to refer back to any prior KV cache state exactly if they become important during generation),
while approximating attention to less important clusters using the key centroids.
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a) Clustering using K-Means b) Centroid Lookup c) Multipole Attention
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Figure 2: A diagram outlining how MULTIPOLE ATTENTION identifies and retains important keys,
while approximating the attention to the remaining keys. a) We first construct a Key index by
performing k-means clustering (thereby obtaining a representative centroid for each cluster). b) When
computing attention, we compare the current query with the centroids to estimate the importance of
keys in each cluster (“Centroid Lookup”). c) For the most important (“High Scoring”) key centroids,
we then compute exact attention with the keys in the corresponding clusters. For the remaining
keys, we approximate the attention to each key cluster using the attention to the representative
centroid for that cluster. Overall, MULTIPOLE ATTENTION attains the efficiency of sparse attention
while preserving important contextual information from the full sequence. Our method can also be
generalized to a hierarchical approach, as outlined in Section 3.4.
Another common approach for leveraging sparsity for the KV cache is to retain the full KV cache
and only load in the required KV cache entries for each decoding step. One prior work, QUEST
[Tang et al., 2024], grouped consecutive KV cache entries and derived representative vectors for the
keys within each group, and compared the query with these representative vectors to decide which
KV cache entries to load. Whereas QUEST clustered keys based on positional proximity, Squeezed
Attention [Hooper et al., 2024a] instead clustered keys based on semantic similarity, thereby allowing
for precise identification of tokens which were likely to be high-scoring. Another related work, Tactic
[Zhu et al., 2025], performed clustering based on semantic similarity and then used distribution fitting
to select critical KV cache entries. Other previous works have framed the query-key comparison
as a retrieval problem in order to accelerate attention using vector search methods [Zhang et al.,
2024a, Liu et al., 2024a, He et al., 2025]. In contrast with existing methods, our approach aims to
identify and load only a small subset of KV cache entries for exact attention computation, while
approximating the attention to the remaining KV cache entries. Our algorithm clusters keys based on
semantic similarity and then performs a fast centroid comparison to identify important keys, while
also leveraging these representative centroids to approximate the attention to the keys which are not
retrieved by the centroid lookup. A more detailed discussion of methods that sparsely load KV cache
entries is provided in Appendix A.

3 Algorithm

3.1 Retrieving Important KV Cache Tokens

In order to be able to identify and retrieve important KV cache entries, we first cluster the keys based
on semantic similarity using k-means clustering. We then derive representative centroids for each
cluster by taking the mean of all vectors in each cluster, which can then be used to quickly estimate
the importance of each key cluster (as in [Hooper et al., 2024a]). To identify whether the keys in
cluster i are important for a given query token q, we compare the query with the key centroid for that
cluster to estimate the attention score for the corresponding keys:

Si =
exp (qKc

⊤
i )

∑j Nj · exp (qKc
⊤
j )

, (1)

where Kc j is the key centroid for cluster j and Nj is the number of keys in cluster j. We can then
use the centroid attention score to identify the clusters which are likely to be high scoring, and only
load in the corresponding keys from these clusters for exact attention computation. To decide which
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keys to retain, we sort the clusters based on the centroid scores, and then retain clusters until we hit
a target token budget. Note that for models which support grouped query attention, we aggregate
importance by averaging the estimated attention across query heads which share keys and values
[Ainslie et al., 2023].

One challenge when clustering the keys is the impact of the Rotary Positional Embeddings (RoPE),
which rotates key vectors by different amounts depending on their position in the sequence. This
means that semantically similar keys at different positions in the sequence may not be clustered
together. To address this, we employ the Windowed RoPE strategy from [He et al., 2025] when
computing the centroids (which assumes a fixed relative positional difference between the query and
the key vectors), thereby improving the clusterability of the key vectors. We then use a query vector
rotated at a fixed position when performing the centroid lookup (as in [He et al., 2025]).

3.2 Importance-Aware Multipole Approximation

After using our centroid lookup to identify the important tokens, we then aim to approximate the
attention to the less important tokens in order to retain necessary contextual information. We directly
use the attention score to the cluster centroid from Equation 1 as the estimated attention score for
the cluster. We also cache a representative value centroid Vc for each cluster (which is the average
of the corresponding value vectors for a given key cluster). The attention contribution for cluster i
(excluding the Softmax denominator) can be represented as follows:

Ni exp (qKc
⊤
i )Vci (2)

where Ni, Kci, and Vci are the number of keys for cluster i, the key centroid for cluster i, and the
value centroid for cluster i, respectively. For the less important key clusters, we compute the attention
contribution of each cluster using Equation 2. We then merge the attention output from exact attention
(for the important tokens) and from the centroids (for the less important tokens) in order to obtain the
final attention output. Our algorithm is visualized in Figure 2, which shows how we leverage the key
centroids both to identify important keys for the current query, as well as to approximate the attention
for the less important keys.

3.3 Efficient Online Clustering

A key challenge when employing our approach for long generation applications is the need to
approximate attention to the generated tokens. This requires updating the clusters and corresponding
centroids as new tokens are appended to the KV cache; however, this is computationally expensive if
we need to re-run clustering for the entire sequence. To quickly update clusters and corresponding
centroids when appending newly generated tokens, we incorporate two approaches: a blockwise
clustering methodology (with a sliding window to manage the transition between blocks when
appending new tokens), as well as a fast initial cluster assignment for newly appended tokens
followed by a small number of cluster refinement steps.

Figure 3 outlines our blockwise clustering methodology to ensure that when we append to the
centroids, we do not need to recluster the full sequence. We perform clustering in blocks of W tokens,
which means that when we append new tokens, we only need to recluster the final block. Additionally,
if the final block was limited at W tokens, after exceeding this limit it would be challenging to cluster
the subsequent tokens until there were a sufficient number of new tokens appended. We therefore
allow the final block to extend to α + W tokens before removing the first W tokens from this block
and clustering them separately. This ensures that the final block never has fewer than α tokens,
meaning that the final block always contains a sufficient number of keys for clustering. Note that
the blockwise clustering approach also improves clustering runtimes during prefill, improving the
scalability of our algorithm.

Additionally, to accelerate the update process, we sample additional initial centroids randomly from
the appended tokens, and then leverage a fast initial assignment of the appended tokens to the nearest
centroids and corresponding update of the centroids that these tokens map to (this is analogous to a
batched version of the sequential k-means algorithm [MacQueen, 1967]). This process only needs to
be run for the newly appended tokens, which makes its runtime overhead minimal. After running
this single-shot update, to ensure high clustering accuracy we run a small number of iterations of full
k-means over the final block to refine the centroids and centroid assignment.
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Figure 3: Visualization of our blockwise clustering method and sliding window approach for updating
clusters during generation. We cluster the keys in blocks of W tokens, except for the final block,
which contains the last α to W + α tokens. When we update the clusters, we only need to update the
final window. Once the final window reaches W + α tokens, we split it into the first W tokens (which
becomes its own block) and the final α tokens (which becomes the new final block that we append
new keys to).

3.4 Hierarchical Multipole Attention

Although our method allows for pruning a large portion of KV cache entries while maintaining
accuracy, the granularity of clustering needs to be sufficient for accurate retrieval and approximation.
However, this can lead to the centroid lookup becoming a bottleneck if the number of centroids that
we need to compare with grows with the context length. In particular, as we push to more aggressive
sparsity regimes, the overhead of the centroid lookup becomes more prominent.

To alleviate the overhead of the centroid lookup, while still providing an accurate approximation
for the full KV cache, we extend the hierarchical centroid lookup method from [Hooper et al.,
2024a] to a hierarchical multipole approximation for the attention operation. We perform hierarchical
k-means clustering in order to derive progressively coarser grained cluster centroids. This hierarchical
clustering is compatible with the fast online clustering update described in Section 3.3, as the
blockwise clustering method can be applied at each level of the hierarchy. At each level of the
centroid lookup, we identify a small number of promising key centroids (for which we need to
compare with the next level of refined centroids), and then approximate the less important keys using
the attention to the key centroids.

For the case where we have two levels of hierarchy, we first compare the query with the coarse-grained
(first-level) centroids to identify which regions of the keys are potentially important. This initial
lookup allows us to only perform fine-grained (second-level) centroid comparisons with centroids
that are likely to be high scoring. Additionally, for the low-importance first-level centroids, we can
approximate the attention to all of the tokens in the corresponding clusters using the attention to
the first-level centroids. We then perform the second level centroid lookup only for the promising
fine-grained centroids. Here, we identify the most important tokens (which need to be loaded for
exact attention computation), and we approximate the attention to the remaining tokens which were
only important enough to reach the second-level centroid lookup. This progressive refinement process
allows us to employ more accurate approximation for keys depending on their importance. Overall,
our hierarchical multipole algorithm reduces the overhead of the centroid comparison, while still
providing accurate approximation for the less important keys at each step in the lookup.

4 System Implementation

We implement custom Triton kernels for computing the centroid lookup, sparse Flash Decoding,
and centroid replacement operations. These kernels follow the parallelization strategies from
FlashAttention-2 [Dao, 2023], including splitting computation across attention heads and along
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the query sequence length dimension, and FlashDecoding [Dao et al., 2023], where computation is
split across the KV dimension and the intermediate results are reduced. We also build upon existing
work on sparse FlashAttention kernels [Pagliardini et al., 2023, Hooper et al., 2024a].

The first stage of our kernel implementation (the centroid lookup) is designed to compare the query
with the key centroids in order to identify the important tokens (as in [Hooper et al., 2024a]). After
obtaining the attention scores to the centroids, we gather the centroid scores per-token and apply
top-K to identify which top-scoring clusters of keys can be retained under a fixed token budget. After
identifying the important and less important clusters, the next phase of our kernel implementation
(sparse FlashDecoding) calculates the attention output from keys belonging to selected (important)
clusters. This kernel accepts as input a tensor containing the indices of keys, and only loads the keys
corresponding to these indices for exact attention computation.

Finally, in the third stage of our kernel implementation (centroid replacement), we approximate the
attention to the less important keys using the attention to the corresponding centroids. Based upon
Equation 2, we need exp (qKc

⊤
i ), i.e. the result of comparing the query with the key centroids. Given

that these values are computed during centroid lookup, we modify the centroid lookup kernels to
save these values and then we later load them in the replacement kernel (to avoid re-loading the key
centroids during the replacement stage). We also return a boolean mask from the centroid lookup that
identifies which centroids are less important in order to only perform replacement for these centroids.
The centroid replacement kernel loads the query-key centroid dot product results from the centroid
lookup and then computes attention with the value centroids. The attention output is then merged
with the output from the sparse FlashDecoding kernel.

For our fast clustering update, we implement this using PyTorch-level primitives (wrapped in
torch.compile to reduce kernel launch overheads). We use a fixed buffer of L to 2L local tokens
which are not clustered and are loaded exactly at each decoding step, and we append the oldest L
tokens from the buffer to the clusters every L decoding steps. After performing clustering, we cache
the key and value centroids in order to avoid recomputing these values for each generation step.

5 Results

5.1 Experimental Setup

We evaluate MULTIPOLE ATTENTION on two long context reasoning datasets: LongBenchV2 [Bai
et al., 2024] and GSM-Infinite [Zhou et al., 2025]. LongBenchV2 contains complex real-world long-
context questions across tasks such as document QA, long in-context learning, dialogue understanding,
and code repository understanding. GSM-Infinite contains synthetic mathematical reasoning tasks
that require multiple arithmetic operations. We leverage two open-source reasoning models for
our evaluation: Qwen3-8B [Yang et al., 2024] and DeepSeek-R1-Distil-Qwen-14B. We use YaRN
scaling across our experiments to enable up to 128K context length [Peng et al., 2023]. We use the
recommended decoding settings for both models, which is to use a temperature of 0.6 and a top-p
value of 0.95, and to set the top-k value to 20 for Qwen3-8B. We report average results across 3 trials
for all experiments.

We evaluate our approach using token budgets of 128 and 512. We fix the block size for clustering as
W = 8K tokens throughout our evaluation and set α = 1

2 W, and we set L = 128 (meaning that we
keep the last 128 to 256 tokens unclustered and we update the clusters every 128 decoding steps). We
set the number of k-means iterations as 10 for prefill and 3 for refinement with our fast cluster update,
and we use random initialization for the centroids. We also leave the first 10 “Attention Sink” tokens
untouched due to their disproportionate importance [Xiao et al., 2023].

We compare our method with Squeezed Attention [Hooper et al., 2024a] and QUEST [Tang et al.,
2024] as representative baselines for sparse attention. Note that for Squeezed Attention, we report
results that leverage our optimized online clustering implementation in order to identify important
KV cache entries among the generated output tokens (as well as windowed RoPE for improved
key clustering), but without our method for approximating attention to clusters of tokens using the
attention to the centroids. The token budgets for the baselines are adjusted to ensure that they retain
the same number of tokens when factoring in the local buffer used by MULTIPOLE ATTENTION. For
MULTIPOLE ATTENTION, we use one centroid per 16 tokens, and for QUEST we use a page size
of 16. For Squeezed Attention, we use one centroid per 8 tokens for fair comparison, since it only
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Figure 4: LongBenchV2 evaluation for DeepSeek-R1-Distil-Qwen-14B. We report accuracy on the
full dataset, as well as easy/hard difficulty splits, and for short/medium/long (<32K/32K-128K/128K+)
splits. We report accuracy for a token budget of 512, where we observe that MULTIPOLE ATTENTION
(MpAttn) can achieve higher accuracy than Squeezed Attention (SqAttn) for the same token budget,
and we observe no accuracy drop on the overall benchmark score.

Table 1: Accuracy on LongBench-V2 for Qwen3-8B with different token budgets. We report accuracy
on the “Short” (<32K) split from the dataset. We include baseline comparisons with QUEST [Tang
et al., 2024] as well as Squeezed Attention [Hooper et al., 2024a].

Method Token Budget = 128 Token Budget = 512

Baseline 41.5 41.5
QUEST 13.7 22.2
Squeezed Attention 36.3 40.2
MULTIPOLE ATTENTION 38.1 40.4

has to store key centroids (whereas our method stores key and value centroids). For evaluation with
the hierarchical variant of MULTIPOLE ATTENTION, we use a two-level lookup with one centroid
per 64 tokens for the first level, and with one centroid per 8 tokens for the second level (and when
comparing with the hierarchical centroid lookup from Squeezed Attention, we run their method with
twice as many centroids at each level for fair comparison with our approach).

For our kernel benchmarking experiments, we use split size of 2048 in our FlashDecoding baseline
and sparse FlashDecoding kernels, as well as the centroid lookup and replacement kernels. Note
that this is suboptimal for a batch size of 1 for the lookup and replacement kernels, as the number of
centroids is too small to saturate the GPU; however, we fixed this across all batch sizes for simplicity.
We benchmark our kernel implementations using triton.testing.do_bench with 500 warmup
runs and 500 measurement runs.

5.2 Evaluation

Figure 4 presents evaluation on the LongBenchV2 dataset for the Deepseek-R1-Distil-Qwen-14B
model. These results show how MULTIPOLE ATTENTION is able to preserve the accuracy of
the baseline, even with aggressive sparsity settings. Additionally, these results highlight how our
method outperforms existing sparse attention methods, demonstrating how our multipole attention
approximation is able to retain closer accuracy to the baseline by leveraging the scores to the
centroids. Table 1 also presents evaluation on LongBenchV2 for the Qwen3-8B model. We include
baseline comparisons with QUEST [Tang et al., 2024] and Squeezed Attention, demonstrating how
MULTIPOLE ATTENTION outperforms existing sparse attention methods at different token budgets.
Note that we only report accuracy on the “Short” (<32K) split from the dataset, since the Qwen3-
8B model achieves lower than 25% accuracy on the medium / long splits (which is worse than
random since the questions are multiple choice with 4 answers), primarily due to issues with endless
repetitions. Appendix B provides additional analysis on LongBenchV1 [Bai et al., 2023] using a
non-reasoning long context model, demonstrating how our method is generalizable for long context
tasks outside of reasoning. Appendix C also provides ablations for the block size and number of
cluster centroids hyperparameters.
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Table 2: GSM-Infinite performance of Qwen3-8B at 8K and 16K context lengths. We measure
the accuracy for 1-operation and 2-operation splits with the symbolic task. We report results
for MULTIPOLE ATTENTION (“MpAttn”) as well as Squeezed Attention [Hooper et al., 2024a]
(“SqAttn”). We also include results using the hierarchical extension of our methodology, as well as
the hierarchical lookup approach from Squeezed Attention (hierarchical configurations are marked
with “-H”). We report the portion of memory operations required relative to the baseline (accounting
for metadata overhead and assuming 8K/16K context lengths). MULTIPOLE ATTENTION achieves
higher accuracy for the same memory overhead relative to Squeezed Attention across all token
budgets and context lengths.

(a) Context length = 8K

Method Token Memory Acc. Acc.
Budget Operations (1 op.) (2 op.)

Baseline - 1 0.76 0.23

SqAttn 128 0.11 0.58 0.16
MpAttn 128 0.11 0.72 0.19

SqAttn-H 128 0.08 0.65 0.17
MpAttn-H 128 0.08 0.71 0.23

SqAttn 512 0.16 0.65 0.17
MpAttn 512 0.16 0.82 0.22

(b) Context length = 16K

Method Token Memory Acc. Acc.
Budget Operations (1 op.) (2 op.)

Baseline - 1 0.65 0.28

SqAttn 128 0.09 0.28 0.13
MpAttn 128 0.09 0.40 0.17

SqAttn-H 128 0.05 0.28 0.09
MpAttn-H 128 0.05 0.41 0.21

SqAttn 512 0.11 0.41 0.18
MpAttn 512 0.11 0.61 0.30

2.4X 2.5X 3.3X 4.1X 3.7X 4.5X

Figure 5: Attention runtime evaluation on an A6000 GPU for the Qwen3-8B model. We report results
normalized to the FlashDecoding baseline. We show results for 90% and 95% sparsity (with one
centroid per 16 tokens). We can attain up to 4.5× speedup relative to the baseline FlashDecoding
kernels by leveraging MULTIPOLE ATTENTION.

Table 2 provides evaluation for the Qwen3-8B model on GSM-Infinite. We include results for the
single-level and hierarchical variants of our method and the Squeezed Attention baseline [Hooper
et al., 2024a]. We report results for 1 and 2 operation difficulty levels (referring to the number of
operations required to get to the final answer). Our method retains closer to baseline accuracy than
sparse attention methods like Squeezed Attention. The advantages of MULTIPOLE ATTENTION are
particularly pronounced for aggressive sparsity regimes since there is a greater chance that sparse
attention methods like Squeezed Attention will discard tokens which are important for retaining
accuracy, whereas our approach always ensures that we retain at least an approximate representation
for these tokens. Additionally, our hierarchical multipole algorithm attains higher accuracy for the
same number of memory operations required relative to the one-level approach by reducing the
overhead of the centroid lookup and centroid replacement operations.

5.3 System Benchmarking

We benchmarked our custom kernel implementations on both A6000 and A100 GPU platforms.
Figure 5 shows the observed attention speedups on an A6000 GPU with our method, and kernel
benchmarking evaluation on an A100 GPU is also provided in Appendix E. We observe up to
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2.5×, 4.1×, and 4.5× speedups for batch sizes of 1, 4, and 16, respectively. We also show the
breakdown of the portion of the runtime spent on our initial centroid comparison (“Centroid Lookup”),
attention approximation using the centroids (“Centroid Replacement”), sparse Flash Decoding for
exact attention with the important keys (“Sparse FlashDecoding”), as well as the median overhead
from the fast cluster update (“Cluster Update”). For larger batch sizes, the centroid lookup and
sparse FlashDecoding runtimes are substantial relative to the attention approximation kernel and
cluster update, demonstrating the low overhead of our centroid replacement method relative to sparse
attention, and how our fast cluster update enables quickly re-building an index over the generated
tokens. Appendix D compares the attention speedups from MULTIPOLE ATTENTION with Squeezed
Attention, demonstrating that we achieve comparable speedups for the same memory footprint.
Appendix F provides additional analysis of the clustering overheads during prefill as well as decode.

6 Conclusion

Reasoning has emerged as a key enabler of complex problem solving capabilities in LLMs. While this
reasoning through long chain-of-thought decoding is critical for achieving high accuracy on complex
tasks, it comes with substantial efficiency costs due to the need to generate thousands of tokens
before producing an answer. While sparse attention methods can accelerate decoding by reducing
the memory bandwidth requirements for loading the KV cache, these approaches lead to substantial
accuracy loss with aggressive sparsity regimes. Our work addresses these challenges by introducing
MULTIPOLE ATTENTION, which reduces the KV cache memory requirements by only loading a small
number of entries for exact attention computation, while maintaining approximate representations for
the rest of the tokens. Our algorithm first clusters the keys based on semantic similarity, and then
uses the corresponding cluster centroids both to select important key vectors and to approximate the
attention to less important keys, thereby retaining important contextual information from the full
sequence. We also design a fast cluster update strategy to facilitate quickly re-clustering the input to
incorporate the newly generated tokens, which allows us to accelerate attention to the previous output
tokens. We evaluate our method on emerging reasoning models and hard long-context reasoning tasks,
demonstrating that our approach can maintain accuracy on complex reasoning tasks with aggressive
KV cache sparsity settings. We also present efficient kernel implementations, demonstrating how our
algorithm can accelerate attention by up to 4.5× for long context reasoning applications.

7 Limitations

One limitation of our method is that it focuses on speeding up generation, and it does not accelerate
attention during the prefill phase. One potential avenue for future work would be extending our
method to support accelerating prefill. Another limitation is that additional implementation effort
would be required to support our method in existing LLM serving frameworks. A third limitation is
that our method requires additional memory to store the centroids (although this overhead is small
relative to the size of the full KV cache).
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A Extended Related Work: Only Loading Important KV Cache Entries

One previous approach for sparse attention has aimed to retain the full KV cache, but only load in
the required KV cache entries for each decoding step. A common method that these approaches
have used to identify important KV cache entries is clustering the keys. QUEST [Tang et al., 2024]
grouped consecutive KV cache entries and derived representative vectors for the keys within each
group. Their approach performs retrieval by comparing the current query with the representative
vectors in order to identify whether the group is important and needs to be loaded for exact attention
computation. While this method grouped consecutive keys, positional proximity in the sequence is
not necessarily indicative of the similarity of the corresponding key vectors. Squeezed Attention
[Hooper et al., 2024a] instead clustered keys based on semantic similarity, thereby allowing for
precise identification of tokens which were likely to be high-scoring. Tactic [Zhu et al., 2025] also
clustered the keys based on semantic similarity and then performed distribution fitting to help predict
important KV cache entries.

Multiple prior works have framed the query-key comparison as a retrieval problem in order to leverage
vector search methods to accelerate attention. One such method, PQCache [Zhang et al., 2024a],
performed product quantization in order to perform vector search to select important keys, and
then only computed exact attention using the selected keys. A2ATS [He et al., 2025] performed
query-aware vector quantization in order to allow for accurate retrieval of important KV cache entries.
RetrievalAttention [Liu et al., 2024a] constructs a vector index over the keys in order to facilitate
retrieval of important keys, and offloads the full KV cache and the vector index to the CPU to perform
the lookup.

In contrast with prior work on accelerating decoding through sparsely loading the KV cache, our
method aims to select and load a small subset of important tokens for exact attention computation,
while maintaining an approximate representation for the remaining KV cache entries. Our approach
uses clustering to group semantically similar keys, followed by a fast centroid lookup that identifies
important keys. Notably, our key centroids also serve as representative vectors for the keys in each of
the clusters, and can therefore be used to approximate the attention to the keys which are not retrieved
by the centroid lookup. This allows our method to maintain high accuracy even with aggressive
sparsity settings (and for tasks which are sensitive to KV cache pruning).

Another related prior work is [Kang et al., 2023], which utilized a Fast Multipole Method (FMM)-
inspired approach for accelerating the attention computation in Transformers. FMM [Coifman et al.,
1993] is a related technique for accelerating simulations with N-Body problems which approximates
groups of point masses as a single point mass and performs coarser grained approximations for
masses which are further away from the current point of interest. This approach is analogous to our
algorithm, which approximates keys using progressively coarser-grained key centroids as we get
further from the current query token. However, unlike [Kang et al., 2023] which grouped KV cache
entries based on positional proximity in the sequence, our method clusters keys based on semantic
similarity, and therefore determines the granularity of approximation based on the importance of KV
cache entries for the current query.

B Additional Long Context Experiments

To demonstrate the broader applicability of our methodology on long context tasks other than reason-
ing, we evaluate our method on LongBenchV1 [Bai et al., 2023] using a non-reasoning long context
model (Llama-3.1-8B-Instruct [Meta, 2024]), with results provided in Table 3. We also provide
additional baseline comparisons with Squeezed Attention [Hooper et al., 2024a], DuoAttention [Xiao
et al., 2024] and TOVA [Oren et al., 2024]. We use the evaluation setup from the DuoAttention
open-source code, which simulates decoding for the last 50 prompt tokens, and we use a temperature
of 0. We configure MULTIPOLE ATTENTION to use 95% sparsity and one centroid per 16 tokens, and
then adjust the other methods to have equivalent KV cache budgets (88.75% sparsity when accounting
for metadata). Our results demonstrate how our method substantially outperforms Squeezed Attention,
DuoAttention, and TOVA on a range of long context evaluation tasks, and also how our method
generalizes to long context tasks outside of reasoning.
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Table 3: MULTIPOLE ATTENTION (“MpAttn”) evaluation on non-synthetic tasks from LongBenchV1
[Bai et al., 2023] for the Llama-3.1-8B-Instruct model. We include baseline comparisons with
Squeezed Attention (“SqAttn”) [Hooper et al., 2024a] as well as DuoAttention (“DuoAttn”) [Xiao
et al., 2024] and TOVA [Oren et al., 2024] (configured to have the same KV cache budget as our
method). We also provide estimates for the number of memory operations required for KV cache
loading, including metadata (normalized to the number of KV cache memory operations required for
the baseline). Note that the TOVA algorithm allows each query head to select different KV entries
and would therefore have a higher KV footprint for GQA models even for the same sparsity settings.
MULTIPOLE ATTENTION provides noticeable accuracy improvements for the same KV cache budget
relative to existing methods.

Config Mem.
Single-Doc. QA Multi-Doc. QA Summarization Few-shot Learning Code

Avg.Ops.
NQA

Qsp
r

M
FQA

HPQA
2W

iki

M
SQ

GRep
QM

SM
M

New
s

TREC
TQA

SSum
RB LCC

Baseline 1.00 30.1 45.3 55.5 56.0 44.8 30.5 35.2 25.3 27.3 72.5 91.2 43.2 49.0 52.5 47.0

DuoAttn 0.1125 13.2 16.8 21.3 29.1 17.4 8.2 20.5 17.3 20.1 32.0 52.4 36.8 47.0 49.0 27.2
TOVA 0.1125 24.1 14.0 23.2 41.5 21.1 15.1 25.5 19.9 20.9 35.0 86.1 39.9 49.1 48.6 33.1
SqAttn 0.1125 29.3 24.2 38.6 50.1 35.2 27.0 31.5 24.5 18.9 55.0 81.6 41.5 49.9 47.4 39.6

MpAttn 0.1125 31.6 32.9 42.0 54.3 31.3 30.3 32.8 24.7 22.9 67.5 86.7 42.1 46.8 48.7 42.5

C Hyperparameter Ablations

Tables 4 and 5 provide ablations for the number of centroids as well as block size, respectively. We
report LongBenchV2 accuracy for the Qwen3-8B model on the “short” (<32K context length) split
with a token budget of 128. We find that if the number of KV tokens per centroid is increased or if
the block size is decreased, the accuracy is degraded. However, increasing these parameters leads
to additional inference costs. We therefore used 1 centroid per 16 tokens and a block size of 8K to
retain model accuracy without introducing substantial memory and latency overheads.

Table 4: LongBenchV2 accuracy on the “Short” (<32K) split versus ratio of centroids to KV tokens
for the Qwen3-8B model. We report results for a token budget of 128. The configuration used
throughout the paper is bolded.

Baseline Ratio=1/128 Ratio=1/64 Ratio=1/32 Ratio=1/16 Ratio=1/8

41.5 29.3 35.4 38.5 38.1 37.0

Table 5: LongBenchV2 accuracy on the “Short” (<32K) split versus clustering block size W for the
Qwen3-8B model. We report results for a token budget of 128. The configuration used throughout
the paper is bolded.

Baseline W = 2K W = 4K W = 8K W = 16K

41.5 35.0 38.0 38.1 36.9

D Runtime Comparison with Squeezed Attention

In Table 6, we compare the latency for MULTIPOLE ATTENTION versus Squeezed Attention [Hooper
et al., 2024a] for the same memory footprint (using one centroid per 16 tokens for MULTIPOLE
ATTENTION and one centroid per 8 tokens for Squeezed Attention, as outlined in Section 5.1). Note
that the Squeezed Attention baseline we compare with in our experiments also contains the clustering
improvements from MULTIPOLE ATTENTION, which are required to allow it to be applied for tasks
where the prefill is only known at runtime and during the generation process to accelerate attention
to newly generated tokens (as the baseline Squeezed Attention method cannot be run online). We
report the speedups for Squeezed Attention and MULTIPOLE ATTENTION on an A6000 GPU with
batch sizes of 1/4/16 (assuming 90% sparsity). These results outline how MULTIPOLE ATTENTION
provides similar latency for the same sparsity level as Squeezed Attention, while providing substantial
accuracy improvements (as highlighted in Section 5.2).
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Table 6: Attention speedup for MULTIPOLE ATTENTION and Squeezed Attention [Hooper et al.,
2024a] for the Qwen3-8B model on an A6000 GPU, relative to the full attention baseline.

Method Batch Size = 1 Batch Size = 4 Batch Size = 16

Squeezed Attention 2.8× 3.3× 3.6×
MULTIPOLE ATTENTION 2.4× 3.3× 3.7×

1.9X 2.1X 2.4X 2.8X1.2X 1.3X

Figure 6: Attention runtime evaluation on an A100 GPU for the Qwen3-8B model. We report results
normalized to the FlashDecoding baseline. We show results for 90% and 95% pruning, and for batch
sizes of 1, 4, and 16 (and assuming one centroid per 16 tokens). We can attain up to 2.8× speedup
relative to the baseline FlashDecoding kernels by leveraging MULTIPOLE ATTENTION.

E A100 Kernel Benchmarking

Figure 6 shows the observed attention speedups on an A100 GPU with our method. We observe up
to 1.3×, 2.1×, and 2.8× speedups for batch sizes of 1, 4, and 16, respectively. Note that there are
reduced speedups for batch size of 1 due to there being insufficient work to saturate the GPU.

F Clustering Runtime

Tables 7 and 8 provide measured runtime for the fast cluster update during generation on A6000
and A100 GPUs, respectively. We find that the overhead of the fast cluster update is typically 3-4%
of the runtime of the FlashDecoding baseline on an A6000 GPU, and 5% of the runtime of the
FlashDecoding baseline on an A100 GPU. Table 9 also reports the clustering overhead during prefill,
which is relatively low (between 13-15% on A6000/A100 GPUs).

Table 7: Runtime (in milliseconds) for running our fast clustering update for the Qwen3-8B model on
an A6000 GPU. The clustering runtimes for 8K and 12K tokens serve as the median and maximum
clustering runtimes, respectively, since we set W = 8K and α = 1

2 W throughout our evaluation.
Since we update the clusters once every 128 decoding steps (and need to run FlashDecoding at
each step), clustering adds a median of 3-4% overhead and a maximum of 6% overhead during the
decoding process.

Batch Size FlashDecoding Runtime (128K context length) Clustering Runtime (8K) Clustering Runtime (12K)

1 0.8 4.1 6.6
4 2.9 12.4 23.1

16 11.6 47.6 89.8
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Table 8: Runtime (in milliseconds) for running our fast clustering update for the Qwen3-8B model on
an A100 GPU. The clustering runtimes for 8K and 12K tokens serve as the median and maximum
clustering runtimes, respectively, since we set W = 8K and α = 1

2 W throughout our evaluation.
Since we update the clusters once every 128 decoding steps (and need to run FlashDecoding at
each step), clustering adds a median of 5% overhead and a maximum of 8-9% overhead during the
decoding process.

Batch Size FlashDecoding Runtime (128K context length) Clustering Runtime (8K) Clustering Runtime (12K)

1 0.4 2.6 4.2
4 1.3 8.4 14.8

16 5.1 31.7 59.7

Table 9: Runtime overhead (in milliseconds) for running our blockwise clustering algorithm during
prefill for the Qwen3-8B model. We report overheads on both A100 and A6000 GPUs for a batch
size of 1, assuming 128K context length prefill (divided into 8K blocks). Clustering adds a relatively
low overhead of between 13%-15% when processing the input prompt.

GPU FlashAttention Runtime (128K context length) Clustering Runtime (16 blocks of size 8K) Clustering Overhead (%).

A6000 1506 192 13
A100 787 118 15
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly state the contributions of the work
(namely, optimizing long-context reasoning through a novel algorithm and system imple-
mentation).
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We included a limitations section in the appendix.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: We did not include any theoretical results requiring proofs.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We include detailed description of the method as well as hyperparameter
settings and system configuration.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: Yes, we will submit our code as part of the supplemental material
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: All hyperparameter settings are specified.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Our experimental results are for individual LLM evaluation runs.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We specify the hardware platforms used for benchmarking results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our work does not violate the code of ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: Our work is focused on efficiency for long context reasoning. There are hence
no direct links to applications with positive or negative societal impacts.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not release models or datasets in our work.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite the creators of existing models and datasets that we use, as well as
previous code implementations that we build upon.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provide documentation and instructions with our code to understand and
run it.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We did not perform research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: We did not perform research with human subjects or crowdsourcing.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: We did not use LLMs in a non-standard manner when producing this work.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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