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Abstract

Recent works have established that Al models introduce
spectral artifacts into generated images and propose ap-
proaches for learning to capture them using labeled data.
However, the significant differences in such artifacts among
different generative models hinder these approaches from
generalizing to generators not seen during training. In this
work, we build upon the key idea that the spectral dis-
tribution of real images constitutes both an invariant and
highly discriminative pattern for Al-generated image de-
tection. To model this under a self-supervised setup, we
employ masked spectral learning using the pretext task of
frequency reconstruction. Since generated images consti-
tute out-of-distribution samples for this model, we pro-
pose spectral reconstruction similarity to capture this di-
vergence. Moreover, we introduce spectral context atten-
tion, which enables our approach to efficiently capture sub-
tle spectral inconsistencies in images of any resolution.
Our spectral Al-generated image detection approach (SPAI)
achieves a 5.5% absolute improvement in AUC over the
previous state-of-the-art across 13 recent generative ap-
proaches, while exhibiting robustness against common on-
line perturbations. Code is available on https://mever-
team.github.io/spai.  To be presented on CVPR 2025:
https://cvpr.thecvf.com/virtual/2025/poster/33589.

Topic — Vision and Learning

1. Introduction

Generative Al technology advances at an outstanding pace
[18]. Early AI approaches for image synthesis, primarily
based on Generative Adversarial Networks (GANs) [12],
have recently been superseded by Diffusion Models (DMs)
[10], capable of producing high-fidelity imagery, while sup-
porting advanced conditioning schemes [4]. Recent meth-
ods for efficient training [33, 37] have further lowered the
barrier for creating new generative models. In this land-
scape of numerous accessible high-performing commercial
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Figure 1. SPAI employs spectral learning to learn the spectral dis-
tribution of real images under a self-supervised setup. Then, using
the spectral reconstruction similarity it detects Al-generated im-
ages as out-of-distribution samples of this learned model.

and open-source models, making strong assumptions about
safeguards implemented at the model level [44] seems in-
tractable, leading to an increasing numbers of harmful syn-
thetic imagery on the Internet [16], which calls for robust
Al-generated Image Detection (AID) approaches.

To this end, the image forensics community has estab-
lished that generative models introduce subtle artifacts to
the generated images [61, 66, 70] and proposed several AID
methods for capturing them [46]. However, even gener-
ators with minimal differences introduce significantly dif-
ferent artifacts [1, 68]. Consequently, existing detectors
poorly generalize to images originating from generators not
seen during training [9, 68], while, due to the large num-
ber of available generative models, it is very difficult, if
not intractable, to maintain an exhaustive up-to-date train-
ing dataset. Thus, current AID approaches perform poorly
when tested outside of lab-controlled environments[16, 36].
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Recently, the idea of modeling the distribution of real
images emerged as an alternative to learning to capture the
artifacts introduced by specific detectors [9]. Under this
new paradigm, synthetic images can be considered as out-
of-distribution samples with respect to a model of real im-
ages. Early attempts to implement this idea mostly focused
on modeling the spatial relationships among pixels of real
images [9, 30]. However, several works found that real and
Al-generated images are better distinguishable in the spec-
tral domain [1, 45]. A fundamental principle of computer
vision suggests looking for the most suitable invariant pat-
terns for the task to be solved [22]. In the case of the AID
task we argue that the spectral distribution of real images is
such a suitable invariant pattern as it is not directly affected
by the introduction of specific generative models, while it
provides significant discriminative power. In this paper, we
present SPectral Al-generated Image detection (SPAI) that
introduces both a modeling approach for the spectral distri-
bution of real images as well as an architecture for capturing
instances that deviate from this learned distribution.

To learn a spectral model of the real images we show that
the pretext task of frequency reconstruction is an effective
approach for modeling their frequency distribution, under
a self-supervised training setup that uses only real images.
Then, to detect Al-generated images as out-of-distribution
samples of this model, we exploit the observation that a
frequency reconstruction model trained on real images will
reconstruct their frequencies more accurately, compared to
the generated ones. We introduce the concept of spectral re-
construction similarity for estimating the divergence of the
reconstructed frequencies from the ones actually present in
the image under question.

Moreover, capturing subtle clues in images is crucial
for effectively distinguishing among real and Al-generated
ones [7]. However, most computer vision models, having
been designed for semantic-based tasks, cannot efficiently
scale to the native resolution of modern photos [75], i.e.
many megapixels. Therefore, pre-processing operations are
required [38], effectively dropping a significant amount of
discriminative information. To utilize all the spectral in-
formation present in the image we introduce the spectral
context attention that enables us to efficiently process any-
resolution images without prior pre-processing. We evalu-
ate our approach across a set of 13 recently proposed gen-
erative approaches and five sources of real images, and
achieve a 5.5% absolute improvement over state-of-the-art,
while achieving superior robustness to common online per-
turbations. Fig. | presents an overview of the paper.

In summary, our contributions include the following:

* We introduce the spectral distribution of real images as
a suitable invariant pattern for distinguishing between
real and Al-generated images and we propose the use of
masked spectral learning for modeling it.

* We show that the pretext task of frequency reconstruction
is an effective approach for modeling the spectral distri-
bution of real images under a self-supervised setup.

* We introduce Spectral Reconstruction Similarity (SRS)
for detecting Al-generated images as out-of-distribution
samples of our learned spectral model of real images.

* We introduce Spectral Context Attention (SCA) to cap-
ture subtle spectral details in any-resolution images.

* We show a 5.5% performance increase compared to the
state-of-the-art across a set of 13 generative models, while
our approach exhibits superior robustness against several
perturbations encountered online.

2. Related Work

Image Generation: Image generation approaches have
rapidly evolved from the generation of low-quality im-
agery [27] to that of photorealistic visual content of any
topic [19, 55]. Early approaches, primarily based on
GANSs [25, 26], established the capability of conditionally
generating visual content from random noise, using addi-
tional textual [67, 73, 79] or visual [6, 54, 78] inputs to
control the process. More recently, the introduction of
DMs [32, 64] for image synthesis has set new standards
to the quality of the generated content, using architectures
that learn to reverse the diffusion process, either in the spa-
tial [32] or in the latent [59] domain. As such, DMs have
mostly superseded GANSs in generative modeling, with only
a few exceptions that adopt ideas introduced for DMs to
GANSs [35]. Moreover, recent works greatly increased the
resolution of the generated images [19, 55], while tech-
niques such as the Low-Rank Adaptation [28, 33] signifi-
cantly enhanced the efficiency of adapting generative mod-
els to any domain. As a consequence, a large and continu-
ously increasing arsenal of open-source and commercial im-
age generation approaches is currently available [2, 19, 76].

Al-Generated Image Detection: In response, several
approaches have been proposed for distinguishing real from
Al-generated (synthetic) images, either by detecting seman-
tic inconsistencies or by capturing low-level artifacts intro-
duced by the generative models. In the former group, recent
approaches detect inconsistencies in facial geometry [3] as
well as in shadows [01], perspective [21] and lighting [20]
of the image. However, as improved generative models get
released, such visible inconsistencies cease to exist. To this
end, recent works have established that generative models
introduce low-level artifacts and proposed approaches for
capturing them either in the spatial [7, 70] or in the spec-
tral [1, 17, 45] domain. However, such artifacts significantly
differ even between models with minimal differences [1].
In pursuit of artifacts that better generalize across different
generators, others have proposed architectures for capturing
inconsistencies in texture-rich image regions [34, 48, 77],
gradient differences [65] or artifacts introduced by the up-
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Figure 2. Overview of the SPAI approach. We learn a model of the spectral distribution of real images under a self-supervised setup using
masked spectral learning. Then, we use the spectral reconstruction similarity to measure the divergence from this learned distribution and
detect Al-generated images as out-of-distribution samples of this model. Spectral context vector captures the spectral context under which
the spectral reconstruction similarity values are computed, while spectral context attention enables the processing of any-resolution images

for capturing subtle spectral inconsistencies.

scaling layers of the generative models [66] as well as
spectral augmentation approaches [14]. Moreover, sev-
eral recent works have employed features from pre-trained
CLIP [56] encoders for capturing both low-level and seman-
tic artifacts [8, 39, 52, 63, 74]. Common ground in all the
aforementioned works is the attempt to model artifacts in-
troduced by the generative approaches, with the intention of
using them for the AID task. As such, they fail to generalize
on unseen generators that introduce artifacts different than
the ones present in the training set.

Modeling Real Images: To better generalize on unseen
generative models the direction of modeling the distribu-
tion of real images has recently emerged as an alternative
solution to the AID task. The key idea is that Al-generated
images constitute out-of-distribution samples with respect
to a model of real (authentic) images. Early approaches
towards this direction noticed that generative models can-
not reconstruct real images as accurately as Al-generated
ones [5, 58, 71]. Recently, He et al. [30] found that noise
perturbations on generated images introduce more variance
to the features extracted by a pre-trained encoder, compared
to real images, while Cozzolino et al. [9] observed a smaller
error on the reconstruction of real images using a super-
resolution model. Such works do not take into account the
fact that most artifacts introduced by the generative models
are better visible in the frequency domain [1, 7, 45].

In this paper, we argue that modeling the spectral distri-
bution of real images is crucial for detecting Al-generated
ones, as it constitutes a pattern that remains invariant to
the introduction of new generative approaches, while pro-
viding significant discriminative capability. To the best of

our knowledge, we are the first to employ frequency recon-
struction [72] as a pretext task for learning such a model.
To detect synthetic images as out-of-distribution samples of
the aforementioned model, we introduce the spectral recon-
struction similarity to measure the divergence between the
reconstructed and the actual frequencies of an image in the
latent space. Furthermore, by introducing spectral context
attention we retain all the spectral information of the image,
by processing it at its original resolution.

3. Spectral AI-Generated Image Detection

Distinguishing between Al-generated and real content,
while generalizing to unknown generative models, requires
capturing invariant features that remain distinctive across
different generators and image transformations. While for
Al-generated images, significant differences are visible in
the frequency domain in the form of spectral artifacts intro-
duced by the generators, their distribution significantly dif-
fers among different generative models. Instead, the spec-
tral distribution of real images is not directly related to the
introduction of specific generative approaches, but to long-
term technological advances [40, 50], constituting an invari-
ance for our task. Thus, our key idea is to build a spectral
model of the real content and detect generated content as
out-of-distribution samples of this model. To build such a
detection pipeline we introduce i) a modeling approach for
the spectral distribution of real images, ii) an architecture
for capturing instances that deviate from this learned distri-
bution. An overview of our architecture is shown in Fig. 2.



3.1. Masked Spectral Learning

To build a spectral model of real images we propose using
the pretext task of frequency reconstruction under a self-
supervised learning setup, using only real images. In par-
ticular, we randomly mask the low- or high-frequency com-
ponent of the input images and train the model G under the
objective of reconstructing the missing frequencies.

Frequency Masking: To obtain the low- and high-
frequency components of input image z € R”*W  we use
the 2D Discrete Fourier Transform xy = F(x) € REXW,
where x(u,v) defines the complex frequency value at co-
ordinates (u,v). Next, inspired by [72], we define a mask
M for masking parts of the spectrum according to a fixed
radius r from its center, that we denote as (cg, ¢y ), with
d(-, ) denoting the Euclidean distance:

M(u,v) = 0 ,d((u,v),(ca,ew)) <r
"7 )1, otherwise

6]

We then define the low- and high-frequency components as:

' =F H(xo M) )

=F N (xo@1-M) 3)

where 1 defines an all-ones matrix, ® point-wise multipli-
cation and F~! the Inverse 2D Discrete Fourier Transform.

To train G we use an auxiliary decoding head H to
predict from its output the reconstructed image & =
H(G(B(x!, 2"))), where B(-,-) randomly samples one of
its inputs according to a binomial distribution. We train
the combination of G and H using the objective L,.. =
D(F(x), F(&)), where D defines the frequency distance in-
troduced in [72]. ‘H is discarded after training.

3.2. Spectral Reconstruction Similarity

Up to this point, G has learned to reconstruct the spec-
tral distribution of real images given their low- or high-
frequency components. Here, we introduce an approach to
detect the out-of-distribution samples of G. In the rest of the
text, we assume that G is a Vision Transformer (ViT) [15].

We apply ViT’s tokenization procedure to process the in-
put image: z is splitinto L = H -W/p? tokens of size p x p.
Each token is embedded to a space of size d through a linear
projection to formulate ViT’s input sequence zp € R4,
Moreover, G comprises IV transformer [69] blocks. We de-
note the output of the n-th transformer block as:

Zn :gn(zo) ERLXd,TL:{l,...,N} (4)

We encode z, =" and z! into z,, zﬁ and zﬁl respectively,
using Eq. (4). Then, we use N projection operators, denoted
P, : R? — RP, one per block of G, to project the three

aforementioned groups of representations from the feature
space of G to one that facilitates the similarity operations
that we define next. Each projection operator comprises
a series of linear projection, layer normalization [43] and
GELU activation layers [31]. Further details regarding their
structure are provided in the supplementary material. We
use them to project 2, 2 and 2, into 2, 2" and 2, all be-
longing to the space of R“* P In the rest of our approach
we only use these latter representations.

As G constitutes a spectral model of real images, it is ex-
pected to better reconstruct their missing frequencies com-
pared to the ones of Al-generated images. Therefore, we
expect bigger distances between Z,, z and z for Al-
generated images. As such, we expect the similarity among
the features of the original image, the low- and the high-
frequency components to indicate the alignment of the spec-
tral distribution of an image with the learned distribution of
G. To measure this divergence we introduce the concept
of Spectral Reconstruction Similarity (SRS). For two rep-
resentations 2 and 2P in space RL*P we define SRS as:

A B LA LB
S = e
Then, using Eq. (5) we define i) the SRS between the rep-
resentations of the original image and the low-pass filtered
one w? = \(Z,, 2.), ii) between the original image and the
high-pass filtered one w?" = \(Z,,, 2*) and iii) between the
low and high-pass filtered components w!? = \(z%, z1).

Each of the SRS vectors w2, wh, w! includes L values,
i.e. one for each of the L tokens of the ViT that capture in-
formation of a p X p region of the image. We then calculate
their mean and standard deviation, resulting in two scalars
for each SRS vector. We concatenate these six values com-

puted for the N blocks of G into 2* € [—1,1]6V.

€ [-1,1]Fx% (5)

3.3. Spectral Context Vector

Intuitively, we expect different values of z* to be useful for
the discrimination of images with different levels of spectral
information. For example, on images without significant
high-frequency content, SRS values that relate to the recon-
struction of high frequencies should provide little value. To
capture this information, the network needs access to the
context where the values of z* have been computed. To
this end, we introduce the Spectral Context Vector (SCV)
2¢ € RP that summarizes the representations of the orig-
inal image from the IV blocks of G. In particular, starting
from the projected representations z,, defined in Sec. 3.2,
we compute their mean and standard deviation over the L
different ViT’s tokens. Then, we concatenate these two
derivative representations of dimensionality D from all the
N transformer blocks into the vector 2’ € RV*2D,

Next, we define a learnable spectral map C' € RY*P and
two projection functions Py (+) : R?P — RP and Py(-) :



RP — RP. Further details regarding the structure of P;
and P, are provided in supplementary material. Using these
three components the network learns to construct the SCV
by attending to the most useful of the 2D feature values for
each of the NV transformer blocks of G as following:

C' = Py(softmax(C) ® Py (2')) € RV*P (6)

N
=) C, eR” (7)
n=1
where C), denotes the n-th row of C’. Finally, we concate-
nate 2¢ and z* into the spectral vector:
ZS — [ZC, Z)\] c RD+6N. (8)
3.4. Spectral Context Attention

In practice, the height and width of the input image z
may receive arbitrarily large values, i.e. images of many
megapixels. While ViTs in theory can scale to inputs of ar-
bitrary size, their quadratic computational complexity w.r.t
the length of their token sequence practically prohibits their
use on such large inputs. Similar limitations are faced by
convolutional neural networks. Thus, a typical approach in
most computer vision tasks that rely on the semantic infor-
mation of the image is to resize it to a fixed size. How-
ever, in verification tasks, such as AID, the ability to cap-
ture anomalies in subtle details of the image is crucial [7].
So, a resizing operation, that effectively discards the high-
frequency information of the image, is problematic. To
tackle this issue, we introduce the concept of Spectral Con-
text Attention (SCA), for combining the most discrimina-
tive SRS values computed for different patches of the im-
age, according to their respective SCV and a learnable spec-
tral reconstruction importance vector ¢ € RP»,

Initially, we split the original image into K patches of
size h x w, forming the patched representation of the im-
age v’ € RE*hxw ‘while x;, denotes the k-th patch of this
sequence. For each patch, we construct its spectral vector
z,f following the approach introduced throughout the pre-
vious paragraphs. Next, following the transformer’s atten-
tion notation [69] we define the weight matrices Wi, Wy, €
RPHEN)XDn and W, € RP»x(D+6N) - Conveniently, we
define 25 € RE*(P+6N) 45 the concatenation of spectral
vectors for all K image patches. Then, we fuse them into
the image-level spectral vector z° through the following:

q* (ES * WK)T

VD

2% = (Ax (27« Wy)) « Wo € RPN (10)

The computational complexity of SCA is O(K).
Classification Head: For the final prediction § € (0, 1), we
use a three-layer MLP on z°, with RELU activations on the
first two layers and a sigmoid activation at the final one.

A = softmax( )€ (0,)E  (9)

3.5. Training Process and Implementation

We train the network in an end-to-end manner with the ob-
jective of minimizing the binary cross-entropy between the
predicted y and the ground-truth y values for each image,
ie. Los = BCE(g,y).

Augmented Views Training: To train our network, in-
cluding the SCA module, under a single training stage, we
would require images that comprise several (h X w) patches.
However, this would limit us on the type of training data
that we could use, while any resizing or cropping approach
would introduce unwanted biases. To this end, we train our
network with a fixed number of patches Kyrqining, that we
construct as random views of the input image x, using a ran-
dom augmentation policy. Thus, any image can be used for
training, while this also enables an efficient implementation
of the training pipeline. Instead, during inference, we use
the actual number of patches K included in each image.

Spectral Model: As our spectral model of real images
G we use a ViT-B/16 transformer [15] pre-trained on Im-
ageNet [13] by Xie et al. [72], using a masking radius
r = 16. We keep its weights frozen throughout the training
of the components introduced in Secs. 3.2 to 3.4.

4. Evaluation

4.1. Evaluation Setup

Implementation Details: We train our architecture for 35
epochs, with a learning rate (Ir) of 5e — 4, cosine decay and
five epochs of linear warmup, using the AdamW [49] opti-
mizer and batch size of 72. We set D = 1024, Kiraining =
4 and, to align with the pretext task, » = 16. The number of
transformer blocks in the ViT we use for G is N = 12, its
latent dimensionality is d = 768, while the size of each of
the K patches is h = w = 224 pixels and empirically we
set D, = 1536. We train our model by applying random
resizing, cropping, rotation, Gaussian blur, Gaussian noise
and JPEG compression augmentations. The SRS, SCV and
SCA are trained on a single Nvidia L40S 48GB GPU.
Datasets: Following [7, 39], we train our approach on
the 180k low resolution images of size 256 x 256, from a
single latent diffusion model [59], introduced along with
180k real images by Corvi et al. [7]. Then, to evaluate
our approach, we compose a representative set of images
originating from recently introduced generative models. In
particular, we employ images from [1] for Glide [51], Sta-
ble Diffusion 1.3 (SD1.3) and Stable Diffusion 1.4 (SD1.4),
representing some early popular text-to-image synthesis ap-
proaches, primarily generating low-resolution images, i.e.
< 0.5 megapixels. Next, we collect from [1] images for
DALLE? [57], Stable Diffusion 2 (SD2) and Stable Diffu-
sion XL (SDXL) [55]. Also, we employ the online sources
of [24, 42] to collect images generated by Flux and Stable
Diffusion 3 (SD3) [19] respectively. We also include images



Image Size < 0.5 MPixels

0.5 - 1.0 MPixels

> 1.0 MPixels

AVG
Approach Glide SD1.3 SD1.4 Flux DALLE2 SD2 SDXL SD3 GigaGAN MJv5 MJv6.1 DALLE3 Firefly
NPR [66] 72.2  89.6 60.5 [19.8 39 125 18.1 60.6 83.2 153 1938 97.1 380 454
Dire [71] 333 599 613 457 522 685 469 492 36.3 419 503 65.2 49.9 50.8
CNNDet. [70] 59.2 59.0 612 398 715 575 674 302 73.4 48.8  56.7 235 734 555
FreqDet. [23] 43.6 923 927 365 474 425 665 69.8 63.2 369 275 42.2 809 57.1
Fusing [34] 63.0 628 622 575 767 669 62.1 38.8 80.4 64.0 74.0 252 76.3 623
LGrad [65] 76.5 824 834 749 857 60.7 702 [12.7 89.9 69.2  79.6 30.0 42.0 659
UnivFD [52] 633 80.8 812 363 914 843 783 28.6 86.2 57.1  60.5 31.0 955 673
GramNet [48] 782 839 843 786 852 667 77.8 192 85.0 63.8 849 42.9 38.0 0684
DeFake [63] | 86.1 642 63.6 905 414 662 523 87.7 71.7 67.0 875 933 394 70.1
PatchCr. [77] 784 [ 957 962 869 81.8 957 96.7 33.8 98.0 79.0 & 96.1 28.1 79.1 80.4
DMID [7] 73.1 1100.0 100.0 972 543 [99.7 99.6 67.9 67.9 99.9 944 413 90.2 835
RINE [39] 95.6 99.9 999 93.0 93.0 966 993 39.1 92.9 9.4 812 41.8 829 855
SPAI (Ours) | 90.2 799:6 99.6 83.0 91.1 965 974 759 85.4 945 84.0 90.2 96.0 91.0

Table 1. Comparison against state-of-the-art. Average AUC over 5 sources of real images is reported. Lower values are highlighted in
red, while higher values are highlighted in green. Best overall average value is highlighted in bold, while second best is underlined. Our
approach generalizes across all the considered generative approaches, even on ones producing imagery of extreme fidelity, such as SD3,
where the single method [63] that scores better was required to explicitly train on relevant data.

Backbone # Training Data AUC
CLIP ViT-B/16 [53] 400 million 87.6
DINOvV2 ViT-B/14 [56] 142 million 87.5
MFM ViT-B/16 (Ours) [72] 1.2 million 91.0

Table 2. Evaluation of different backbones. Average AUC over 5
sources of real images and 13 generative models is reported. Best
value is highlighted in bold.

generated and provided by GigaGAN [35], which consti-
tutes one of the few recently proposed GAN-based genera-
tors. These approaches represent a group of recent methods,
capable of producing images up to 1 megapixel. Finally, we
collect images for Midjourney-v5 (MJv5), DALLE3 [2] and
Firefly from [1], as well as for Midjourney-v6.1 (MJv6.1)
from [60]. For each model we collect 1k images, with the
exception of MJv6.1 for which we use 631 publicly avail-
able images. Regarding the real images we employ 1k sam-
ples from each of RAISE [11] and FODB [29], as repre-
sentative sources of images captured by DSLR cameras and
smartphones respectively. We include another 1k images
from the test sets of ImageNet [13], COCO [47] and Open
Images [41] that represent a general collection of online im-
ages, an object-focused database and a collection of high-
resolution Web images respectively. These datasets have
been collected before the advent of capable generative Al
approaches and thus can be safely assumed to be real.

Detection Approaches: We compare our approach
against several recent methods proposed to tackle the is-
sue of generalization on generative models not seen dur-
ing training. We considered 12 approaches with pub-
licly available code and weights. In particular, we em-
ployed CNNDetect [70], FreqDetect [23], GramNet [48],
Fusing [34], LGrad [65], DMID [7], UnivFD [52], De-

Fake [63], DIRE [71], PatchCraft [77], NPR [66] and
RINE [39] on their default setups. To facilitate our exper-
iments we used the SIDBench framework [62]. In total,
for the 12 considered methods, we evaluated 25 different
weight checkpoints. We report best results per method.

4.2. Comparison Against State-of-the-Art

We compare against the considered detectors and report the
obtained AUC scores for each of the 13 considered gen-
erative models in Tab. 1, averaged over all the sources of
real images. While almost all competitors successfully dis-
tinguish Al-generated images from specific generators, in
some cases even achieving near-perfect performance, they
catastrophically fail to others. For example, while in the
case of Firefly images our method achieves the best perfor-
mance, in the case of DALLE3 images NPR [66] performs
best. However, NPR underperforms in all the rest generative
approaches, overall scoring the worst among the consid-
ered detectors. This highlights the inability of detectors that
learn to capture specific types of artifacts to generalize to
generators that introduce different types of inconsistencies.
Instead, our approach, exhibits consistently high detection
performance across all the generative models, achieving an
absolute average improvement of 5.5% over the second best
method, even with the later using a much larger ViT-L back-
bone pre-trained on the 400 million images of CLIP.
Robustness Against Online Perturbations: To under-
stand the robustness of our network against common per-
turbations encountered online we study five different types
of perturbations. In particular, we study the effects of JPEG
and WebP compression with quality factors @) = 85, 70, 50
as well as Gaussian Blur with kernel size k = 3,5, 7, Gaus-
sian Noise with standard deviation ¢ = 1, 3,5 and resizing
with scaling factors of 85,70, 50%. To better isolate the ef-
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Figure 3. Robustness evaluation on common perturbations. Average AUC is presented over the perturbed versions of two sources of real
images from smartphones and DSLR cameras respectively and 13 generative models.

Ablation AUC
SPAI (Ours) 91.0
- w/o spectral pretraining 52.5
% w/o SRS 71.0
g w/o SCV 84.9
g w/o SCA 83.2
S w/o SCA + TenCrop (mean) 85.3
©  W/o SCA + TenCrop (max) 84.2

w/o JPEG compression 89.1
g w/o distortions 84.2
&b w/o JPEG comp. & distortions 87.7
< with WebP compression 89.3

with chromatic augmentations 80.5

Table 3. Ablation studies of the key components and augmenta-
tions. Average AUC over 5 sources of real images and 13 genera-
tive models is reported. Best value is highlighted in bold.

fect of each perturbation, in this study we use only the sets
of real images originating directly from DSLR and smart-
phone cameras, i.e. from RAISE and FODB respectively,
and present the results in Fig. 3. For illustration purposes
we limit the results to the two best competitor approaches,
as indicated by Tab. 1. We see that in all cases our approach
outperforms the competing methods.

4.3. Ablation Studies

Pretraining Approach: We evaluate the importance of the
frequency reconstruction pretext task for learning the spec-
tral distribution of real images. To this end, we replace our
spectral learned ViT backbone and retrain our network us-
ing the CLIP [56] and DINOV2 [53], that have been trained
using visual-text alignment and spatial alignment respec-
tively. We report results in Tab. 2 and find that our ViT leads
to clearly higher performance, while being trained only on
a fraction of the data used for training CLIP and DINOv2.
Architectural Components: To verify their signifi-
cance we remove each of them and retrain the network.
We report the respective AUC scores in Tab. 3. First, we

r  AUC | D AUC || Ir  AUC
8§ 824 768 864 || le3 841
16 910 | 1024 910 || Se4 910
24 831 1536 888 || led 856
32 850 || 2048 853 || Se5 827

Table 4. Hyperparameters tuning. Average AUC over 5 sources
of real images and 13 generative models is reported. Best value is
highlighted in bold.

train the backbone along with the rest of the network from
scratch, without using pretrained weights. As expected, per-
formance plunges, highlighting the importance of learning
the spectral distribution of real images first. Then, we re-
move SRS, SCV and SCA. For the latter, we evaluate us-
ing center cropping of the images as well as ten-crop along
with mean and max fusion of the subsequent outputs. In
all cases performance drops, highlighting the importance of
these components in detecting Al-generated images as out-
of-distribution samples to the underlying spectral model.

Augmentations: We evaluate our augmentation policy
by removing the noise and blur distortions, the JPEG com-
pression as well as both and report performance in Tab. 3.
Performance drops in all cases, highlighting their value. To
evaluate whether further augmentations could benefit per-
formance, we also train our network using WebP compres-
sion and chromatic augmentations. However, we found that
this led to a decrease in the overall performance.

Hyperparameters Tuning: We examined different val-
ues for the masking radius r, the learning rate {r and the
size of the latent dimensionality D and we report the cor-
responding results in Tab. 4. We see that [r = 5e — 4 was
optimal for our network, as well as D = 1024. Regarding
the masking radius, the optimality of » = 16 highlights the
importance of the alignment between the pretext task and
the later use of this underlying spectral model for AID.

4.4. Analysis of Spectral Context Attention

We perform a qualitative evaluation of spectral context
attention and present two samples in Fig. 4, where we



(b) Attending texture-rich regions.

(a) 6-finger case correctly spotted.

Figure 4. Qualitative analysis of spectral context attention. A
cool-warm overlay has been applied on each patch. Red color
indicates significant patches for deciding whether the image is Al-
generated (high attention values), while blue color indicates irrele-
vant patches (low attention values). The attention values have been
normalized in [0, 1].

overlay the normalized attention score for each patch of the
image. In the first one, depicting an Al-generated image of
a human subject possessing a six fingers hand, our attention
mechanism identified this patch as significant for the final
decision. In the second case, we observe that spectral
context attention predicts higher values for patches depict-
ing some complex scenes, in contrast to patches with flat
textures, aligning with our original intuition for building it.

4.5. Failure Cases

While our method, based on spectral learning, exhibits su-
perior generalization performance both w.r.t state-of-the-art
approaches as well as on robustness against online pertur-
bations, it still cannot claim to fully solve the AID task. As
Dufour et al. [16] highlighted, Al-generated images often
appear online in the form of derivative images, i.e. parts of
synthetic images appearing in screenshots, memes, or even
in photographs of computer screens and in printed material.
This intermediate medium, either fully digital, or involving
analog parts in the case of external photographs and print-
ings, distorts the spectral distribution of the Al-generated
image signal. Thus, the subtle inconsistencies introduced
by the generative approaches, become indistinguishable in
this later noisy signal. Case in point, we present two Al-
generated images in Fig. 5 that have been recently shared
online. While our method successfully detects their early-
shared copies, it fails to detect two of their derivative copies.
This highlights some potential future directions on combin-
ing spectral learning with semantic context understanding.

5. Conclusion

In this paper we introduced the key idea that the spectral dis-
tribution of real images constitutes an invariant and highly-
discriminative pattern for Al-generated image detection and
proposed masked spectral learning to model it. To detect

Detection: 86% Detection: 79%
(a) Accurately detected Al-generated images shared online. Spectral con-
text attention correctly identifies artifacts in the hand and the texture of the
jacket (left), as well as on the face and the ear (right).

Detection: 0%
(b) Derivative Al-generated images failed to be detected. The distortion
introduced by the intermediate medium makes indistinguishable the spec-
tral artifacts that were previously captured correctly.

Detection: 2%

Figure 5. Failures in detecting derivative Al-generated images.
Similar to Fig. 4, spectral context attention is depicted in overlay.

generated images as out-of-distributions samples of this
model, we introduced the concept of spectral reconstruc-
tion similarity for capturing the divergence of the spectral
distribution of an image from the one learned by the under-
lying model. Furthermore, we introduced spectral context
attention for detecting subtle spectral inconsistencies in
images of any resolution. Using our approach we achieved
a significant improvement in state-of-the-art performance,
while achieving robustness against common online pertur-
bations. By introducing our work we believe to contribute
in reducing the malicious exploitation of generative Al as
well as in providing the research community with useful
ideas and building blocks for subsequent works in the field.
Limitations: Detecting subtle spectral inconsistencies
in Al-generated images requires this information to pass
through the medium transmitting the image. Instead, com-
pression algorithms that discard information not stimulating
the human eye as well as noisy digital and analog channels
corrupt this useful information. This ultimately constrains
what any detector relying on the image signal can detect.
Yet, we believe that our work constitutes a contribution to-
wards better approaching these theoretical limitations.
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