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Abstract

Large language models (LLMs) have rapidly advanced healthcare applications such as dis-
ease diagnosis; however, their integration into surgical practice remains largely unexplored.
One key barrier is the physical constraint inherent in the surgical environment—surgeons’
hands are typically occupied during procedures, rendering traditional input modalities such
as keyboards or touch interfaces impractical. In this study, we investigate methods for en-
abling LLMs to process spoken input and generate verbal responses, thereby facilitating
hands-free interaction. We further developed a web-based, code-free prototype of a voice-
interactive surgical LLM, accessible to any user with an internet connection. This work
establishes a foundational step toward the broader goal of developing operating room–ready
surgical AI systems.
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1. Introduction

Large language models (LLMs) have rapidly transformed how we interact with technology
by enabling human-like text generation and understanding. In healthcare, these models
have demonstrated considerable potential in supporting clinical tasks such as disease di-
agnosis and treatment planning(Pan et al., 2025; Liu et al., 2023; Li et al., 2024; Tanno
et al., 2024; abd Matthias Keicher et al., 2025). Despite these advances, their direct ap-
plication in surgery remains largely unexplored. The high-stakes environment of surgery
demands absolute accuracy and real-time responsiveness, which LLMs cannot yet guaran-
tee. Additionally, surgeons’ hands are almost always occupied during procedures, making it
impractical to use keyboards or other traditional input devices for interacting with LLMs.
This is a major practical barrier to the direct application of LLMs within the environment
of an operating room.

Voice-based interaction offers hands-free communication that enables surgeons to issue
commands or ask questions without interrupting their surgical tasks. This approach could
allow seamless access to AI by interfacing with LLMs through spoken language. As such,
developing a voice-interactive interface represents the first step toward making LLMs usable
in surgical settings. In this study, we investigate methods for enabling LLMs to process
spoken input and deliver verbal responses. We further developed a prototype web-based
voice-interactive surgical LLM designed for experimentation and evaluation by researchers
and clinicians.
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Figure 1: A concise overview of the components comprising the prototype voice-interactive
surgical LLM.

2. Method

Two primary architectures have been proposed to enable voice-based interaction with LLMs:
(1) the speech-to-speech (S2S) architecture and (2) the chained, or cascaded, architecture.
The S2S architecture is capable of directly processing audio inputs and generating audio
outputs, making it particularly well-suited for low-latency, highly interactive conversational
applications. However, their application in surgical contexts is limited by the necessity
of extensive domain-specific audio training data, which is currently lacking in the surgical
field.

In comparison, the chained architecture represents a more practical and modular ap-
proach. It processes audio input sequentially—first transcribing speech to text, then gen-
erating responses using an LLM, and finally synthesizing speech from the generated text.
Through the integration of a microphone, a speech-to-text module, and a text-to-speech
module, this architecture enables the incorporation of any existing LLM into a voice-
interactive system.

To develop a code-free application for surgeons to play with, we employed Gradio1

to construct a web-based interface. The implementation details of the prototype voice-
interactive surgical LLM are as follows:

1. Microphone: Integrated Gradio microphone component;

2. Speech-to-text module: Python speech recognition package from PyPI2;

3. LLM: Claude 3.5 Sonnet3, tested as the core LLM;

4. Text-to-speech module: Google text-to-speech for converting LLM-generated text into
an .mp3 audio file, which is rendered using Gradio’s audio playback component.

Fig.1 provides a concise overview of the components comprising the prototype surgical LLM,
implemented using the chained architecture.

1. https://www.gradio.app
2. https://pypi.org/project/SpeechRecognition
3. https://www.anthropic.com/news/claude-3-5-sonnet
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Figure 2: A demo of the proposed voice-interactive surgical LLM.

3. Demo

The prototype surgical LLM is a web-based application accessible to any user with an
internet connection. As shown in Fig.2, users can initiate interaction by simply pressing
the ’Record’ button and speaking to the system. The application captures the audio input,
transcribes it into text, and forwards it to the LLM. The model then generates a response,
which is subsequently converted to speech and played back through the integrated audio
output.

4. Discussion

In this work, we explored approaches for developing voice-interactive surgical LLMs and
implemented a code-free, web-based prototype accessible to surgeons via any internet-
connected laptop. This represents an initial step toward the long-term goal of deploying
LLMs in operative settings. As a next phase, we plan to evaluate the model’s speech-to-text
performance using word error rate as a benchmark. Future efforts will involve testing the
system in more complex and task-specific scenarios, including the accurate recognition of
surgical terminology and procedural commands. Additionally, we aim to fine-tune domain-
specific surgical LLMs using real-world surgical data to enhance contextual understanding
and task relevance.
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