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Abstract

Understanding treatment effect heterogeneity is vital for scientific and policy re-
search. However, identifying and evaluating heterogeneous treatment effects pose
significant challenges due to the typically unknown subgroup structure. Recently, a
novel approach, causal k-means clustering, has emerged to assess heterogeneity
of treatment effect by applying the k-means algorithm to unknown counterfactual
regression functions. In this paper, we expand upon this framework by integrating
hierarchical and density-based clustering algorithms. We propose plug-in estima-
tors which are simple and readily implementable using off-the-shelf algorithms.
Unlike k-means clustering, which requires the margin condition, our proposed
estimators do not rely on strong structural assumptions on the outcome process. We
go on to study their rate of convergence, and show that under the minimal regularity
conditions, the additional cost of causal clustering is essentially the estimation error
of the outcome regression functions. Our findings significantly extend the capabil-
ities of the causal clustering framework, thereby contributing to the progression
of methodologies for identifying homogeneous subgroups in treatment response,
consequently facilitating more nuanced and targeted interventions. The proposed
methods also open up new avenues for clustering with generic pseudo-outcomes.
We explore finite sample properties via simulation, and illustrate the proposed
methods in voting and employment projection datasets.

1 Introduction

1.1 Heterogeneity of Treatment Effects

Causal effects are typically summarized using population-level measures, such as the average treat-
ment effect (ATE). However, these summaries may be insufficient when treatment effects vary across
subgroups. For example, finding the subgroups that experience the least or greatest benefit from a
specific treatment is of particular importance in personalized medicine or policy evaluation, where
the subgroup effects of interest may diverge significantly from the population effect. Even while
experiencing the same treatment effects, some people may have been exposed to a significantly higher
baseline risk. In the presence of effect heterogeneity, the typically unknown subgroup structure
poses significant challenges in accurately identifying and evaluating subgroup effects compared to
population-level effects.

To delve deeper than the information provided by the population summaries and to better understand
treatment effect heterogeneity, investigators often estimate the conditional average treatment effect
(CATE) defined by

E(Y'-Y?| X),
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where Y is the potential outcome that would have been observed, possibly contrary to fact, under
treatment A = a, and X € X is a vector of observed covariates. The estimation of the CATE
has the potential to facilitate the personalization of treatment assignments, taking into account the
characteristics of each individual. Admittedly, the CATE is the most commonly-used estimand
to study treatment effect heterogeneity. Various methods have been proposed to obtain accurate
estimates of and valid inferences for the CATE, with a special emphasis in recent years on leveraging
the rapid development of machine learning methods [e.g.,[3} 20} 21} 27, 135} 142} 146/ 52, |53} 158 162].

Subgroup analysis has been the most common analytic approach for examining heterogeneity of
treatment effect. Selection of subgroups reflecting one’s scientific interest plays a central role in the
subgroup analysis. Statistical methods aimed at finding such subgroups from observed data have been
termed subgroup discovery [43]. The selection of such subgroups may be informed by mechanisms
and plausibility (e.g., clinical judgment), taking into account prior knowledge of treatment effect
modifiers. They could be chosen by directly subsetting the covariate space, often in a one-variable-at-
a-time fashion [e.g.,/49]. Most existing studies on data-driven subgroup discovery identify subgroups
where the CATE exceeds a prespecified threshold of clinical relevance, allowing researchers to
prioritize subgroups with enhanced efficacy or favorable safety profiles [e.g.,l6, 11} 44,147,151} 163]].
Some recent advances proposed heuristics for discovering rules based on a specific CATE estimator
subject to a certain optimality criterion, yet without any theoretical exploration [e.g., 8} 15} 23] 48]].
Wang and Rudin [59] proposed an algorithm to automatically find a subgroup based on the causal rule:
(CATE > ATE). Kallus [31] proposed a subgroup partition algorithm for determining a subgroup
structure that minimizes the personalization risk.

1.2 Causal Clustering

In contrast to earlier work predominantly focused on supervised learning approaches, there is a grow-
ing interest in analyzing heterogeneity in causal effects from an unsupervised learning perspective,
particularly within the causal discovery literature. Based on the causal graph or structural causal
model framework, there has been a series of recent attempts to learn structural heterogeneity through
clustering analysis [e.g.,125 126,41} 145]]. Conversely, the exploration of treatment effect heterogeneity
in the potential outcome/counterfactual framework using unsupervised learning methods has received
significantly less attention. To our knowledge, only one paper has developed such methods; Kim
et al. [39] have proposed Causal k-Means Clustering, a new framework for exploring heterogeneous
treatment effects leveraging tools from cluster analysis, specifically k-means clustering. It allows one
to understand the structure of effect heterogeneity by identifying underlying subgroups as clusters
without imposing a priori assumptions about the subgroup structure.

To illustrate, we consider binary treatments and project a sample onto the two-dimensional Euclidean
space (E[YY | X],E[Y? | X]). It is immediate to see that closer units are more homogeneous in
terms of the CATE, which provides vital motivation for uncovering subgroup structure via cluster
analysis on this particular counterfactual space. (See (a) & (e) in Figure [I). This approach has
the capability to uncover complex subgroup structures beyond those identified by CATE summary
statistics or histograms. Moreover, it holds particular promise in outcome-wide studies featuring
multiple treatment levels 56} 57, because instead of probing a high-dimensional CATE surface to
assess the subgroup structure, one may attempt to uncover lower-dimensional clusters with similar
responses to a given treatment set.

However, the method proposed by Kim et al. [39] only applies to k-means clustering. Despite is
popularity, k-means has some drawbacks. It works best when clusters are at least roughly spherical.
It also has trouble clustering data when the clusters are of varying sizes and density, or based on
non-Euclidean distance. Furthermore, the cluster centers (centroids) might be dragged by outliers,
or outliers might even get their own cluster. Other commonly-employed clustering algorithms,
particularly hierarchical and density-based approaches, could mitigate some of these limitations
[1} 19 221 [29],140]. Density-based clustering is applicable for identifying clusters of arbitrary sizes
and shapes, while concurrently exhibiting robustness to noise and outlier data points. Hierarchical
clustering proves beneficial in scenarios where the data exhibit a nested structure or inherent hierarchy,
irrespective of their shape, and can accommodate various distance metrics. It enables for the creation
of a dendrogram, which provides insights into the interrelations among clusters across multiple
levels of granularity. Figure|l|illustrates the three methods in the causal clustering framework with
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Figure 1: Two instances in which the three clustering techniques result in distinct subgroups for the
projected sample. The grey dotted diagonal line indicates no treatment effects.

binary treatments, where hierarchical and density-based clustering methods produce more reasonable
subgroup patterns.

In this work, we extend the work of Kim et al. [39] by integrating hierarchical and density-based
clustering algorithms into the causal clustering framework. We present plug-in estimators which
are simple and readily implementable using off-the-shelf algorithms. Unlike k-means clustering,
which requires the margin condition [39]], our proposed estimators do not rely on such strong
structural assumptions on the outcome process. We study their rate of convergence, and show that
under the minimal regularity conditions, the additional cost of causal clustering is essentially the
estimation error of the outcome regression functions. Our findings significantly extend the capabilities
of the causal clustering framework, thereby contributing to the progression of methodologies for
identifying homogeneous subgroups in treatment response, consequently facilitating more nuanced
and targeted interventions. In a broader sense, causal clustering may be construed as a nonparametric
approach to clustering involving unknown functions, a domain that has received far less attention than
conventional clustering techniques applied to fully observed data, notwithstanding its substantive
importance. Therefore, the proposed methods also open up new avenues for clustering with generic
pseudo-outcomes that have never been observed, or have been observed only partially.

2  Framework

Following Kim et al. [39], we consider a random sample (Z1, ..., Z,) of ntuples Z = (Y, A, X) ~ P,
where Y € R represents the outcome, A € A = {1, ..., ¢} denotes an intervention with finite support,
and X € X C R¢ comprises observed covariates. For simplicity, we focus on univariate outcomes,
although our methodology can be easily extended to multivariate outcomes. Throughout, we rely on
the following widely-used identification assumptions:

Assumption C1 (consistency). Y =Y % if A = a.
Assumption C2 (no unmeasured confounding). A 1l Y| X.
Assumption C3 (positivity). P(A = a | X) is bounded away from 0 a.s. [P).

For a € A, let the outcome regression function be denoted by
e (X)=EY* | X)=E(Y | X,A=a).

Then, the pairwise CATE can be consequently defined as 744/ (X) = p1q(X) — pos (X) for any pair
a,a’ € A. The conditional counterfactual mean vector p : X — RY projects a unit characteristic
onto a g-dimensional Euclidean space spanned by the outcome regression functions {1, }:

u(X) = [ (X), . g (X)) (1)



Adjacent units in the above counterfactual mean vector space would have similar responses to a given
set of treatments by construction. If all coordinates of a point x(X) are identical for a given X, it
indicates the absence of treatment effects on the conditional mean scale. Hence, conducting cluster
analysis on the transformed space by p allows for the discovery of subgroups characterized by a
high level of within-cluster homogeneity in terms of treatment effects. Crucially, standard clustering
theory is not immediately applicable here since the variable to be clustered is u, a set of the unknown
regression functions that must be estimated. We let {fi, } be some estimators of {1, }. In Sections
and[d] we analyze the nonparametric plug-in estimators for hierarchical and density-based causal
clustering, respectively, where we estimate each p, with flexible nonparametric methods and perform
clustering based on 1i = (fi1,. .., i)

It is worth noting that y can be easily customized for a specific need through reparametrization,
without affecting our subsequent results. For example, it is possible that the difference in regression
functions may be more structured and simple than the individual components [e.g.,[13}135]. In this
case, a parametrization such as = (g — p1, 3 — f41, - - - ) could render our clustering task easier
by allowing us to harness this nontrivial structure (e.g., smoothness or sparsity) [see |39, Section 2].

Notation. We use the shorthand p;y = p(X;) and iy = 1(X;) = [01(X5), ..., ﬁq(XZ-)}T. We let
|||, denote L, norm for any fixed vector x. For a given function f and r € N, we use the notation

Iflle.r = [P(FIY" = [f |f(z)\Td]P’(z)]l/T as the L,(P)-norm of f. We use the shorthand
an < by, to denote a,, < cb,, for some universal constant ¢ > 0. Further, for x € R? and any real
number 7 > 0, we let B(z, ) denote an open ball centered at « with radius r with respect to Lo norm,

ie.,B(z,r) = {y € R?: ||z — y|l2 < r} and use the notation B(z, r) for the closed ball. Lastly,
we use the symbol = to denote equivalence relation between two notationally distinct quantities,
especially when introducing a simplified notation.

3 Hierarchical Causal Clustering

Hierarchical clustering methods build a set of nested clusters at different resolutions, typically
represented by a binary tree or dendrogram. Consequently, they do not necessitate a predetermined
number of clusters and allow for the simultaneous exploration of data across multiple granularity
levels based on the user’s preferred similarity measure. Moreover, hierarchical clustering can be
performed even when the data is only accessible via a pairwise similarity function. There are two
types of hierarchical clustering: agglomerative and divisive. The agglomerative approach forms a
dendrogram from the bottom up, finding similarities between data points and iteratively merging
clusters until the entire dataset is unified into a single cluster. The divisive approach employs a
top-down strategy, whereby clusters are recursively partitioned until individual data points are reached.
Here we only consider the agglomerative approach which is more common in practice [61]. We
remark that the similar argument in this section may be applicable to the divisive approach as well.

Consider a distance or dissimilarity between points, i.e., d : R? x R? — [0, 1]. As in previous studies
[e.g.,[14L 16} 130], we extend d so that we can compute the distance, or linkage, between sets of points
S1(p) = Sp and S3(p) = S in the conditional counterfactual mean vector space as D(S1,.52).
There are three common distances between sets of points used in hierarchical clustering: letting Ny
be the number of points in S; and similarly for No, we define the single, average, and complete
linkages by ming, es, s,es, A(51,52)s F; Dos e snes, U515 52), and max, s, s,es, d(s1, 52),
respectively. Single linkage often produces thin clusters while complete linkage is better at spherical
clusters. Average linkage is in between. Causal clustering entails estimating the nuisance regression
functions {y, }, which necessitates the following assumption.

Assumption Al. Assume that either (i) {uq} and {fi,} are contained in a Donsker class, or (ii)
{lia} is constructed from a separate independent sample of same size.

Assumption [AT]is required essentially because in our estimation procedure, we use the sample twice,
once for estimating the nuisance functions {y, } and again for determining the clusters. One may use
the full sample if we restrict the flexibility and complexity of each i, through the empirical process
conditions, as in (i), which may not be satisfied by many modern machine learning tools. In order
to accommodate this added complexity from employing flexible machine learning, we can instead
use sample splitting [e.g.,[12L164]], as in (ii). We refer the readers to Kennedy [32} 133} 34] for more
details.



In the following proposition, we give an error bound of computing the set distance with the conditional
counterfactual mean vector estimates.

Proposition 3.1. Let D denote the single, average, or complete linkage between sets of points,
induced by the distance function such that d(x,y) < ||z — yl|,. Then under Assumption for any

two sets S1, Sz in {1(;)} and their estimates S, Sa with {fi(; },

D(51,82) = D(81,5)| $ 3 llfta = Hall.c -
acA

A proof of the above proposition and all subsequent proofs can be found in Appendix. Proposition [3.1]
suggests that in the agglomerative clustering we shall obtain identical cluster sets beyond a certain
level of the dendrogram, where the distance between the closest pair of branches exceeds the outcome
regression error. The result applies to a wide range of distance functions in Euclidean space.

In some problems it might be expensive to compute similarities between all n items to be clustered
(i.e., O(n?) complexity). Eriksson et al. [16] proposed the hierarchical clustering of n items only
based on an adaptively selected small subset of pairwise similarities on the order of O(nlogn).
By virtue of Proposition [3.1] their algorithm is also applicable to our framework as long as /i, is a
consistent estimator for p, [see|l6, Theorem 4.1].

In contrast to k-means clustering, it is not straightforward to analyze the performance of hierarchical
clustering with respect to the true target clustering, because we build a set of nested clusters across
various resolutions (a hierarchy) such that the target clustering is close to some pruning of that
hierarchy. Moreover, conventional linkage-based algorithms may have difficulties in the presence of
noise. Balcan et al. [[5]] proposed a novel robust hierarchical clustering algorithm capable of managing
these issues. Their algorithm produces a set of clusters that closely approximates the target clustering
with a specified error rate even in the presence of noise, and it is adaptable to an inductive setting,
where only a small subset of the entire sample is utilized. We shall adapt their algorithm for causal
clustering, and analyze the performance of our proposed algorithm.

We consider an inductive setting where we only have access to a small subset of points from a much
larger data set. This can be particularly important when running an algorithm over the entire dataset is
computationally infeasible. Suppose that {C1, ..., C} } is the target clustering, and that there exist N
samples in total. Assuming we are given a random subset U™ of size n, n < N, consider a clustering
problem (U™, 1) in the conditional counterfactual mean vector space where each point € U™ has
a true cluster label I(1) € {C1,...,Cx}. Further we let C'(u) denote a cluster corresponding to
the label (1), and n¢(,) denote the size of the cluster C'(1). To proceed, we define the following
good-neighborhood property to quantify the level of noisiness in our population distribution.

Definition 3.1 ((«, v)-Good Neighborhood Property for Distribution). For a fixed ' € RY, let
Cw') = {p : C(p) = C(W')}, i.e, a set whose label is equal to C(y'), and v, = inf{r :
Pl € B(y',r)] = P[C(1')]}. The distribution P, satisfies (o, v)-good neighborhood property if
P, = (1 — v)Py + VPpise where Py, is a probability distribution that satisfies

Po{peB rw) \C()} < o,

and P, 1s a valid probability distribution.

The good-neighborhood property in Definition[3.1]is a distributional generalization of both the v-strict
separation and the a-good neighborhood property from Balcan et al. [4,[5]. «, v can be viewed as
noise parameters indicating the proportion of data susceptible to erroneous behavior. Next, we assume
the following mild boundedness conditions on the population distribution and outcome regression
function.

Assumption A2. ||ul|2, ||Z2]|2 < B for some finite constant B a.s. [P].
Assumption A3. P, , in Definition[3.1|has a bounded Lebesgue density.

In the next theorem, we analyze the inductive version of the robust hierarchical clustering [5}
Algorithm 2] in the causal clustering framework. We prove that when the data satisfies the good
neighborhood properties, the algorithm achieves small error on the entire data set, requiring only a
small random sample whose size is independent of that of the entire data set.



Theorem 3.2. Suppose that UN consists of N i.i.d samples from P, ,, that satisfies the (o, v)-
good neighborhood property in Definition [3.1] For n < N, consider a random subset U" =

{ray, - umy} C UN and its estimates U = {Bay, -, By} in which clustering to be performed.
Lety =3 c 4 |fia — ttall o, and for any o € (0, 1), define

1 1 1 1
/: 71 v /: 71 e
@ OH_O(”NOng)’ v 1/+O< NOg5N>’
1 1 ~y 1
= —log [ — Liog(=)].
€ O<7+Nog(5N>+ Nog(7>>

Then under Assumptions [AIJA2] and[A3] as long as the smallest target cluster has size greater
than 12(v' 4+ o/ + €)N, the inductive robust hierarchical clustering [5]] on U™ with n =

© min(o/l—i-s,u’) log 6min(a1,+s’y,)) produces a hierarchy with a pruning that has error at most

V' + & with respect to the true target clustering with probability at least 1 — § — 20 .

The main implication of Theoremis that, in essence, the natural misclassification error o from the
a-good neighborhood property has increased by Op(} 4 |fia — fall,) due to the costs associated
with causal clustering.

4 Density-based Causal Clustering

The idea of density-based clustering was initially proposed as an effective algorithm for clustering
large-scale, noisy datasets [[17,124]. The density-based methods work by identifying areas of high
point concentration as well as regions of relative sparsity or emptiness. It offers distinct advantages
over other clustering techniques due to their adeptness in handling noise and capability to find clusters
of arbitrary sizes and shapes. Further, it does not require a-priori specification of number of clusters.
Here, we focus on the level-set approach [see |50, and the references therein].

With a slight abuse of notation, we let P be the probability distribution of p to distinguish it from the
observational distribution [P, and p be the corresponding Lebesgue density. We also let K denote a
valid kernel, i.e., a nonnegative function satisfying f K (u)du = 1. We construct the oracle kernel
density estimator pj, with the bandwidth & > 0 as

1 iy —
il "ol Ll QN
;hq ( h ’

for Vu' € RY. Then we define an average oracle kernel density estimator by E(py,) = py, and the
corresponding upper level set by Ly, = {p : pn(u) > t}. Suppose that for each ¢, Ly, can be
decomposed into finitely many disjoint sets: Ly ; = C1 U---UC},. Then C, = {C4, ..., C}, } is the
level set clusters of our interest at level £.

pr(p') =

S|

With regard to the analysis of topological properties of the distribution P, the upper level set of pj
plays a role akin to that of the upper level set of the true density p, yet it presents various advantages,
as indicated in previous studies [e.g., [19} [37, |50} |60]; py, is well-defined even when p is not, pj
provides simplified topological information, and the convergence rate of the kernel density estimator
with respect to py, is faster than with p. For such reasons, we typically target the level set Ly, ; induced
from py, in lieu of that from p [see, e.g.,138, Section 2].

When each p;) is known (or has it been observed), the level sets could be estimated by computing
Lns = {u: pn(p) > t}. Specifically, for each ¢ we let Wy, = {y : pn(p) > t}, and construct a

graph G4 where each ji(;) € W, is a vertex and there is an edge between fi(;) and p(;) if and only if
lleciy — 1) ll2 < h. Then the clusters at level ¢ are estimated by taking the connected components of
the graph G, which is referred to as a Rips graph. Persistent homology measures how the topology
of R, varies by the value of ¢. See, for example, Bobrowski et al. [[7], Fasy et al. [19]], Kent et al. [36]
more information on the algorithm and its theoretical features.



However, in our causal clustering framework, the oracle kernel density estimator py, is not computable
since we do not observe each ;). Thus we construct a plug-in version of the kernel density estimator:

11 )
)= ()

with estimates {fi(;) }. Then we target the correspondmg level set Lh + = {p: pn(p) > t}. Toaccount

for the added complications in estimating Lh,t, we introduce the following regularity conditions on
the kernel K, along with the bounded-density condition from Assumption|[A3|on the distribution P.

Assumption A3'. p is bounded a.s. [P).

Assumption Ad. The kernel function K has a support on B(0, 1). Moreover, it is Lipschitz continuous
with constant M, i.e., forall z,y € RY, |K(z) — K(y)| < Mk ||z — y||5.

The Hausdorff distance is a common way of measuring difference between two sets that are embedded
in the same space. In what follows, we define the Hausdorff distance for any two subsets in Euclidean
space.

Definition 4.1 (Hausdorff Distance). Consider sets S1, 52 C R1. We define the Hausdorff distance
H(Sl, SQ) as

H(Sl,Sg):max{sup 1nf ||$—y||2,sup inf |x—yz}
z€S1 Y €S yeS zeS

Note that the Hausdorff distance can be equivalently defined as
H(Sl,SQ) = inf{e >0: 81 C SQ,e and Sy C Sl,e};
where fori = 1,2, S; . := {y € R?: there exists x € S; with ||z — yl|, < €}.

To estimate the target level set L; ,, = {p;, > ¢} using the estimator Lt7h = {pn > t}, we normally
assume that the function difference ||py, — pp ||, is small. To apply this condition to the set difference

H(L p, Et, 1), we have to ensure that the target level set L, j, does not change drastically when the
level ¢ perturbs. We formalize this notion as follows.

Definition 4.2 (Level Set Stability). We say that the level set L, j, = {w € R? : pp(w) > t} is
stable if there exists a > 0 and C > 0 such that, for all 6 < a,

H(L¢—5n, Liysn) < CO.

The next theorem shows provided that the target level set Ly, ; is stable in the sense of Definition 4.2}
our level set estimator Ly, ; is close to the target level set Ly, ; in the Hausdorff distance.

Theorem 4.1. Suppose that Ly, ; is stable and let H(-, ) be the Hausdorff distance between two sets.
Let the bandwidth h vary with n such that {hy, }nen C (0, ho) and

s (0201
n nhn

Then, under Assumptions[Al] and|A4| we have that with probability at least 1 — 6,

H(zthh’t)g\/(1og(1/hn))++1og<2/5) 1 mm{Zma s log(2/5) hn}

< 0

nhl

The above theorem ensures that the estimated level sets in the causal clustering framework do not
significantly deviate from L, ;, provided that the error of [i, remains small. As a consequence, we
show that causal clustering may also be accomplished via level-set density-based clustering, albeit at
the expense of estimating the nuisance regression functions for the outcome process. The bandwidth
h may be selected either by minimizing the error bounds derived from Theorem @4.1|or by employing
data-driven methodologies [e.g., 138, Remark 5.1].
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from density-based (causal) clustering, where we fix ¢ = 0.05, 0.1 and vary n.
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Figure 3: (a) Histogram of the true CATE in the test set. In the original study [46], individuals
with zero treatment effects are assigned to the label L = 0. (b) The result of density-based causal
clustering. Units in Cluster C1 appear to have higher baseline risk (110). (c) We observe that points in
Clusters C1 and C2 are more concentrated around the right upper area (larger 1, ¢41) and the lower
left area (smaller p, 1), respectively.

S Empirical Analyses

5.1 Simulation Study

Here, we explore finite-sample properties of our proposed plug-in procedures via simulation. In
particular, we investigate the effect of nuisance estimation on the performance of causal clustering to
empirically validate our theoretical findings in Sections [3|and 4]

For hierarchical causal clustering, we use the simulation setup akin to that of Kim et al. [39]. Letting
n = 2500, we randomly pick 10 points in a bounded hypercube [0, 1]3: {c3, ..., ¢%,}, and assign
roughly n/10 points following truncated normal distribution to each Voronoi cell associated with
c;; these are our {yi(;)}. Next, we let i, = f1, + & with § ~ N(0,n~7), which ensures that
|lia — t1all = Op(n="). Following Balcan et al. [3], by repeating simulations 100 times, we compute
classification error as a proxy of the clustering performance using different values of parameter o
fixing the value of v and (3. The results are presented in Figure|Z| (a) & (b) with standard deviation
error bars. The simulation result supports our finding in Theorem 3.2} indicating that the price we
pay for the proposed hierarchical causal clustering is inflated o due to the nuisance estimation error.

For density-based causal clustering, we utilize the toy example from Fasy et al. [18]], originally used
to illustrate the cluster tree. We consider a mixture of three Gaussians in R%. Then, roughly n/3
points for each of the three clusters are generated, which are our {z(;)}. Similarly as before, we

let fi, = pq + & with € ~ N(0,n7%). Next, letting h = 0.01, we compute p;, and pj,, and the
corresponding level sets Ly, ; and Ly, ; for different values of ¢. For each n, we calculate the mean
Hausdorff distance between Lj, ; and Ly, ; through 100 repeated simulations, and present the results
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in Figure |Z| (c) & (d) with error bars. Again, the results corroborate the conclusion from Theorem@
that the cost of causal clustering is associated with the nuisance estimation error.

5.2 Case Study

In this section, we illustrate our method through two case studies. We use semi-synthetic data on the
voting study and real-world data on employment projections.

Voting study. Nie and Wager [46] considered a dataset on the voting study originally used by
Arceneaux et al. [2]]. They generated synthetic treatment effects to render discovery of heterogeneous
treatment effects more challenging. We use the same setup as Nie and Wager [46, Chapter 2], where
we have binary treatments, binary outcomes, and 11 pretreatment covariates. While Nie and Wager
[46] specifically focused on accurate estimation of the CATE, here we aim to illustrate how the
proposed method can be used to uncover an intriguing subgroup structure. We randomly chose a
training set of size 13000 and a test set of size 10000 from the entire sample. Then we estimate {fi(;) }
using the cross-validation-based Super Learner ensemble [[54] to combine regression splines, support
vector machine regression, and random forests on the training sample, and perform the density-based
causal clustering on the test sample using DeBaC1 function in TDA R package [[18]].

In Figure B}(b), we see two clusters in our conditional counterfactual mean vector space that are
clearly separable from each other, one with nearly zero subgroup effect (Cluster C2) and the other
with negative effect (Cluster C1). They correspond to the two largest branches at the bottom of the
tree (Figure [3}(c)). Roughly 4% of the points are classified as noise. Interestingly, units in Cluster
C1 appear to have higher baseline risk yiy than Cluster C2. This is indeed more clearly noticeable in



Figure [3}(c); Clusters C1 and C2 have a higher concentration of units in the right upper area (larger
Lo, (1) and the lower left area (smaller pig, p1).

Employment projection data.

The dataset, obtained from the US Bureau of Labor Statistics (BLS), provides projected employment
by occupation. Specifically, the dataset consists of projected 10-year employment changes (2018-
2028) computed from the BLS macroeconomic model across various occupations. We have eight
education levels (No formal education, High school, Bachelor’s degree, etc.). Here, we aim to uncover
subgroup structure in the effects of entry-level education on projected employment. Our data also
include four covariates: baseline employment in 2018, median annual wage in 2019, work experience,
and on-the-job training.

Again we randomly split the data into two independent sets and use the super learner ensemble to
estimate the nuisance regression functions. We then find clusters using robust hierarchical causal
clustering described in Section[3] Since we have multi-level treatments this time (¢ = 8), for ease
of visualization, in Figure [d we present the resulting clusters in two-dimensional hyperplanes with
axes representing the first and second, second and third principal components, respectively. We also
present the density plots for some of the pairwise CATEs across clusters in Figure [3]

In Figure [ we observe four distinct clusters which are quite clearly separable from each other on
the principal component hyperplanes. It appears that some clusters show considerably different
effects from the others (e.g., Cluster 3), as shown in Figure[5] Our findings indicate a substantial
heterogeneity in the effects of entry-level education on projected employment.

6 Discussion

Causal clustering is a new approach for studying treatment effect heterogeneity that draws on cluster
analysis tools. In this work, we expanded upon this framework by integrating widely-used hierarchical
and density-based clustering algorithms, where we presented and analyzed the simple and readily
implementable plug-in estimators. Importantly, as we do not impose any restrictions on the outcome
process, the proposed methods offer novel opportunities for clustering with generic unknown pseudo
outcomes.

There are some caveats and limitations which should be addressed. First, causal clustering plays a
more descriptive and discovery-based than prescriptive role compared to other approaches. It enables
efficient discovery of subgroup structures and intriguing subgroup features as illustrated in our case
studies, yet will likely be less useful for informing specific treatment decisions. Understanding
this trade-off is thus important, and we recommend using our methods in conjunction with other
approaches. Nonetheless, the clustering outputs could be potentially utilized as an useful input
for subsequent learning tasks, such as precision medicine or optimal policy. Next, our theoretical
findings show that when the nuisance regression functions {1, } are modeled nonparametrically, the
clustering performance essentially inherits from that of {fi, }. The convergence rate of [i, can be
arbitrarily slow as the dimension of the covariate space increases. Kim et al. [39] addressed this
issue by developing an efficient semiparametric estimator that achieves the second-order bias, and
S0 can attain fast rates even in high-dimensional covariate settings [34]. In future work, we aim to
develop more efficient semiparametric estimators for hierarchical and density-based causal clustering.
Extension to other robust clustering methods, such as hierarchical density-based clustering [10],
would be a promising direction for future research as well. Lastly, our proposed methods are currently
limited to the standard identification strategy under the no-unmeasured-confounding assumption,
which is typically vulnerable to criticism [e.g., 28, Chapter 12]. To widen the breadth of the causal
clustering framework, we will also be exploring extensions to other identification strategies, such as
instrumental variable, mediation, and proximal causal learning.

7 Broader Impact

The proposed method provides a general framework for causal clustering that is not specifically
tailored to any particular application, thereby reducing the potential for unintended societal or ethical
impacts. Nonetheless, it is important to note that the identified subgroup structure was constructed
entirely based on treatment effect similarity, without accounting for fairness or bias.
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Appendix

A Robust Hierarchical Clustering

This section summarizes definitions and theoretical results in Balcan et al. [3]].

We first define a clustering problem (U, [) as follows. Assume we have a data set U of N objects.
Each point ¢/ € U has a true cluster label [(y') in {C1,...,C)}. Further we let C(u') denote a
cluster corresponding to the label [(1), and n¢(,/) denote the size of the cluster C(y”).

The good-neighborhood property in Definition [A.T]is a generalization of both the v-strict separation
and the a-good neighborhood property in Balcan et al. [5]. It roughly means that after a portion
of points are removed, each point might allow some bad immediate neighbors but most of the
immediate neighbors are good. «, v can be viewed as noise parameters indicating the proportion of
data susceptible to erroneous behavior.

Definition A.1 (Property 3 in [3]]). Suppose a clustering problem (U, 1) with |U| = N, and a similarity
Sunctiond : Ux U — R. We say the similarity function d satisfies («, v)-good neighborhood property
for the clustering problem (U, 1), if there exists U" C U of size (1 — v) N so that for all points ' € U’
we have that all but N out of their ng 1\ nearest neighbors in S’ belong to the cluster C(p').

In the inductive setting, Algorithm 2 in Balcan et al. [S]] uses a random sample over the data set and
generates a hierarchy over this sample, and also implicitly represents a hierarchy over the entire data
set. When the data satisfies the good neighborhood properties, Algorithm 2 in [5] achieves small
error on the entire data set, requiring only a small sample size independent of that of the entire data
set, as in Theorem[A]

Theorem A.1 (Theorem 11 in [5]). Let d be a symmetric similarity function satisfying the (o, v)-
good neighborhood for the clustering problem (U,1). As long as the smallest target cluster has size

greater than 12(v 4+ «) N, then Algorithm 2 in [15)] with parameters n = © (min(la ) log 5min1(a V))

produces a hierarchy with a pruning that has error at most v + § with respect to the true target
clustering with probability at least 1 — 6.

B Proofs

Throughout the development we let P denote the conditional expecEation given the sample operator
f asin P(f f f . Notice that P( f ) is random only if f depends on samples, in which
case P(f) ;é E(f). Otherw1se PP and E can be used exchangeably. For example, if f is constructed
on a separate (training) sample D" = (Z1, ..., Z,,), then P {f(Z)} = E{ (Z) | D”} for a new
observation Z ~ P. Lastly, we let do : R? x R? — R be the Euclidean distance on RY, i.e.,

da(z,y) = ||z — yll, .

We present the following basic lemma which we will use throughout the proofs.
Lemma B.1. Under Assumption

(a) The conditional expectation of ||[i — 1||, is bounded by the estimation error of [is: i.e.,

P~ ully) <D 1 — prallps - @)

(b) UnderAssumptionfor 0 €(0,1), %Z?:l Hﬁ(i) S0 ||2 can be bounded with proba-
bility at least 1 — § as

log(1/3
*ZH/J()—M(Z I, SZHNG pall, + B Og( /%) )
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Proof of Lemma(B1] (a) It is immediate to see that

P [[la) - ol ¢§:m (X))
< ZP o (X) = pa(X)]]
= Z [Ha — MaHIP’,l :

(b) Noting that Assumptionimplies 0 < ||fi) — ke
we get

||, < V2B a.s., by Hoeffding’s inequality

Ly~ m nt?
P (n S e — #oll, = B [l — #ell,] > t) “ e (B2> |
i=1
Hence for any 6 > 0, applyingt = B 10g(1/5) gives

1 o= N log(1/6
P (13 10 - ol <2 0 - moll] + 2y 502 ) 215
=1

Then applying (2) gives

L - log(1/6
P<nZHN<i> —neoll, < leua fall, + B Og( / )> >1-4.
=1

Proof of Proposition 3.1]

We rewrite Proposition [3.1] with detailed constants relation.

Proposition B.2. Let D denote the single, average, or complete linkage between sets of points,
induced by the distance function such that d(x,y) < C |l — yl||, for some constant C > 0. Then

underAssumptlon.for any two sets S1, So in {j1(;)} and their estimates Sl, Sy, with {He )

|D(1,82) = D(51,55)| < 2C 3" [l —
acA

Proof of Proposition|B.2] Recall that we are given a pair of points s1 = (111 (X1), ..., g(X1)), $2 =

(ul (Xg), ceey [Lq(XQ)), and their estimates §1 = (,L’ll ()(1)7 ceey ,aq(Xl)), §2 = (ﬁl (XQ), ceey ﬁq(XQ))
for VX, Xy € X. To prove the theorem, first we upper bound the maximum discrepancy between
d(s1, s2) and d(S1, S2). Since our distance function satisfies

d(z,y) < Cllz -yl
for any z,y € R?, we may get
d(sl,Sz) — d(/S\l,/S\Q)
< Clu(X1) = p(X2) = {B(X1) — 1(X2)}]y
2
< CZ Z ‘ﬁa(Xj> - ,ua(Xj>|
j=1acA

< 2C Z H//J\a - ,uaHoo

acA

where the first inequality follows by ||z]|1 — [|y|l1 < ||l — y]l1.
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Let (s1*,82%) = argmin d(s1,s2) and $7,73% denote their estimates. Then by the definition of
§1€51,52€852
single linkage we have

D(81,5:) - D(51,8)| = |

< [d(s7,53) — d(s7, 53]

<203 n — pal

acA

The same logic applies to the complete and average linkages.

Proof of Theorem [3.2]

Recall that we let 1 denote a point in the conditional counterfactual mean vector space given X', A.
We also use the notation UV := {H(1)7 .. ,u(N)} where p(;)’s are i.i.d. samples from P. Further
by Assumption[A3] we assume that every distribution satisfying the good neighborhood property in
Deﬁnltlon@ has a density bounded by p,, < co. We begin with introducing some useful lemmas
before proving our main theorem.

Lemma B.3. Under Assumptions[A2} [A3]

sup P (u € B(w,r+s)\B(w,r)) < Cys,
weRI,r>0

where Cy is some constant that depends on p,, B, and q.
Proof. Let A\ be the g-dimensional Lebesgue measure. By Assumption (A2), supp(p,) C
[-2B,2B]?, and hence for any w € R? and r, s > 0,
Ag (B(w, 7+ s)\B(w, 7)) Nsupp(pu)) < Aq (B(w, r + $)\B(w, 7)) N [-2B,2B]1).

Now, we bound \,_; (0B(w,t) N [-2B,2B]?) for any ¢ € R. First, note that for any v > 0, by
considering that the map ¢ : OB(w,t) N [-2B,2B]? — 0B(w,t + u) N [-2B — u, 2B + u]? by
o(w + tv) = w + (t + w)v for unit vector v satisfies ||o(z) — @(y)|| > ||l — y

Ag—1(0B(w,t) N [-2B,2B]7) < A\j—1(0B(w,t + u) N [-2B — u,2B + u]?).
And hence

—)\q L (6B(w, t) N [~2B, 2B]4)

/ A1 (OB(w, £) N [~2B, 2B]%)du

Q‘w

< Ag1 (OB(w, t + 1) N [-2B — u, 2B + u)?) du

[ 2] )
1
q

(15% (w,t + B)\B(w, 1)) N {—2(1 + 5)372(1 + )BT)
(L=

) (am w,t + )N {_2(1 + é)B,Q(l +

1 q
—2(1 B 2(1+ )B} ) < ed1BY,

< g .

and hence
Ag—1(0B(w, ) N [-2B,2B]) < 22471 B17 !¢,
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Then A, (B(w,r + s)\B(w, 7)) N [-2B,2B]?) is bounded as
Ay (B(w, r + s)\B(w, 1)) N [=2B, 2B]) = /0 A1 (OB(w, 7 + ) N [~2B, 2B]")dt
< /S €220 1 BI=1pdt = 2291 B9 1ys.
0
And hence for all w € R? and » > 0, Under Assumption

P(u € B(w,r+ s)\B(w,r)) < pu/ Aq (dw)
(B(w,r+s)\B(w,r))Nsupp(p,)
< eplLQququflqs.
O
Lemma B.4. Suppose UV = {ways - ey} are ii.d. samples from P. With probability 1 — d,

|UN N (B(w,r + s)\B(w, 7‘))|
N

sup
weRY,r>0

< (o) s (5) o )

where Cy is a constant depending only on q, B, p,,.

—P(p e Blw,r+ s)\B(w,r))‘

Proof. For w € R? and r,s > 0, let By, ,s = B(w,r + s)\B(w,r), and let F, :=
{1s,.,.:weRI,r >0} Then

’UN N (B(w,r + s)\B(w, 7“))‘

sup —P(u 6B(w,7‘+s)\]B%(w,7‘))|
weR,r>0 N
| X
=Sy izzlf(u(i)) —E [f(u@w)] ’ -

Now, for w € R? and 7 > 0, let B,,,, := B(w,r) and B,,, := R9\B(w,r), and let H :=
{By,r:w € R r>0}and H = {me cw € R r > O}. Then the VC dimension of H or H
N

is no greater than ¢ + 2. Therefore, let s(#, N) and s(H,
respectively, then by Sauer’s Lemma for N > ¢ + 2,

eN q+2 _ eN q+2
< < .
s(H,N) < <q+2> and s(H,N) < <q+2>

) be shattering number of # and H,

Now, let G := {By,rs : w € R9,r > 0}, then G5 C {Aﬁ B:AeH,Be 7:[}, and hence for
N>q+2,

-~ eN 27t
S(gs,N) S S(H,N)S(H7N) S <q-i—2> .

Then, for N = (2q + 4)2,

s(Gs, (2q + 4)?) < (2e(2q + 4))*H
< (22atdy2aHe 2(2q-5-4)27
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so VC dimension of G, is bounded by (2¢ + 4)2. Then from Theorem 2.6.4 in Van Der Vaart and
Wellner [55],

1\ 2(C@a+?=1)
€

N(For ||+ 6) < K(2q+ 4)%(4e) 20+ (

2
- SK((] + 2)6 2((29+4)°-1)
— € )

for some universal constant K. Now, for all f € F,, we have Ef? < CBp,.qS from Lemma

Hence, by Theorem 30 in Kim et al. [37], with probability 1 — dy,

sup
feFs

1 N
N Z Fluey) —E [f(u@)]

v v,Css 2A C3310g(%) 108?(%)
< —L1og(2A 1271 —, N N
<C Nog(2 q)+\/ N Og<C35)+ N T ;

where v, = 2((2¢ + 4)? — 1) and A, = 8K (q + 2)e. Hence, it can be simplified as

<cr o) e () e (),

where C, is a constant depending only on ¢, B, p,,.

sup
fEFs

1 N
N Z Fluy) —E [flue))]

O

Corollary B.5. Suppose UV = {u(l), e u(N)} are i.i.d. samples from P. Under Assumption
with probability 1 — dn, we have

(UN N (B(w,r + 5)\B(w,7))| 1 ( 1 > s <1)
su <Cs(s+=log| —)+4/=log| - ,
wGRq:’[q)ﬂ>O N =3 N J (51\/‘ N & S

where C3 is a constant depending only on q, B, p,,.

Proof.
sup ‘UN N (B(w,r + 8)\B(w,r))|
weR,r>0
< sup P(ueBw,r+s)\Bw,r))
weRT,r>0
Ud N (B(w, B(w,
+ sup | (B(w,r + \B(w, 1)) —P(peB(w,r+ s)\B(w,r))|.
weRY,r>0 N

Then from Lemma [B.3]and [B-4] with probability 1 — dx,
sup ‘UN N (B(w,r + 5)\B(w,r))|

weRI,r>0
< Chs+ G Gflog (5;) + \/; log (i) + \/; log (%))
< Cis+ Gy (;Img <;V> 1/ los (i) +% (” %log <£\r)>>
<G <s+ - log <£V> [y los (i)) ’

where C3 = max {C’l + %CQ, %CQ}.
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Lemma B.6. Suppose UV = {1y, s iy } are i.i.d samples from the mixture distribution P, ,,
defined in Definition Then with probability 1 — 8y, the distance ds satisfies (o, V')-good
neighborhood property for the clustering problem (UN 1), where

' [ L oe L ' Lie L
a-a—i—O( NIOg(SN and Vv =v+0 Nlog5 .

Proof. For any oy € (0, 1), by Hoeffding’s inequality we have

N
1 B 2
N E l{ﬂ(i)wpnoise}zl/‘i‘wﬁloga

=1

with probability at most 67 /2. Again by Hoeffding’s inequality, for all points i/ € UV we have

N
1 B 2
3 2 e ~ Pa and iy € B rw) \C(u)} > oy log 5

i=1

with probability at most /2, as Po{p;) € B(p',r) \ C(i')} < « by the given condition.
Therefore by definition, it follows that with probability at least 1 — Jn the distance ds satisfies

(a + \/ % log %, v+ \/ % log %) -good neighborhood property. O

Proof of Theorem [3.2]

Proof. From Lemma the distance d5 satisfies (o, v’)-good property for the clustering problem
(UN,1). So there exists a subset U' € U of size (1 — v/)N such that for any point z/ € U’ all but
aN out of ng(,)nys neighbors in U’ belongs to the cluster C'(p'). For each p/ € U, let ryr v be the
distance to the n¢(,)nur-th nearest neighbor of 1 in U', i.e.,

rus, e = inf {r >0: |UNB,r)| > nC’(p/)ﬁU’} . 4)

Then it follows
|U/ N B(MI,TU/’u/)\C(u/)| < o'N.
Now letting v = >~ c 4 [fia — ftal| o, we define € as

€= sup |U/ N (B(MI’TU,’“' - 47)\B(”/7TU’,/A’))|.

' ey’ N
Then by Corollary under Assumption it follows that with probability 1 — &,

e wp NGB
_/A'E]Rq,r>0 N

1 1 ~y 1
< - — s 2.
<4C; (’erNlog <5N> + Nlog <’y)>
B 1 1 5 1

Now we consider estimates of UV (and correspondingly U’). For each 1/ € U™, let i’ be an estimate

of 41/, and let UV = {i/ : 1/ € UN}, and correspondingly, U ={i/: 4/ eVU}cUN. onUY,
define a cluster label [ : UN — {Cy,...,C)} as

(i) = 1),

i.e., the cluster label [ on 7’ coincides with the true cluster label [ on 1i/. Let C/(ji') denote a cluster

Hence,

corresponding to [(j1'), and define C(j/) := {,& :C(p) = C’(ﬂ’)} as the set of i values for which
I(f) matches C'(fi'). Then we have

NCpHNU = Nepnynir-
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Now, note that da (1, ') < ry, implies do(f1, 1) < 7yr 0 + 27, and hence o € U NB(p/, 7yr )
implies 1 € U NB(4', 7y, + 27). Thus, it follows that

‘U' NB(, rurw + 27)‘ > U NBW, rur )| = ne@ynw = e gnno- ®)

Therefore, if we define TG 38 the distance to the e

to (@), as

1yt nearest neighbor of /i in U, similar

ﬁﬁ’,ﬂ’ .= inf {r >0: ‘0’ NB(i,r)| > né(ﬂ,)mo,} ,
then, from (3), fﬁ/,p' is bounded by
7:0’,;1’ < runw + 2.
Also, note that da(f1, 1) < 7y + 2 implies do(p, pt') < 7y, + 4, and thereby [ € U'n
B(4, rur e + 27) implies p € U NB(y', 7y, + 47). Thus we have
[0 B e+ 2N E@)
< NB(, 1y e+ 47)\C(W))
< WUNB, ru ) \NC)] + U O B rr e + 4)\B(W rur,p0r))|
< (a' +¢)N,
which leads to
U'n B g, )\C()
Consequently, the distance d» satisfies (o’ + ¢, v’)-good property for the clustering problem (0, ).
Then as long as the smallest target cluster has size greater than 12(v'+a’+¢) N, Theoremimplies
that Algorithm 2 of Balcan et al. [5] with n = © (min(a,lJrE ") log (5min(a1,+g m)) produces a
hierarchy with a pruning that is (v’ +6)-close to the target clustering with probability 1 —6 —20y. O

< (a' +¢)N.

< ‘0’ NB(, o + 29)\C(2)

Proof of Theorem [4.1]

First, we give the following new result on bounding the Hausdorff distance between sets in the
counterfactual function space.

Theorem B.7. Suppose that Ly, ; is stable and let H(-,-) be the Hausdor{f distance between two
sets. Suppose that Assumptions and[Ad|hold. Let § € (0,1) and {hy,}nen C (0, ho) be

o 5
e (log(1/hn)) + log(2/0)
nhi

lim sup < 00

n
Then, with probability at least 1 — 9,

(log(1/hy))+ + log(2/6)
nhi

1 . N log(2/8
+hq+1 mln{z ||Na - Ua||1 + g(n/ )7 hn})

In order to show Theorem [B.7} we need the following Lemma.
Lemma B.8. Suppose Assumptions[Al] and[A4|hold. Let § € (0,1) and {hy, }nen C (0, ho)

H(Ehn,taLhn,t) <Cpk,B \/

be satisfying
log(1/h,, log(2/6
imup (B0 )t oBCID)
Then, with probability at least 1 — 9,
[Ph, = Pholloo
log(1/hy))+ + log(2/0 1 . ~ log(2/6
<Cpxk,B \/( W/ )ri;;q (2/9) + a1 min ZH% — Hally + %, by,

for some constant Cp g p depending only on P, K, B.
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For showing Lemma (B8], we note that ||py,, — px can be upper bounded as

nlloo

1Pr, = Pholloe < MNPr, = Phollc + PRy — Phllog - (©)
Therefore, in what follows we shall provide high probability bound for ||pn,, — p, ||, in Lemma
and ||pr,, — Ph,, ||, in Lemma (B.10). Then applying these to (6) will conclude the proof.

The following is from applying Kim et al. [37, Corollary 13].
Lemma B.9. Under Assumptions[Al] and[Ad] if we let § € (0,1) and {hy }nen C (0, ho)

be satisfying
s (OB ) 10BC2ID) _
n nhn

then with probability at least 1 — 0 it follows

B — g L. < Coux \/(log(l/hn))++log(2/5)

nhi ’

where Cp i depends only on P and K.

Proof. Consider X = B(0, B + hg). Then by Assumption (A2)) for Vw € R?\X it follows

1y — wll2
h
supp(K) C B(0,1) from Assumption (A4) implies that

~ 1 S By —wy
Dh,, (W) = n;K <h > =0as,

and consequently that p;,, (w) = 0 as well. Therefore,

> 1.

1P, = Prolloe = SUP [Ph, () = P, (W) O]
we
Under Assurnption P has a bounded density p, so by Kim et al. 37| Proposition 5] we have that
. f]B%(m,r) p(w)dw
limsup sup ———— < o0

r—0 zeX rd

Note that under Assumption (A4), we have that | K (z) — K(y)| < Mk ||z — y||, for any z,y € R?

and supp(K) C B(0, 1), which together implies that || K|| ., < Mg < oo. Hence,

00 1
1
/ t sup K?(x)dt < / tMzdt = — M3z < oo.

0 el 0 2

Then applying Kim et al. [37, Corollary 13] gives that with probability at least 1 — &,
¢ (1og(1/fn)) + +log(2/9)

®)

sup [pn,, (w) — pn, (w)| < Cpx

q b
weX nhi,

where Cp x depends only on P and K. Finally (7) and (8) together imply that with probability at
least 1 — 6,

. ¢ (108(1/1)). +108(2/9)

thn — Ph, nh® .
O
Lemma B.10. Under Assumptions[Al]|JA2] and Then
. - Cyp.B . ~ log(1/6
1B, =l < 2255 mm{ZP[||ua ~ pall /LD

where Cyy,. g depends only on M and B.
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Proof. By Assumption [Ad]it follows that |K (z) — K (y)| < Mx ||z — yl|, for any z,3 € R? and

supp(K) C B(0, 1), which together implies that | K (x) — K(y)| < Mg and || K||,, < Mk. Thus
it follows

|K () — K(y)| < min {Mg [l —yll,, Mx}.

, |Ph,, (w) — Dp,, (w)| is upper bounded by

gy —w\ (e —w
(M) e (M)
1 By — M
M%me{MK |72 hnﬂ( )HQ’MK}
hq—‘,—l { ZH“() H(i ||27 }

n

~ ~ 1
P, (W) = Pn, (w)] < o Z
i=1

IN

| /\

Since this holds for any w € RY,

||ﬁhn _ﬁhn”oo = hq+1 { Z H,U /L(i)||27hn} .

Then under (A4), applying (3) from Lemma 1| gives that with probability 1 — 6, ||pn,, — Ph
upper bounded as

is

nH

|Ph,, — Dh.,

log(1/9) h}

My . .
o S Rat min {Hlua - Ma‘ll +2B
n

Cvx.B . )~ log(1/6)
S hqil min ||/1'a_/14a||1+ Tyhn )

where Cps,. p = Mg max{l,2B}.

O
Now we are ready to prove Lemma B8]
Proof of Lemma (B8} As in (6), we upper bound ||ps,, — ph,, || o, as
1Pk, = Phalloe < PR, = Phollog + PR, — P Nl -
Then by Lemma[B-9]and [B.10] with probability 1 — 4 it follows that
1Ph, = Phulloo
(log(1/hn))+ +10g(2/0)  Casee, . _ log(2/9)
< CPvK\/ nhl + h‘}lil min ; e — Na||1 + 7 hn
(log(1/hn))4 +1log(2/0) =~ 1 . . log(2/4)
<Cpk.B \/ YR + piT min Za: e — tall; + 0 I ,
where Cp i p depends only on P, K, B.
[

We are now in a position to prove Theorem 4.1}
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Proof of Theorem [4.1]

Recall that Ly, ; is stable if there exist a > 0 and C' > 0 such that, for all 0 < ( < a,
H(Ln, t—¢, Lh, t+¢) < CC.

Proof. Let us define

log(1/hy))+ + log(2/0 1 . ~ log(2/6
r = Crp \/( (1/hn))+ (/)+hgl+1mm{zﬂa_ﬂa||l+ - (n/)’hn :

nhl

which is RHS of the inequality in Lemma B8]

Suppose that we are given a sufficiently large n so that ||Dp,, — P, ||, < 7 holds with probability
at least 1 — § where r, < a for some constant ¢ > 0. We aim to show two things: (a) for every

x € Ly, ¢ there exists y € Ehmt with ||z — y||; < Cr,,, and (b) for every € Ehmt there exists
y € Ly, ¢+ with ||z — y||, < Cr,y,.

To show (a), consider x € Ly, ;, Then by the stability property of L;,, ¢, there exists y € Ly, 4.,
such that ||z — y||, < Cry. Then py,, (y) > t + r,, which implies that

Ph(Y) Z P (¥) = IPh,, = Phollo > Pro(y) = > .
Hence we conclude y € Ly, , with ||z — yl|, < Cr,.
Similarly, to show (b), consider x € Ehmt so that py,, (z) > t. Thus we have

Ph, () > Dh, (%) = [1Phy, — Phnllog >t — Tn,

which leads to x € Ly, +—,,. Then again by the stability property of Ly, ;, there exists y € Ly, ;
such that ||z — y|, < Crp.

Hence by definition, we upper bound the Hausdorff distance H (Eh,h Ly ) by
Cry,

 CChrs \/ ogl/Rnl)e + 082/0) 1 min{Z 7o — pally + ) 2822, h}

nhl n

O
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We clearly state the paper’s contributions and scope in both the abstract and
Section

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Addressed in Section[6]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Assumptions are fully listed in the main text, and referenced in the statement
of each theorem/proposition in Sections [3|and ] All the proofs are provided in Appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide all the information needed to reproduce the simulation/experiment
results in Sections[5.1]and[5.2] Our simulation system is so simple, with error rates controlled
directly, that it should be straightforward to reproduce the results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: Unfortunately, a part of BLS dataset is no longer public. We plan to release a
quick tutorial code on Github shortly.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

 The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All experimental settings are pretty simple and we include all the necessary
information about the details in our main text.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We present 1-standard deviation error bars in our simulation results in Section

E1
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: It does not require huge computing resources. A standard laptop should suffice.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our study conforms with the NeurI[PS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: No societal impact of the work performed. See Section [/|for further details.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We clearly cited the original papers that produced the code package, and stated
the source of datasets used for our experiments.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our work does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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