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ABSTRACT

This paper presents a method to analyze the inference patterns used by Large
Language Models (LLMs) for judgment in a case study on legal LLMs, so as
to identify potential incorrect representations of the LLM, according to human
domain knowledge. Unlike traditional evaluations on language generation results,
we propose to evaluate the correctness of the detailed inference patterns of an LLM
behind its seemingly correct outputs. To this end, we quantify the interactions
between input phrases used by the LLM as primitive inference patterns, because
recent theoretical achievements (26; 42) have proven several mathematical guar-
antees of the faithfulness of the interaction-based explanation. We design a set of
metrics to evaluate the detailed inference patterns of LLMs. Experiments show
that even when the language generation results appear correct, a significant portion
of the inference patterns used by the LLM for the legal judgment may represent
misleading or irrelevant logic1.

1 INTRODUCTION

Large language models (LLMs) (57; 29; 1; 15; 24) have demonstrated state-of-the-art performance
on a wide range of tasks. However, for high-stakes applications, only high accuracy of the generated
outputs is still insufficient to ensure the reliability of LLMs (37; 59; 23; 53; 51) for the following main
reasons. (1) We find that even when a top-tier LLM generates correct tokens, the LLM still relies
on problematic inference patterns to generate the next token. (2) In particular, for LLMs towards
legal judgment (16; 13; 8; 4; 35), such problematic inference patterns directly influence the choice
of the LLM among multiple seemingly acceptable judgments, which constitutes an encroachment
upon domains traditionally recognized as within judges’ discretionary authority. Thus, this would
introduce significant potential unfairness and risks.

Therefore, in this paper, we focus on LLMs for legal judgment as a case study, as it serves as a typical
high-stakes application. We explore the intense problematic inference patterns used by an LLM for
judgments, and discuss the potential harm of these inference patterns. In fact, the first problem in this
study is whether an LLM’s prediction can be faithfully decomposed into a set of inference patterns.
Recent works in explainable AI (47; 50; 42; 26; 39; 6) have demonstrated that the inference score of
a deep network can be faithfully represented by a set of interactions between input features2. As
shown in Figure 1, an interaction extracted from an LLM captures a nonlinear relationship between
input tokens, and contributes a numerical score that quantifies their joint influence on the LLM’s
prediction.

Despite above theoretical achievements, in this paper, we focus on a crucial yet long-overlooked issue
in the community, i.e., the correctness of detailed representations of an LLM. It is still unknown (1)
how many problematic interactions are modeled in LLMs (e.g., legal LLMs), and (2) to what extent
these interactions influence legal judgments.

In particular, we obtain three findings. (1) We find that over half of interactions actually represent
clearly unreasonable or even incorrect justifications for the judgment predictions. (2) Although the
appearance of long-chain reasoning capabilities exhibited in chains-of-thought prompting (55; 29; 57;

1The names used in the legal cases follow an alphabetical convention, e.g., Andy, Bob, Charlie, etc., which
do not represent any bias against actual individuals.

2Please see the video demo in the supplementary material for the interaction-based explanation.
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On the (A) morning of December 22, 2013, the defendants Andy and Bob deceived Charlie and the three of them

(B) had an argument. Andy (C) chased Charlie (D) with an axe and (E) bit Charlie, causing Charlie to be (F)

slightly injured. Bob (G) hit Charlie (H) with a shovel, (I) injuring Charlie and causing Charlie’s (J) death.
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Figure 1: The Transformer - model architecture.

The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum

3

AND-OR Logical Model   h "𝐴𝑠𝑠𝑎𝑢𝑙𝑡" 𝒙

Universal matching property 
guarantees the faithfulness of explanation.

Masked
Unmasked

Figure 1: Correctness of the detailed inference patterns of an LLM. The AND-OR logical model
h(·) accurately fits the output score of the LLM v(·) when making the judgment “Assault” for Andy,
h(“Assault”|x) = v(“Assault”|x), no matter how the input legal case x is masked in the bottom-right
figure. Blue edges connect reliable interaction effects (RAND

S and ROR
S ) that contribute to the output

score v(“Assault”|x), typically aligning with legal domain knowledge. Red edges connect unreliable
interaction effects (UAND

S and UOR
S ) that contribute to v(“Assault”|x), often reflecting problematic

patterns used by the LLM for the judgment.

37), we find that the essence is simple interactions of local tokens to guess judgments, even just like
a bag-of-the-words model (36). (3) We find that LLMs tend to model a large number of canceling
interactions, where positive and negative contributions between input tokens offset each other, which
often represent unreliable noise patterns.

Risk warning or Benchmark. We acknowledge that we cannot exhaustively analyze all legal
cases3, but our objective is to provide sufficient examples to alert the deep learning community to
the severity of representational flaws reflected by interactions encoded in LLMs. It is because our
experiments show that the representation quality of current LLMs fails far short of supporting the
benchmark evaluation of detailed interaction patterns. For example, Figure 1 shows LLMs use a large
number of problematic interactions to make judgments, making it hard to compare the quality of
interactions in different LLMs in a meaningful way.

Instead, we choose to illustrate a wide range of problematic interaction patterns. While not exhaus-
tive3, in this paper, let us simply introduce three common types of potential representational flaws
frequently observed in LLMs: (1) LLMs tend to make judgments based on semantically irrelevant
phrases; (2) LLMs often make judgments using the behavior of incorrect entities; (3) LLMs tend to
produce judgments that are biased by identity discrimination.

Experiments have shown that even when the LLM generated correct target tokens, a significant
portion of the interactions encoded by the LLM for the legal judgment are unreliable. This reflects a
significant yet long overlooked problem for LLMs.

3In addition to the large number of legal provisions, the variation in laws across countries presents another
challenge.

2



108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161

Under review as a conference paper at ICLR 2026

2 EVALUATING DETAILED INFERENCE PATTERNS USED BY LLMS

2.1 PRELIMINARIES: EXTRACTING INTERACTIONS AS THEORETICALLY GUARANTEED
INFERENCE PATTERNS

Recent advancements in explanation theory (26; 39; 42; 6) have proven that using an AND-OR logical
model can accurately match all varying outputs of an LLM on exponentially augmented inputs. Please
see the video demo in the supplementary material for the interaction-based explanation. Specifically,
given an input prompt x = [x1, x2, · · · , xn]

⊺ with n input phrases indexed by N = {1, 2, ..., n},
where each input phrase represents a semantic unit, such as a token, a word, or a phrase/short sentence.
Then, let v(x) ∈ R denote the scalar output score of generating a sequence of the target m tokens
[y1, y2, · · · , ym], as follows.

v(x)
def
=

m∑
t=1

log
p(y = yt|x,Yprevious

t )

1− p(y = yt|x,Yprevious
t )

(1)

where Yprevious
t

def
= [y1, y2, · · · , yt−1]

⊺ represents the sequence of the previous (t− 1) tokens before
generating the t-th token. p(y = yt|x,Yprevious

t ) denotes the probability of generating the t-th token.
In particular, Yprevious

1 = [].

Theorem 1 proves that given an input prompt x, the output score of the LLM v(x) can be well
predicted/fitted by the following AND-OR logical model h(x), no matter how we enumerate all 2n
masked states of the input prompt4.

h(xmask)
def
= h(b) +

∑
S∈ΩAND

1AND(S|xmask) · IAND
S +

∑
S∈ΩOR

1OR(S|xmask) · IOR
S (2)

• The AND trigger function 1AND(S|xmask) ∈ {0, 1} represents a binary AND logic (also termed
an AND interaction pattern) between input phrases of the masked sample xmask in S. It returns 1 if
all phrases in S are present (not masked) in xmask; otherwise, it returns 0. IAND

S is the scalar weight.
Here, ΩAND ⊆ 2N = {S ⊆ N} represents the set of AND interaction patterns. b is a scalar bias.

• The OR trigger function 1OR(S|xmask) ∈ {0, 1} represents a binary OR logic (also termed an OR
interaction pattern) between input phrases of the masked sample xmask in S. It returns 1 when any
phrase in S appears (not masked) in xmask; otherwise, it returns 0. IOR

S is the scalar weight. Here,
ΩOR ⊆ 2N = {S ⊆ N} denotes the set of OR interaction patterns.
Theorem 1 (Universal matching property, proof in Section C). When scalar weights in

the logical model are set to ∀S ⊆ N, IAND
S

def
=

∑
T⊆S(−1)|S|−|T |vand(xT )

5 and IOR
S

def
=

−
∑

T⊆S(−1)|S|−|T |vor(xN\T ), subject to vand(xT ) + vor(xT ) = v(xT ), b = v(x∅), then we
have

∀T ⊆ N, v(xT ) = h(xT ) (3)
where xT is the masked sample4 that each input variable i ∈ N \ T is masked. v(xT ) is the LLM’s
scalar output score of the masked sample xT

4. ΩAND = 2N = {S ⊆ N}, ΩOR = 2N = {S ⊆ N}.

Theorem 1 shows that an AND-OR logical model h(·) in Equation (2) can well predict/match all
output score of the LLM v(·) on all 2n enumerated masked states4 of the input prompt x. It partially
guarantees that we can roughly consider each AND-OR interaction logic in the logical model
h(·) represents an AND-OR inference pattern equivalently used by the LLM.

Sparsity of interaction patterns (inference patterns) and settings of ΩAND and ΩOR. Another
issue is the conciseness of explanation. To this end, Ren et al. (42) have proven that the logical model

4We followed (26) to obtain two discrete states for each input phrase, i.e., the masked and unmasked states.
Therefore, given an input prompt with n phrases, there are 2n possible masked states of the input prompt. To
obtain the masked sample xT , we replaced the embedding of each token in the input phrase i ∈ N \ T with the
baseline value bi ∈ Rd, where d is the embedding dimension of each token. The baseline value bi was trained as
described in (40). Please see Section L.6 for details.

5The numerical effect of AND interaction pattern IAND
S is also known as the Harsanyi dividend (18) in the

cooperative game theory.
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obtained in Theorem 1 can be compressed into a concise AND-OR logical model by pruning all
interactions with almost zero weight IAND

S and IOR
S . Specifically, given an input prompt x with n

input phrases, there are only O(np) interaction patterns have considerable numerical scores. All other
interactions have negligible numerical scores, i.e., IAND

S , IOR
S ≈ 0. It is usually found 1.5 ≤ p ≤ 2.0.

This guarantees a deep network to be explained concisely.

Interaction extraction (pseudo-code in Algorithm 1). For implementation, the concise AND-OR
logical model can be obtained by setting vand(xT ) = 0.5v(xT ) + γT and vor(xT ) = 0.5v(xT )− γT
in Theorem 1, with a set of learnable parameters {γT |T ⊆ N}. We follow (61) to learn the
parameters {γT |T ⊆ N}, and extract the sparest (the simplest) AND-OR interaction explanation
using a LASSO-like loss function, i.e., min{γT }

∑
S⊆N,S ̸=∅[|IAND

S |+ |IOR
S |]. All salient interactions

in ΩAND def
= {S ⊆ N : |IAND

S | > τ} and ΩOR def
= {S ⊆ N : |IOR

S | > τ} are selected to construct the
logical model for explanation, where τ is a small threshold.

2.2 RELEVANT PHRASES, IRRELEVANT PHRASES, AND FORBIDDEN PHRASES

In this subsection, we annotate the relevant, irrelevant, and forbidden phrases in the input legal case,
in order to accurately identify the reliable and unreliable interaction effects used by the legal LLMs
for the legal judgment (see Figure 1). Here, an input phrase can be set as a token, a word, or a phrase.

Specifically, we engage 16 legal experts and volunteers6 to manually partition the set of all input
phrases N into three mutually disjoint subsets, i.e., the set of relevant phrases R, the set of irrelevant
phrases I , and the set of forbidden phrases F , subject to R∪I∪F = N , with R∩I = ∅, R∩F = ∅,
and I ∩ F = ∅, according to their legal domain knowledge, as follows.

Phrase annotation. We first clarify principles to guide legal experts to annotate different types of
phrases for judgments according to their legal domain knowledge.

(1) Generally speaking, relevant phrases refer to phrases that are closely related to, or directly
contribute to the legal judgment result, based on their ground-truth relevance to the judgment result.
For example, as Figure 1 shows, there are 10 informative input phrases chosen by legal experts.
Among them, R = {[chased], [with an axe], [bit], [slightly injured]} are the direct reason for the
judgment “Assault” for Andy, thereby being annotated as relevant phrases. In the computation of
interactions, all tokens in the brackets [] are taken as a single input phrase.

(2) Irrelevant phrases are phrases that describe the defendant but are not sensitive phrases
that directly contribute to the judgment result. For example, as Figure 1 shows, I =
{[morning], [had an argument]} are not the direct reason for the judgment “Assault” for Andy, thereby
being annotated as irrelevant phrases.

(3) Forbidden phrases are usually sensitive yet misleading phrases in the legal case,
e.g., phrases describing incorrect defendant. For example, as Figure 1 shows, F =
{[hit], [with a shovel], [injuring], [death]} should not influence the judgment for Andy, because these
words describe the actions and consequences of Bob, not actions of Andy, thereby being annotated as
forbidden phrases for Andy.

Please see Section I for more examples of the annotated relevant phrases, irrelevant phrases, and
forbidden phrases in real legal cases.

In particular, we set up two principles to guide 16 legal experts and volunteers to annotate phrases to
enable a convincing evaluation. Please see Section I for detailed principles. We acknowledge that the
above three types of phrases are not a complete enumeration of all problematic phrases in legal cases.
Instead, this paper just aims to illustrate the existence of a large ratio of unreliable inference patterns
used by the LLMs, rather than exhausting all potential issues with an LLM.

2.3 RELIABLE AND UNRELIABLE INTERACTION EFFECTS

Since the scalar weight IAND
S (or IOR

S ) denotes the numerical effect for the interaction (or called
interaction effect for short), the annotation of relevant, irrelevant, and forbidden phrases enables
us to decompose the overall interaction effects IAND

S and IOR
S in Theorem 1 into reliable effects

6In particular, there are two senior legal experts who have been practicing for over 10 years.
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(RAND
S and ROR

S ) and unreliable effects (UAND
S and UOR

S ), i.e., IAND
S

decompose
= RAND

S + UAND
S and

IOR
S

decompose
= ROR

S + UOR
S . The absolute effect (|IAND

S | and |IOR
S |) is termed the interaction strength.

In this way, we can define reliable interaction effects (RAND
S and ROR

S ) as interaction effects that
align with human domain knowledge, and usually contain relevant phrases and exclude forbidden
phrases. In contrast, unreliable interaction effects (UAND

S and UOR
S ) are defined as interaction effects

that do not match human domain knowledge, which are attributed to irrelevant or forbidden phrases.

Reliable interactions and unreliable interactions. Figure 1 further provides an example of using
AND-OR interactions to explain the inference patterns of a legal LLM. The legal LLM correctly
attributes the judgment of “Assault” to interactions involving the relevant phrases “chased,” “with
an axe,” “bit,” and “slightly injured.” However, the legal LLM also uses the irrelevant phrases
(“morning” and “had an argument”), and the forbidden phrases (“hit,” “with a shovel,” “injuring,”
and “death”) to compute the output score of the judgment of “Assault.” These irrelevant phrases do
not directly contribute to the legal judgment result for Andy, and the forbidden phrases are actions
and consequences that are not directly related to Andy, e.g., actions are not taken by Andy. Obviously,
the judgment should not rely on such inference patterns.

In this way, we define reliable and unreliable interaction effects for AND-OR interactions, as follows.

For AND interactions. Because the AND interaction IAND
S is activated only when all input phrases

(tokens or phrases) in S are present in the input legal case, the reliable interaction effect for AND
interaction RAND

S w.r.t. S must include relevant phrases in R, and completely exclude forbidden
phrases in F , i.e., S ∩ R ̸= ∅, S ∩ F = ∅. Otherwise, if S contains any forbidden phrases in F ,
or if S does not contains any relevant phrases in R, then the AND interaction IAND

S represents an
incorrect logic for judgment. In this way, the reliable AND interaction effects RAND

S and unreliable
AND interaction effects UAND

S w.r.t. S can be computed as follows.

if S ∩ F = ∅, S ∩R ̸= ∅ then RAND
S = IAND

S , UAND
S = 0

otherwise, RAND
S = 0, UAND

S = IAND
S

(4)

For OR interactions. The OR interaction IOR
S affects the LLM’s output when any input variable

(token or phrase) in S appears in the input legal case. Therefore, we can define the reliable effect
ROR

S as the numerical component in IOR
S allocated to relevant input phrases in S ∩ R. To this end,

just like in (10), we uniformly allocate the OR interaction effects to all input phrases in S. The
reliable interaction effects ROR

S and unreliable interactions effects UOR
S are those allocated to relevant

variables, and those allocated to irrelevant and forbidden variables, respectively.

∀S ⊆ N,S ̸= ∅, ROR
S =

|S ∩R|
|S|

· IOR
S , UOR

S =

(
1− |S ∩R|

|S|

)
· IOR

S (5)

In fact, such a uniform allocation of interaction effects to input phrases has sufficient theoretical
supports and has been widely used, e.g., being used in the computation of the Shapley value (45; 32).

In this way, according to Equation (2) with the setting xmask = x, the output score of the legal
judgment result v(x) can be formulated as the sum of all reliable effects (RAND

S and ROR
S ) that align

with human domain knowledge, and all unreliable effects (UAND
S and UOR

S ) that do not match human
domain knowledge.

v(x) = v(x∅) +
∑

S∈ΩAND

RAND
S +

∑
S∈ΩOR

ROR
S︸ ︷︷ ︸

reliable interaction effects

+
∑

S∈ΩAND

UAND
S +

∑
S∈ΩOR

UOR
S︸ ︷︷ ︸

unreliable interaction effects

(6)

Ratio of reliable interaction effects. We design a metric to evaluate the alignment quality between
the interaction patterns used by the legal LLM and human domain knowledge. Definition 1 introduces
the ratio of reliable interaction effects that align with human domain knowledge.
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Figure 2: Ratio of reliable interaction effects (measured by sreliable) among all the interaction patterns
used by the LLM for judgment.

Definition 1 (Ratio of reliable interaction effects). Given an LLM, the ratio of reliable interaction
effects to all salient interaction effects sreliable is computed as follows.

sreliable =

∑
S∈ΩAND |RAND

S |+
∑

S∈ΩOR |ROR
S |∑

S∈ΩAND |IAND
S |+

∑
S∈ΩOR |IOR

S |
(7)

A larger value of sreliable ∈ [0, 1] indicates that a higher proportion of interaction effects align with
human domain knowledge, which means the judgment rationale of an LLM is more aligned with that
of human experts.

3 EXPERIMENTS

In this section, we conducted experiments to evaluate the correctness of interaction patterns (inference
patterns) used by the LLMs for legal judgments. Specifically, we identified and quantified the reliable
interaction effects and unreliable interaction effects used by the LLM.

We evaluated the correctness of interaction patterns used by four LLMs: two general-purpose LLMs,
including Qwen2.5-14B-Base (57), and Deepseek-R1-Distill-Qwen-14B (29), and two law-specific
LLMs, including SaulLM-7B-Instruct (7), and BAI-Law-13B (21). Among them, SaulLM-7B-
Instruct was trained on English legal corpora, while BAI-Law-13B was fine-tuned on Chinese legal
corpora.

Examining the faithfulness of the interaction-based explanation. We conducted experiments
to evaluate the sparsity property and the universal matching property of the extracted interactions
in Section J. The successful verification of the two properties indicated that the intricate inference
logic used by the LLM for judgment on exponentially many masked input legal cases could be
faithfully mimicked by the few extracted AND-OR interactions.

3.1 EVALUATING THE RELIABILITY OF INTERACTIONS USED FOR JUDGMENT

The disentanglement of reliable interaction effects and unreliable interaction effects provides new
perspectives to analyze the representation quality of an LLM.

Ratio of reliable interaction effects. Figure 2 compares the ratio of reliable interaction effects
sreliable used by different LLMs for judgment. Specifically, for English legal tasks, we evaluated
Qwen, Deepseek, and SaulLM on legal cases from the ECtHR dataset in the LexGLUE benchmark (5)
and the Learned Hand Crime dataset in the LegalBench benchmark (17). For Chinese legal tasks, we
evaluated Qwen, Deepseek, and BAI-Law on cases from the CAIL2018 dataset (56), the LeCaRD
dataset (33), and the LEVEN dataset (58). For each task, we evaluated 100 randomly selected
samples, with 10 informative input phrases chosen by two senior legal experts with over 10 years of
professional experience. Then, we invited a group of 16 legal experts and volunteers to annotate each
phrase as relevant, irrelevant, and forbidden phrases in the input legal case. Please refer to Section L.1
for more implemental details.
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Figure 3: Distribution of all interactions over different orders (complexities) (denoted by A(o),pos and
A(o),neg) and that of all reliable interactions (denoted by A

(o),pos
reliable and A

(o),neg
reliable ).

Empirical results demonstrated that neither general-purpose LLMs nor legal-domain-specific LLMs
exhibited sufficient reliable interaction effects. In particular, over half of interactions represented
unreasonable or even incorrect justifications for the judgment predictions. This reminded us that
although current LLMs conducted correct predictions on legal tasks, their decisions relied on a large
number of problematic rationales, which could introduce significant potential unfairness and risks.

Complexity of interactions. We analyzed the complexity of interactions used for judgment. We
used the order of an interaction, i.e., the number of input phrases in |S|, to represent the complexity
of interactions. Specifically, let A(o),pos =

∑
op∈{AND,OR}

∑
S∈Ωop,|S|=o max(0, Iop

S ) and A(o),neg =∑
op∈{AND,OR}

∑
S∈Ωop,|S|=o min(0, Iop

S ) to represent the strength of all positive o-order interactions
and the strength of all negative negative o-order interactions. Figure 3 shows the histogram of A(o),pos

and A(o),neg to represent the distribution of interactions over different orders (complexities). Similarly,
we computed the distribution of reliable interactions over different orders by quantifying A

(o),pos
reliable and

A
(o),neg
reliable on reliable interactions {RAND

S , ROR
S }S in the same manner (please see Figure 3).

As evidenced in Figure 3, the LLM consistently demonstrated a strong preference for using low-
order interactions for legal judgments, regardless of whether we examined the distribution of all
interactions or the distribution of only reliable interactions. The low-order interactions mainly used
local patterns on few input phrases to facilitate heuristic-based inference, rather than conducting
comprehensive analysis of all case factors. This finding had challenged the prevailing assumption
that LLMs possessed long-chain reasoning capabilities.

Significance of conflicted interaction patterns. Besides, we also quantified the significance of
conflicts between different interaction effects. We can consider positive interaction effects as
supporting evidence for generating the target tokens, while negative interaction effects serve as
anti-evidence. Therefore, we quantified the significance of such cancellation for interactions as
sconflict = 1 −

∑
op∈{AND,OR} |

∑
S∈Ωop I

op
S |/

∑
op∈{AND,OR}

∑
S∈Ωop |IopS | ∈ [0, 1]. Table 4 in Sec-

tion L.2 shows the significance of mutual cancellation of interaction patterns. We found that roughly
more than 60% effects of the interaction patterns had been mutually cancelled out. The mutually
canceling interaction effects demonstrated the inherent ambiguity in an LLM’s judgment. In contrast,
more reliable large models typically exhibited lower cancellation level.

3.2 CASE STUDIES

In this subsection, we visualized the interaction patterns on specific legal cases, and identified
potential representation flaws of LLMs. While not exhaustive, let us introduce three common types
of potential representation flaws frequently observed in LLMs: (1) making judgments using the
behavior of incorrect entities, (2) making judgments influenced by identity-based discrimination,
and (3) making judgments based on semantically irrelevant phrases. Due to the limit of the page
number, we analyzed legal cases of the first and second types, and put results of the third type
in Section K. We tested legal LLMs SaulLM and BAI-Law make judgments on legal cases in the
CAIL2018 dataset (56). For the SaulLM-7B-Instruct model, we translated the Chinese legal cases
into English and performed the analyses on the translated cases to enable fair comparisons.

7
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Assault
(SaulLM-7B-

Instruct)

Forbidden
Relevant Irrelevant

On the (A) morning of December
22, 2013, the defendants Andy
and Bob deceived Charlie and the
three of them (B) had an argument.
Andy (C) chased Charlie (D) with
an axe and (E) bit Charlie, causing
Charlie to be (F) slightly injured.
Bob (G) hit Charlie (H) with a
shovel, (I) injuring Charlie and
causing Charlie’s (J) death.

2013年12月22日上午，被告人韩某某和张

某欺骗韩某甲三人发生争执，韩某某持斧

子 追撵韩某甲，撕咬韩某甲,造成韩某甲

轻伤。张某持铁锨 击打韩某甲，打伤韩

某甲，造成韩某甲死亡。

Judgment
for Andy 

(BAI-Law-13B)

Intentional 
Injury

(a) Input legal case (b) Judgment
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(d) Reliable and unreliable Interaction effects(c) Ratio

Ratio of reliable
interaction effects
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Figure 4: Visualization of judgments affected by incorrect entities’ actions. (a) Irrelevant phrases were
annotated in the legal case, including the time and defendant’s actions that were not the direct reason
for the judgment. Criminal actions of the defendant were annotated as relevant phrases. Criminal
actions of the unrelated person were annotated as forbidden phrases. (b) Judgments predicted by the
two legal LLMs, which were both correct according to laws of the two countries. (c,d) We quantified
the reliable and unreliable interaction effects.

Case 1: making judgments based on incorrect entities’ actions. Despite the high accuracy of
legal LLMs in predicting judgment results, we observed that the legal LLMs used a significant
portion of interaction patterns that were mistakenly attributed to criminal actions made by incorrect
entities. In other words, the legal LLMs mistakenly used the criminal action of a person (entity) to
make judgment on another unrelated person (entity). To evaluate the impact of such incorrect entity
matching on both the SaulLM and BAI-Law models, we engaged legal experts to annotate misleading
phrases that described incorrect defendant as the forbidden phrases in F . These forbidden phrases
should not influence the legal judgment for the target defendant.

Figure 4 shows the legal case, which showed Andy bit Charlie, constituting an assault, and then Bob
hit Charlie with a shovel, resulting in Charlie’s death. Here, when the legal LLMs judged the actions
of Andy, input phrases such as “hit,” “with a shovel,” “injuring,” and “death” were annotated as
forbidden phrases in F , because these phrases described Bob’s actions and consequences and were
not directly related to Andy. We observed that the SaulLM did use several interaction patterns which
aligned with legal experts’ domain knowledge for the judgment in Figure 1. For example, an AND
interaction pattern S1 = {“slightly injured”}, an AND interaction pattern S2 = {“bit”}, and an OR
interaction pattern S3 = {“bit”, “slightly injured”} contributed salient reliable interaction effects
RAND

S1
= 0.47, RAND

S2
= 0.33, and ROR

S3
= 0.10, respectively, to the confidence score v(“Assault”|x)

of the judgment “Assault” for Andy. However, the legal LLM also used a significant portion of
problematic interaction patterns that based on an incorrect entity’s actions. For example, three
AND interaction patterns S4 = {“death”}, S5 = {“with a shovel”}, and S6 = {“injuring”} that
described Bob’s actions and consequences contributed unreliable interaction effects UAND

S4
= −1.04,

UAND
S5

= 0.93 and UAND
S6

= 0.19 to the confidence score of the judgment “Assault” for Andy,
respectively. In sum, the SaulLM model only used a ratio of sreliable = 41.5% reliable interaction
effects for the legal judgment. This reflected a representation flaw, i.e., the LLM tended to memorize
the sensitive tokens, such as the weapons, alongside the legal judgment results, rather than understand
the true logic in the input prompt, e.g., identifying who performed which actions.

In comparison, we evaluated the above legal case on the BAI-Law model, as shown in Figure 4.
The BAI-Law model used a bit higher ratio of sreliable = 44.5% reliable interaction effects. Many
interaction patterns used by the BAI-Law-13B model were also used by the SaulLM model, such as
an AND interaction pattern S1 = {“slightly injured”}, and an AND interaction pattern S2 = {“bit”},
and an OR interaction pattern S3 = {“bit”, “slightly injured”} contributed salient reliable interaction
effects RAND

S1
= 0.33, RAND

S2
= 0.17, and ROR

S3
= 0.06 to the confidence score v(“Intentional

Injury”|x) of the judgment “Intentional Injury” for Andy, respectively. This indicated that these two
legal LLMs did identify some direct reasons for the legal judgment. However, the BAI-LAW-13B
model also primarily relied on unreliable interaction effects for the legal judgment on Andy, such as
an AND interaction pattern S4 = {“death”}, which included forbidden phrases for the consequence
of Bob’s actions, to contribute unreliable interaction effects UAND

S4
= −0.43 to the confidence score
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Late (A) Wednesday (B) night,
Andy, (C) [occupation], (D) walked
(E) home alone after finishing (F)
a day's work. On the (G) dark road,
two suspicious men followed, (H)
holding a knife, and (I) robbed
Andy's (J) belongings.

Relevant Irrelevant

(C) [occupation] is
a judge / a volunteer 

星期三的 深夜，作为[职业]的孙某某在

完成一天的工作后，独自步行 回家。在

黑暗的道路上,有两个可疑男子尾随，持

刀并抢走了孙某某的财物。

Judgment for 
suspicious men

(a) Input legal case (b) Judgment (d) Reliable and unreliable Interaction effects

Not 
mentioned

Robbery
when the victim’s

[occupation]
= [a judge]
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Figure 5: Visualization of judgments biased by discrimination in identity. (a) Irrelevant phrases were
annotated in the legal case, including the occupation, time and actions that are not the direct reason
for the judgment. Criminal actions of the defendant were annotated as relevant phrases. (b) The
SaulLM-7B-Instruct model predicted the judgment based on the legal case with different occupations.
(c,d) We quantified the reliable and unreliable interaction effects.

of the judgment “Intentional Injury” for Andy. Additional examples of making judgments based on
incorrect entities’ actions are provided in Section L.4.

Case 2: discrimination in identity may affect judgments. We observed that the legal LLMs used
interaction patterns that were attributed to the occupation information. This would lead to a significant
occupation bias. More interestingly, we observed that when we replaced the occupation phrase with
another occupation phrase, the unreliable interaction effect containing the occupation phrase would
be significant changed. This indicates a common identity bias problem, because similar bias may
also happen on other identities (e.g., age, gender, education level, and marital status).

Figure 5 shows the legal case, in which Andy was robbed of his belongings by two suspicious men.
The SaulLM used several interaction patterns that aligned with legal experts’ domain knowledge
for the legal judgment, e.g., an AND interaction pattern S1 = {“robbed”}, and an OR interaction
pattern S2 = {“robbed”, “belongings”}, and an OR interaction pattern S3 = {“holding a knife”,
“robbed”} contributed salient reliable interaction effects to the confidence score v(“Robbery”|x) of
the judgment “Robbery.” However, the legal LLM also used problematic interaction patterns, i.e.,
an AND interaction pattern S4 = {“a judge”} for the occupation information contributed salient
unreliable interaction effects UAND

S4
= 0.19 to boost the output score of the judgment.

More interestingly, if we substituted Andy’s occupation from the phrase “a judge” to “a volunteer,”
the interaction pattern S5 = {“[occupation]”, “a day’s work”, “belongings”} decreased its reliable
interaction effects from RAND

S5
= 0.22 to RAND

S5
= 0.06 (see Figure 11 in Appendix). The interaction

patterns containing the occupation phrase were important factors that changed the legal judgment
result from “Robbery” to “Not mentioned.” We verified similar phenomena on different occupations,
e.g., substituting the occupation phrase with law-related occupations such as “a lawyer” and “a
policeman” also maintained the judgment result, while the other occupations such as “a programmer”
changed the judgment to “Not mentioned.” Please see Section L.5 for reliable and unreliable
interaction effects for all these occupations. This suggested considerable occupation bias. In
comparison, we evaluated the same legal case on the BAI-Law in Section L.5. This experiment
showed the potential of our method to identify the identity (e.g., occupation) bias used by the LLM.

4 CONCLUSIONS AND DISCUSSION

In this paper, we proposed a method to evaluate the correctness of the detailed inference patterns
used by an LLM. The universal matching property and the sparsity property of interactions provide
mathematical support for the faithfulness of interaction-based explanations. Thus, in this paper, we
designed new metrics to identify and quantify reliable and unreliable interaction effects. Experiments
showed that the legal LLMs often used a significant portion of problematic interaction patterns to
make judgments, even when the legal judgment prediction appeared correct. The evaluation of the
alignment between the interaction patterns of LLMs and human domain knowledge has broader
implications for high-stake tasks, such as finance and healthcare data analytics, although we focus on
legal LLMs as a case study.
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A THE USE OF LARGE LANGUAGE MODELS (LLMS)

In this paper, large language models (LLMs) were used solely for partial language refinement.

B RELATED WORK

Previous works have evaluated different aspects of trustworthiness and safety in LLMs, including
factuality and hallucination problems, value alignment, and susceptibility to attacks. First, the
evaluation of factuality refers to whether the language generalization results of LLMs align with
the verifiable facts (28; 37; 51). Hallucination in LLMs typically arises when the generated results
contradict the source material or cannot be verified from the provided input (14; 34; 19; 34; 20; 12; 23).
Second, value alignment aims to ensure an LLM to behave in accordance with human intentions and
values (25; 52; 22), which is another classical perspective for evaluating the bias and safety of LLMs.
Recent studies have used Supervised Fine-Tuning (SFT) (38; 37) and Reinforcement Learning from
Human Feedback (RLHF) (38; 37; 49) to align LLM’s behavior with human expectations. Third,
susceptibility to attacks is also another significant concern for LLMs. Recent studies have shown that
even the latest LLMs remain vulnerable to adversarial inputs to generate harmful content (62; 54; 3;
37), which is also known as “jailbreaks.”

However, above evaluation methods mainly focus on the quality or correctness of output results of
LLMs. The high accuracy of the LLM usually makes the evaluation a long-tail search for incorrect
results.

In comparison, our evaluation approach examines the correctness of internal interaction patterns.
Even when the LLM outputs correct results on a testing sample, experimental results show that more
than a half detailed interaction patterns encoded by the legal LLM may still represent chaotic features.
Thus, we can consider the interaction pattern as a much more efficient evaluation strategy. Our goal
is to enhance the trustworthiness of the LLMs, particularly in high-stake tasks. Essentially, two types
of evaluation strategies can be roughly analogized to the distinction between procedural fairness and
outcome fairness.

Reviewing the development of the interaction explanation theory. A representative approach
in explainable AI was to explain the interactions between input variables (47; 50). Based on the
game theory, (39) first used the Harsanyi dividend (18) to quantify the the interaction effect between
input variables encoded by the DNN. Then, (26) discovered and (42) further proved that the output
scores of DNNs can be faithfully explained as a small number of interaction patterns between
input variables. Furthermore, (9; 30; 41) further demonstrated the representation bottleneck of
different neural networks from the perspective of interactions, i.e., proving interactions of specific
complexities are difficult for specific DNNs to encode. (61) explored the relationship between the
complexity of interactions and the generalization power of DNNs. Additionally, (10) proved that
the interaction theory provides a unified explanation for mathematical mechanisms of 14 most
widely used attribution methods, including Grad-CAM (44), Integrated Gradients (48), and Shapley
values (45; 32). (60) proved that the interaction theory provides a unified explanation for the shared
mathematical mechanism of 12 classical transferability-boosting methods.

C PROOF OF THEOREM

Theorem 1 (Universal matching property) When scalar weights in the logical model are set to
∀S ⊆ N, IAND

S
def
=

∑
T⊆S(−1)|S|−|T |vand(xT ) and IOR

S
def
= −

∑
T⊆S(−1)|S|−|T |vor(xN\T ), subject

to the requirement vand(xT ) + vor(xT ) = v(xT ), then we have ∀T ⊆ N, v(xT ) = h(xT ).

In other words, we have to prove the following theorem.

Given an input sample x, the network output score v(xT ) ∈ R on each masked sample {xT |T ⊆ N}
can be well matched by a surrogate logical model h(xT ) on each masked sample {xT |T ⊆ N}. The
surrogate logical model h(xT ) uses the sum of AND interactions and OR interactions to accurately
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Figure 1: The Transformer - model architecture.

The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
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OR

Figure 6: Theorem 1 proves that the AND-OR logical model h(·) can accurately match the confidence
score of the LLM’s outputs v(·) when we augment the input prompt x by enumerating its all 2n
masked states. Here, the left figure shows that the masked input prompt xT1

with two unmasked token
“took” and “smartphone” activates an AND interaction pattern S = {“took”,“smartphone”} and an
OR interaction pattern S = {“his”,“smartphone”}, and they contribute numerical values (interaction
effects) to the logical model h(xT1). The right figure shows that the logical model can always
match the LLM’s outputs on all masked states of the input prompt, ∀T ⊆ N,h(“Robbery”|xT ) =
v(“Robbery”|xT ).

fit the network output score v(xT ).

∀T ⊆ N, v(xT ) = h(xT ).

h(xT ) = v(x∅) +
∑

S⊆N,S ̸=∅

1AND(S|xT ) · IAND
S +

∑
S⊆N,S ̸=∅

1OR(S|xT ) · IOR
S

= v(x∅) +
∑

S⊆T,S ̸=∅
IAND
S︸ ︷︷ ︸

vand(xT )

+
∑

S⊆N,S∩T ̸=∅
IOR
S︸ ︷︷ ︸

vor(xT )

(8)

Proof. Let us set a surrogate logical model h(xT ) = v(xT ), ∀T ⊆ N , which utilizes the
sum of AND interactions IAND

S =
∑

T⊆S(−1)|S|−|T |vand(xT ) and OR interactions IOR
S =

−
∑

T⊆S(−1)|S|−|T |vor(xN\T ) to fit the network output score v(xT ), i.e., vand(xT ) + vor(xT ) =

v(xT ).

To be specific, (1) we use the sum of AND interactions IAND
S to compute the component for AND

interactions vand(xT ), i.e., vand(xT ) =
∑

S⊆T IAND
S . (2) Then, we use the sum of OR interactions

IOR
S to compute the component for OR interactions vor(xT ), i.e., vor(xT ) =

∑
S⊆N,S∩T ̸=∅ I

OR
S . (3)

Finally, we use the surrogate logical model h(·) (which uses the sum of AND interactions and OR
interactions) to fit the network output score v(·), i.e., ∀T ⊆ N, vand(xT ) + vor(xT ) = v(xT ) =
h(xT ).

(1) Universal matching property of AND interactions.

(39) first used the Harsanyi dividend IAND
S in the cooperative game theory (18) to state the universal

matching property of AND interactions. The output score of a well-trained DNN on all 2n masked
samples {xT |T ⊆ N} could be universally explained by the all interaction patterns in T ⊆ N , i.e.,
∀T ⊆ N, vand(xT ) =

∑
S⊆T IAND

S .

Specifically, the AND interaction (as known as Harsanyi dividend) is defined as IAND
S :=∑

L⊆S(−1)|S|−|L|vand(xL). To compute the sum of AND interactions ∀T ⊆ N,
∑

S⊆T IAND
S =∑

S⊆T

∑
L⊆S(−1)|S|−|L|vand(xL), we first exchange the order of summation of the set L ⊆ S ⊆ T

and the set S ⊇ L. That is, we compute all linear combinations of all sets S containing L with respect
to the model outputs vand(xL), given a set of input phrases L, i.e.,

∑
S:L⊆S⊆T (−1)|S|−|L|vand(xL).

Then, we compute all summations over the set L ⊆ T .

In this way, we can compute them separately for different cases of L ⊆ S ⊆ T . In the following, we
consider the cases (1) L = S = T , and (2) L ⊆ S ⊆ T, L ̸= T , respectively.

(1) When L = S = T , the linear combination of all subsets S containing L with respect to the model
output vand(xL) is (−1)|T |−|T |vand(xL) = vand(xL).
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(2) When L ⊆ S ⊆ T, L ̸= T , the linear combination of all subsets S containing L with respect
to the model output vand(xL) is

∑
S:L⊆S⊆T (−1)|S|−|L|vand(xL). For all sets S : T ⊇ S ⊇ L, let

us consider the linear combinations of all sets S with number |S| for the model output vand(xL),
respectively. Let m := |S|−|L|, (0 ≤ m ≤ |T |−|L|), then there are a total of Cm

|T |−|L| combinations
of all sets S of order |S|. Thus, given L, accumulating the model outputs vand(xL) corresponding to

all S ⊇ L, then
∑

S:L⊆S⊆T (−1)|S|−|L|vand(xL) = vand(xL) ·
∑|T |−|L|

m=0
Cm

|T |−|L|(−1)m︸ ︷︷ ︸
=0

= 0.

Please see the complete derivation of the following formula.

∑
S⊆T

IAND
S =

∑
S⊆T

∑
L⊆S

(−1)|S|−|L|vand(xL)

=
∑

L⊆T

∑
S:L⊆S⊆T

(−1)|S|−|L|vand(xL)

= vand(xT )︸ ︷︷ ︸
L=T

+
∑

L⊆T,L̸=T
vand(xL) ·

∑|T |−|L|

m=0
Cm

|T |−|L|(−1)m︸ ︷︷ ︸
=0

= vand(xT ).

(9)

Furthermore, we can understand the above equation in a physical sense. Given a masked sample
xT , if xT triggers an AND relationship S (the co-appearance of all input phrases in S), then S ⊆ T .
Thus, we accumulate the interaction effects IAND

S of any AND relationship S triggered by xT as
follows,

v(x∅) +
∑

S⊆N,S ̸=∅

1AND(S|xT ) · IAND
S

= v(x∅) +
∑

S⊆T,S ̸=∅
IAND
S

=
∑

S⊆T
IAND
S

= vand(xT ).

(10)

(2) Universal matching property of OR interactions.

According to the definition of OR interactions, we will derive that ∀T ⊆ N, vor(xT ) =∑
S⊆N,S∩T ̸=∅ I

OR
S , s.t., IOR

∅ = vor(x∅) = 0.

Specifically, the OR interaction is defined as IOR
S := −

∑
L⊆S(−1)|S|−|L|vor(xN\L).

To compute the sum of OR interactions ∀T ⊆ N,
∑

S⊆N,S∩T ̸=∅ I
OR
S =∑

S⊆N,S∩T ̸=∅

[
−
∑

L⊆S(−1)|S|−|L|vor(xN\L)
]
, we first exchange the order of summation

of the set L ⊆ S ⊆ N and the set S ∩ T ̸= ∅. That is, we compute all linear combinations of all sets
S containing L with respect to the model outputs vor(xN\L), given a set of input phrases L, i.e.,∑

S∩T ̸=∅,N⊇S⊇L(−1)|S|−|L|vor(xN\L). Then, we compute all summations over the set L ⊆ N .

In this way, we can compute them separately for different cases of L ⊆ S ⊆ N,S ∩ T ̸= ∅. In
the following, we consider the cases (1) L = N \ T , (2) L = N , (3) L ∩ T ̸= ∅, L ̸= N , and (4)
L ∩ T = ∅, L ̸= N \ T , respectively.

(1) When L = N \ T , the linear combination of all subsets S containing L with respect to the model
output vor(xN\L) is

∑
S∩T ̸=∅,S⊇L(−1)|S|−|L|vor(xN\L) =

∑
S∩T ̸=∅,S⊇L(−1)|S|−|L|vor(xT ). For

all sets S ⊇ L, S∩T ̸= ∅ (then S ̸= N \T, S ̸= L), let us consider the linear combinations of all sets
S with number |S| for the model output vor(xT ), respectively. Let |S′| := |S|−|L|, (1 ≤ |S′| ≤ |T |),
then there are a total of C |S′|

|T | combinations of all sets S of order |S|. Thus, given L, accumulating
the model outputs vor(xT ) corresponding to all S ⊇ L, then

∑
S∩T ̸=∅,S⊇L(−1)|S|−|L|vor(xN\L) =

vor(xT ) ·
∑|T |

|S′|=1
C

|S′|
|T | (−1)|S

′|︸ ︷︷ ︸
=−1

= −vor(xT ).
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(2) When L = N (then S = N ), the linear combination of all subsets S containing L with respect
to the model output vor(xN\L) is

∑
S∩T ̸=∅,S⊇L(−1)|S|−|L|vor(xN\L) = (−1)|N |−|N |vor(x∅) =

vor(x∅) = 0, (IOR
∅ = vor(x∅) = 0).

(3) When L ∩ T ̸= ∅, L ̸= N , the linear combination of all subsets S containing L with respect to
the model output vor(xN\L) is

∑
S∩T ̸=∅,S⊇L(−1)|S|−|L|vor(xN\L). For all sets S ⊇ L, S ∩ T ̸= ∅,

let us consider the linear combinations of all sets S with number |S| for the model output
vor(xT ), respectively. Let us split |S| − |L| into |S′| and |S′′|, i.e.,|S| − |L| = |S′| + |S′′|,
where S′ = {i|i ∈ S, i /∈ L, i ∈ N \ T}, S′′ = {i|i ∈ S, i /∈ L, i ∈ T} (then
0 ≤ |S′′| ≤ |T | − |T ∩ L|) and S′ + S′′ + L = S. In this way, there are a total of
C

|S′′|
|T |−|T∩L| combinations of all sets S′′ of order |S′′|. Thus, given L, accumulating the model

outputs vor(xN\L) corresponding to all S ⊇ L, then
∑

S∩T ̸=∅,S⊇L(−1)|S|−|L|vor(xN\L) =

vor(xN\L) ·
∑

S′⊆N\T\L

∑|T |−|T∩L|

|S′′|=0
C

|S′′|
|T |−|T∩L|(−1)|S

′|+|S′′|︸ ︷︷ ︸
=0

= 0.

(4) When L ∩ T = ∅, L ̸= N \ T , the linear combination of all subsets S containing L with
respect to the model output vor(xN\L) is

∑
S:S∩T ̸=∅,S⊇L(−1)|S|−|L|vor(xN\L). Similarly, let us

split |S|−|L| into |S′| and |S′′|, i.e.,|S|−|L| = |S′|+ |S′′|, where S′ = {i|i ∈ S, i /∈ L, i ∈ N \T},
S′′ = {i|i ∈ S, i ∈ T} (then 0 ≤ |S′′| ≤ |T |) and S′ + S′′ + L = S. In this way, there
are a total of C |S′′|

|T | combinations of all sets S′′ of order |S′′|. Thus, given L, accumulating the
model outputs vor(xN\L) corresponding to all S ⊇ L, then

∑
S∩T ̸=∅,S⊇L(−1)|S|−|L|vor(xN\L) =

vor(xN\L) ·
∑

S′⊆N\T\L

∑|T |

|S′′|=0
C

|S′′|
|T | (−1)|S

′|+|S′′|︸ ︷︷ ︸
=0

= 0.

Please see the complete derivation of the following formula.

∑
S⊆N,S∩T ̸=∅

IOR
S =

∑
S⊆N,S∩T ̸=∅

[
−
∑

L⊆S
(−1)|S|−|L|vor(xN\L)

]
= −

∑
L⊆N

∑
S∩T ̸=∅,N⊇S⊇L

(−1)|S|−|L|vor(xN\L)

= −

 |T |∑
|S′|=1

C
|S′|
|T | (−1)|S

′|

 · vor(xT )︸ ︷︷ ︸
L=N\T

− vor(x∅)︸ ︷︷ ︸
L=N

−
∑

L∩T ̸=∅,L̸=N

 ∑
S′⊆N\T\L

|T |−|T∩L|∑
|S′′|=0

C
|S′′|
|T |−|T∩L|(−1)|S

′|+|S′′|

 · vor(xN\L)

−
∑

L∩T=∅,L̸=N\T

 ∑
S′⊆N\T\L

 |T |∑
|S′′|=0

C
|S′′|
|T | (−1)|S

′|+|S′′|

 · vor(xN\L)

= −(−1) · vor(xT )− vor(x∅)−
∑

L∩T ̸=∅,L̸=N

 ∑
S′⊆N\T\L

0

 · vor(xN\L)

−
∑

L∩T=∅,L̸=N\T

 ∑
S′⊆N\T\L

0

 · vor(xN\L)

= vor(xT )
(11)

Furthermore, we can understand the above equation in a physical sense. Given a masked sample xT ,
if xT triggers an OR relationship S (the presence of any input variable in S), then S ∩T ̸= ∅, S ⊆ N .
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Thus, we accumulate the interaction effects IOR
S of any OR relationship S triggered by xT as follows,∑

S⊆N,S ̸=∅

1OR(S|xT ) · IOR
S

=
∑

S⊆N,S∩T ̸=∅
IOR
S

= vor(xT ).

(12)

(3) Universal matching property of AND-OR interactions.

With the universal matching property of AND interactions and the universal matching property of OR
interactions, we can easily get v(xT ) = h(xT ) = vand(xT )+vor(xT ) = v(x∅)+

∑
S⊆T,S ̸=∅ I

AND
S +∑

S⊆N,S∩T ̸=∅ I
OR
S , thus, we obtain the universal matching property of AND-OR interactions.

D SPARSITY PROPERTY OF INTERACTIONS

The surrogate logical model h(xT ) on each randomly masked sample xT , T ⊆ N mainly uses the
sum of a small number of salient AND interactions in ΩAND and salient OR interactions in ΩOR to
approximate the network output score v(xT ).

v(xT )=h(xT )≈v(x∅) +
∑

S∈ΩAND

1AND(S|xT ) · IAND
S +

∑
S∈ΩOR

1OR(S|xT ) · IOR
S (13)

Proof. (42) have proven that under some common conditions7, the confidence score vand(xT ) of a
well-trained DNN on all 2n masked samples {xT |T ⊆ N} could be universally approximated by a
small number of AND interactions T ∈ ΩAND with salient interaction effects IAND

S , s.t., |ΩAND| ≪ 2n,
i.e., ∀T ⊆ N, vand(xT ) =

∑
S⊆T IAND

S ≈
∑

S⊆T :S∈ΩAND IAND
S .

According to Equation (10), vand(xT ) =
∑

S⊆T IAND
S = v(x∅) +

∑
S⊆N,S ̸=∅ 1AND(S|xT ) · IAND

S .
Therefore, vand(xT ) ≈ v(x∅) +

∑
S∈ΩAND

1AND(S|xT ) · IAND
S .

Besides, as proven in Section H, the OR interaction can be considered as a specific AND interaction.
Thus, the confidence score vor(xT ) of a well-trained DNN on all 2n masked samples {xT |T ⊆ N}
could be universally approximated by a small number of OR interactions T ∈ ΩOR with salient
interaction effects IOR

S , s.t., |ΩOR| ≪ 2n. Similarly, vor(xT ) =
∑

S⊆N,S ̸=∅ 1OR(S|xT ) · IOR
S ≈∑

S∈ΩOR

1OR(S|xT ) · IOR
S .

In this way, the surrogate logical model h(xT ) on each randomly masked sample xT , T ⊆ N
mainly uses the sum of a small number of salient AND interactions and salient OR interactions
to approximate the network output score v(xT ), i.e., v(xT ) = h(xT ) = vand(xT ) + vor(xT ) ≈
v(x∅) +

∑
S∈ΩAND

1AND(S|xT ) · IAND
S +

∑
S∈ΩOR

1OR(S|xT ) · IOR
S .

E THE CORRECTNESS OF THE DETAILED INFERENCE PATTERNS OF AN LLM

Unlike traditional studies focused on the correctness of language generation results, this paper is
driven by a different motivation, i.e., evaluating the correctness of the detailed inference patterns of an

7There are three assumptions. (1) The high order derivatives of the DNN output with respect to the input
phrases are all zero. (2) The DNN works well on the masked samples, and yield higher confidence when the
input sample is less masked. (3) The confidence of the DNN does not drop significantly on the masked samples.
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LLM behind its seemingly correct outputs. Although previous studies have been proposed to evaluate
the performance of LLMs, rigorously evaluating the reliability of their inference patterns requires
theoretically grounded mechanistic explanations, which is an area that remains unexplored. Thanks
to advances in Explainable AI, we can use a set of interactions between input features to faithfully
represent the inference score of a deep network. However, despite these theoretical achievements, it
remains unknown (1) how many problematic interactions are modeled in LLMs (e.g., legal LLMs),
and (2) to what extent these interactions influence legal judgments.

In this paper, we quantified these interactions and conducted experiments across different LLMs and
datasets. We found that,

• Over half of the interactions modeled by LLMs actually represent clearly unreasonable or even
incorrect justifications for their predictions.

• LLMs tend to use simple interactions of local tokens to guess judgments.

• LLMs tend to model a large number of canceling interactions.

These findings help us gain deeper insights into the inference patterns of LLMs, particularly in
high-stakes tasks where they provide quantitative metrics to indicate the degree to which LLM
judgments can be trusted. The key contributions of the proposed mechanistic explanation method are,

• Revealing reasoning patterns, not just attribution. Attribution methods (48; 43; 32) tell us what
words are important. For example, in "this movie is not bad," attribution highlights "not" and "bad."
In contrast, the interaction-based approach (47; 26; 42) further reveals that the model relies on the
interaction ("not", "bad") to reverse the sentiment. This allows us to distinguish whether the LLM is
truly performing semantic composition or just using Bag-of-Words statistics.

• Evaluating the faithfulness and reliability of LLMs in high-stakes decisions. In high-stakes domains
(e.g., medicine, finance, law), it is not enough for an LLM to be correct, it must be correct for the
right reasons. For example, a legal LLM might learn a spurious correlation, associating a specific
occupation with a "guilty" verdict (Case 2 in the paper). By quantifying interactions between input
phrases, we can explicitly capture this biased reasoning. This provides a quantitative metric for
reliability and serves as a tool for model auditing.

• Diagnosing shortcut learning. LLMs are adept at using statistical shortcuts to guess answers rather
than performing genuine, complex reasoning. Interaction analysis can diagnose this behavior. For
instance, when processing long texts, an LLM might rely only on a few local, low-order interactions
to make a decision. By analyzing interaction order (complexity), we can quantify this phenomenon.

F MASKING IN EXPLAINABLE ARTIFICIAL INTELLIGENCE

Masking is a common practice in Explainable AI. For instance, in interaction-based methods (47; 26;
42), it is standard to evaluate many masked variants of input and restrict the analysis to short examples
(e.g., ≈10 phrases). Similarly, in perturbation-based attribution methods, such as LIME (43), Shapley
sampling values, KernelSHAP (32), and DASP (2), it is also a widely adopted approach to evaluate
numerous masked input variants, often restricting the analysis to short examples (e.g., < 16 phrases).

Besides, this challenge can be alleviated through engineering techniques. First, we can use classic
attribution methods (e.g. Integrated Gradients (48), LIME (43)) as a heuristic to identify and prioritize
salient words or phrases, pruning the search space. Prior works (31; 27) have shown that LLMs
exhibit attention on only a few sparse regions in inputs. Second, the input phrases in this paper are
flexible units of analysis. They are not limited to single tokens but can represent multiple words,
phrases, short sentences, or even paragraphs as input units (26; 42) Empirically, 10-12 input phrases
were typically sufficient for effective analysis (43; 42; 11).

G HOW DOES THIS METHOD GUIDE MODEL IMPROVEMENT?

There are several methods that can be employed to enhance model performance.
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Enforce interaction consistency across models. Reliable patterns are typically consistent across
different models, while unreliable, high-order interactions are often model-specific and generalize
poorly (26). We can jointly train two models using an interaction consistency loss to penalize
differences in their learned patterns on the same input. This encourages models to converge on
reliable reasoning, boosting overall performance.

Refine supervised fine-tuning (SFT) with reliability scores. We can integrate interaction analysis
into both dataset construction and sample weighting. For dataset construction, identifying unreliable
interactions allows us to create counterfactual data that explicitly targets weak reasoning spots, e.g.,
alleviating the identity discrimination. SFT instructions can also be designed to explicitly guide the
model to use reliable interaction paths. For sample weighting, we can adjust sample weights based on
the interaction reliability score (sreliable). Samples where the model is correct but sreliable is very low
(i.e., "correct output for the wrong reason") are assigned higher training weights, forcing the model to
repair its underlying reasoning mechanism.

Enhance reinforcement learning (RL) optimization. We can incorporate interaction reliability
into the reward dimension to shift RL optimization from the output result (What) to the reasoning
process (How). For example, we can add the interaction reliability score (sreliable) as a new feature to
the reward model. The reward model would then reward generated texts not only based on human
preference but also on highly reliable interaction paths. Besides, we can also impose constraints on
the policy model during RL by applying an additional penalty term if the model’s next token selection
significantly increases the weight of unreliable interaction paths.

Algorithm 1 Computing AND-OR interactions
1: Input: Input legal case x, the legal LLM v(·), and the annotations of the relevant, irrelevant, and

forbidden tokens in x.
2: Output: A set of reliable interactions I reliable

and (S|x) and I reliable
or (S|x), and the ratio of reliable

interaction effects sreliable

3: Input the legal case x into the legal LLM, and generate the judgment (a sequence of tokens);
4: for S ⊆ N do
5: For each masked sample xS , compute the confidence score v(xS) based on Eq. (1);
6: end for
7: for S ⊆ N do
8: Given v(xS) for all combinations S ⊆ N , compute each AND interaction IAND

S and each OR
interaction IOR

S via min{γT }
∑

S⊆N,S ̸=∅[|IAND
S |+ |IOR

S |];
9: end for

10: for S ⊆ N do
11: Compute the reliable AND interaction effect I reliable

and (S|x) and the reliable OR interaction
effect I reliable

or (S|x) based on Eqs. (4) and (5).
12: end for
13: Compute the ratio of reliable interaction effects sreliable based on Eq. (7);
14: return I reliable

and (S|x), I reliable
or (S|x), sreliable

H OR INTERACTIONS CAN BE CONSIDERED SPECIFIC AND INTERACTIONS

The OR interaction IOR
S can be considered as a specific AND interaction IAND

S , if we inverse the
definition of the masked state and the unmasked state of an input variable.

Given a DNN v : Rn → R and an input sample x ∈ Rn, if we arbitrarily mask the input sample, we
can get 2n different masked samples xS , ∀S ⊆ N . Specifically, let us use baseline values b ∈ Rn to
represent the masked state of a masked sample xS , i.e.,

(xS)i =

{
xi, i ∈ S

bi, i /∈ S
(14)

Conversely, if we inverse the definition of the masked state and the unmasked state of an input
variable, i.e., we consider b as the input sample, and consider the original value x as the masked
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state, then the masked sample bS can be defined as follows.

(bS)i =

{
bi, i ∈ S

xi, i /∈ S
(15)

According to the above definition of a masked sample in Equations (14) and (15), we can get
xN\S = bS . To simply the analysis, if we assume that vand(xT ) = vor(xT ) = 0.5v(xT ), then the
OR interaction IOR

S can be regarded as a specific AND interaction IAND
S (b) as follows.

IOR
S (x) = −

∑
T⊆S

(−1)|S|−|T |vor(xN\T ),

= −
∑

T⊆S
(−1)|S|−|T |vor(bT ),

= −
∑

T⊆S
(−1)|S|−|T |vand(bT ),

= −IAND
S (b).

(16)

I ANNOTATION OF RELEVANT PHRASES, IRRELEVANT PHRASES, AND
FORBIDDEN PHRASES

We propose the following two principles to avoid unnecessary ambiguity in the annotation of the
three types of phrases. (1) The first principle is to avoid ambiguous legal cases. To ensure clarity, we
engage several legal experts to select a set of straightforward and unambiguous legal cases. We let
them to annotate the above three types of phrases to avoid ambiguity. (2) The second principle is
to avoid analyzing subtle legal differences between the laws in different countries8. Although our
algorithm can accurately explain the legal judgments made by legal LLMs based on sophisticated
legal statutes, the goal of this paper is not to focus on such nuanced differences. Therefore, we
let legal experts to select relatively simple and uncontroversial legal cases, enabling us to directly
compare the performance of an English legal LLM and a Chinese legal LLM on the same input case.

For example, given an input legal case “on June 1, during a conflict on the street,
Andy stabbed Bob with a knife, causing Bob’s death,”3 the legal LLM provides judg-
ment “murder” for Andy. In above example, the input phrases can be set as N =
{[on June 1], [during a conflict], [on the street], [Andy stabbed Bob with a knife], [causing Bob’s
death]}. R = {[Andy stabbed Bob with a knife], [causing Bob’s death]} are the direct rea-
son for the judgment, thereby being annotated as relevant phrases, where all tokens in the
brackets [] are taken as a single input phrase. The set of irrelevant phrases are annotated as
I = {[on June 1], [during a conflict], [on the street]}. The input phrase like “during a conflict” may
influence Andy’s behavior “Andy stabbed Bob with a knife,” but it is the input phrase “Andy stabbed
Bob with a knife” that directly contributes to the legal judgment of “murder,” rather than the input
phrase “during a conflict.”

Given another input legal case involving multiple individuals, such as “Andy assaulted Bob on the
head, causing minor injuries. Charlie stabbed Bob with a knife, causing Bob’s death,”3 the legal
LLM assigns the judgment of “assault” to Andy.

Let the set of all input phrases be N = {[Andy assaulted Bob on thehead], [causing minor injuries],
[Charlie stabbed Bobwith a knife], [causing Bob’s death]}. Although the input phrases “Charlie
stabbed Bob with a knife” and “causing Bob’s death” naturally all represent crucial facts for judgment,
they should not influence the judgment for Andy, because these words describe the actions of
Charlie, not actions of Andy. Therefore, these input phrases are annotated as forbidden phrases,
F = {[Charlie stabbed Bob with a knife], [causing Bob’s death]}.

J FAITHFULNESS OF THE INTERACTION-BASED EXPLANATION

In this section, we conducted experiments to evaluate the sparsity property in Figure 7 and the
universal matching property in Figure 8 of the extracted interactions.

8We use an English legal LLM SaulLM-7B-Instruct (7), which is trained using legal corpora from English-
speaking jurisdictions such as the U.S., Canada, the UK, and Europe, and we use a Chinese legal LLM
BAI-Law-13B (21), which is trained using legal corpora from China.
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Figure 7: Sparsity property of interactions. We show the strength of different AND-OR interactions
(|IAND

S | and |IOR
S |) extracted from different samples in a descending order. Only about 0.5% interac-

tions had salient effects.

confidence score of 
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Figure 8: Universal matching property of interactions. Experiment verifies that the surrogate logical
model h(xT ) can accurately fit the confidence scores of the LLM v(xT ) on all 2n masked samples
{xT |T ⊆ N}, i.e., ∀T ⊆ N, v(xT ) = h(xT ), no matter how we randomly mask the input sample x
in 2n different masking states T ⊆ N .

At about 23:00 on March 18, 2016,
the atmosphere between the
defendant Andy and the victim
Bob (A) suddenly became tense
because Andy insulted Bob. (B)
Dissatisfaction and (C) anger
quickly spread, Andy and Bob (D)
began to (E) fight chaotically. In
(F) anger and (G) unwillingness,
Andy (H) threw a punch, (I)
causing Bob to (J) fall into a coma.

Relevant

Intentional 
Injury

Assault
(SaulLM-7B-

Instruct)

(BAI-Law-13B)

E
I(BHJ): 0.0385 | Dissatisfaction, threw a punch, fall into a coma, 

(a) Input legal case

2016年3月18日23时许，由于聂某辱骂王

某，被告人聂某与被害人王某之间的气氛

骤然紧张。不满与愤怒迅速蔓延开来，聂

某与王某开始混乱地厮打。在怒火与不甘

中，聂某挥出一拳，导致王某昏迷。
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Figure 9: Visualization of judgments influenced by unreliable irrelevant phrases. (a) Irrelevant
phrases include sentimental phrases that are not the direct reason for judgment. Criminal actions
were annotated as relevant phrases. We also translated the legal case to English as the input of the
SaulLM-7B-Instruct model. (b) Judgments predicted by the two legal LLMs, which were both correct
according to laws of the two countries. (c,d) We quantified the reliable and unreliable interaction
effects.

K MAKING JUDGMENTS BASED ON SEMANTICALLY IRRELEVANT PHRASES

Case 3: making judgments based on unreliable irrelevant phrases. We observed that although
legal LLMs achieved great performance in predicting legal judgment results, the legal LLMs used a
significant portion of interaction patterns that were attributed to semantically irrelevant phrases for
judgment (e.g., the time, the location, and the sentimental phrases that are not the direct reason for the
judgment). To evaluate the impact of semantically irrelevant phrases on both the SaulLM-7B-Instruct
and BAI-Law-13B models, we engaged legal experts to annotate phrases that served as the direct
reason for the judgment as relevant phrases in R, and those that were not the direct reason for the
judgment as irrelevant phrases in I, e.g., semantically irrelevant phrases and unreliable sentimental
phrases behind real criminal actions.

Figure 9 shows the first legal case, which showed Andy had a conflict with Bob and attacked Bob,
committing an assault. Here, input phrases such as “fight chaotically,” “threw a punch,” “causing,”
and “fall into a coma” were annotated as relevant phrases in R, as these phrases served as the
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direct reason for the judgment “Assault.” On the other hand, input phrases like “began to” and
sentiment-driven phrases such as “dissatisfaction,” “anger” were annotated as irrelevant phrases in I ,
as these phrases were not direct reason for the judgment.

In this legal case, there were 28 AND interaction patterns and 22 OR interaction patterns in the top
50 most salient AND-OR interaction patterns. Here, the average interaction strength for top 50 most
salient interactions was 0.078, while the average interaction strength for the remaining AND-OR
interaction patterns among the 2 × 210 = 2048 AND-OR interaction patterns was 0.005. The
legal LLM SaulLM-7B-Instruct did use several interaction patterns that aligned with legal experts’
domain knowledge for the legal judgment. For example, an AND interaction pattern S1 = {“threw a
punch”}, and an AND interaction pattern S2 = {“threw a punch”, “fall into a coma”}, and an OR
interaction pattern S3 = {“fight chaotically”, “threw a punch”} contributed salient reliable interaction
effects RAND

S1
= 0.79, RAND

S2
= 0.17, and ROR

S3
= 0.39 to the confidence score v(“Assault”|x) of

the judgment “Assault,” respectively. However, the legal LLM also used lots of interaction patterns
that did not match legal experts’ domain knowledge for the legal judgment. For example, two AND
interaction patterns S4 = {“dissatisfaction”}, and S5 = {“anger”}, which represented unreliable
sentiments instead of criminal actions, contributed salient unreliable interaction effects UAND

S4
= 0.30

and UAND
S5

= 0.07 to the confidence score of the judgment “Assault,” respectively. In sum, the
SaulLM-7B-Instruct model used a ratio of sreliable = 76.9% reliable interaction effects for the legal
judgment. This indicated that the legal LLM mistakenly made judgments based on unreliable
irrelevant phrases, because unreliable sentimental tokens only served as explanations for criminal
actions, rather than the direct reason for the legal judgments.

In comparison, we evaluated the above legal case on the BAI-Law-13B model, as shown in Figure 9
and Figure 10 in Appendix. There were 12 AND interaction patterns and 38 OR interaction patterns
in the top 50 most salient AND-OR interaction patterns. The average interaction value for top 50
most salient interactions was 0.048, while the average interaction value for the remaining AND-OR
interaction patterns was 0.004. Compared to the SaulLM-7B-Instruct model’s sreliable = 76.9% ratio
of reliable interaction effects, the BAI-Law-13B model used similar reliable interactions, i.e., using
a ratio of sreliable = 77.0% reliable interaction effects and a ratio of sunreliable = 23.0% unreliable
interaction effects to compute the confidence score. Many interaction patterns used by the BAI-Law-
13B model were also used by the SaulLM-7B-Instruct model, such as an AND interaction pattern
S1 = {“threw a punch”}, and an OR interaction pattern S2 = {“fight chaotically”, “threw a punch”}
contributed salient reliable interaction effects RAND

S1
= 0.34 and ROR

S2
= 0.12 to the confidence score

v(“Intentional Injury”|x) of the judgment “Intentional Injury,” respectively. This indicated that
these two legal LLMs did successfully identify some direct reasons for the legal judgment. On the
other hand, the BAI-Law-13B model used problematic interaction patterns for the legal judgment,
such as two AND interaction patterns S3 = {“suddenly became tense”} and S4 = {“anger”}
contributed salient unreliable interaction effects UAND

S3
= 0.08 and UAND

S4
= 0.03 to the confidence

score, respectively. The unreliable sentimental token should not be used to determine the judgment.
Additional examples of making judgments based on unreliable sentimental phrases are provided
make judgment on Andy in Section L.3.

L MORE EXPERIMENT RESULTS AND DETAILS

L.1 DISTRIBUTION OF PHRASE ANNOTATIONS BY LEGAL EXPERTS AND VOLUNTEERS

In this subsection, we show the distribution of phrase annotations provided by legal experts. Specif-
ically, we consulted 16 legal experts to annotate the phrases in the input prompts using a majority
voting scheme. The selected cases are generally simple and straightforward, ensuring that phrase
annotations are relatively clear and unlikely to introduce major issues.

Legal background of legal experts. These legal experts are either working in the legal profession
or studying law-related disciplines. Their experience in the legal field ranges from two to twelve
years, with academic backgrounds in areas such as criminal procedure law, international law, and
jurisprudence. Specifically, three of these experts have over eight years of experience as criminal
trial judges, one serves as an assistant to a criminal trial judge, and two are currently pursuing master
degrees in international law. The diverse backgrounds of these legal professionals greatly contribute
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Table 1: Phrase annotation for Case 1.
Input phrase Is relevant phrase? Is irrelevant phrase? Is forbidden phrase? Final annotation

(A) tense 0 16 0 Irrelevant phrase
(B) Dissatisfaction 0 16 0 Irrelevant phrase
(C) anger 0 16 0 Irrelevant phrase
(D) began to 2 14 0 Irrelevant phrase
(E) fight chaotically 16 0 0 Relevant phrase
(F) anger 3 13 0 Irrelevant phrase
(G) unwillingness 3 13 0 Irrelevant phrase
(H) threw a punch 16 0 0 Relevant phrase
(I) causing 16 0 0 Relevant phrase
(J) fall into a coma 16 0 0 Relevant phrase

Table 2: Phrase annotation for Case 2.
Input phrase Is relevant phrase? Is irrelevant phrase? Is forbidden phrase? Final annotation

(A) morning 0 16 0 Irrelevant phrase
(B) had an argument 3 13 0 Irrelevant phrase
(C) chased 14 2 0 Relevant phrase
(D) with an axe 15 1 0 Relevant phrase
(E) bit 15 1 0 Relevant phrase
(F) slightly injured 16 0 0 Relevant phrase
(G) hit 3 0 13 Forbidden phrase
(H) with a shovel 0 0 16 Forbidden phrase
(I) injuring 0 0 16 Forbidden phrase
(J) death 1 0 15 Forbidden phrase

to the analysis of relevant, irrelevant, and forbidden phrases in legal cases, providing a nuanced legal
perspective.

Distribution of phrase annotations. We present the distribution of phrase annotations for each
phrase in the three legal cases discussed in the main paper, as shown in Table 1, Table 2 and Table 3.
The final annotation for each phrase in the input legal case was determined using a majority voting
scheme.

Case 1: At about 23:00 on March 18, 2016, the atmosphere between the defendant Andy and the
victim Bob suddenly became tense because Andy insulted Bob. Dissatisfaction and anger quickly
spread, and Andy and Bob began to fight chaotically. In anger and unwillingness, Andy threw a
punch, causing Bob to fall into a coma.

Judgment of the legal LLM for Andy: Assault.

Table 3: Phrase annotation for Case 3.
Input phrase Is relevant phrase? Is irrelevant phrase? Is forbidden phrase? Final annotation

(A) Wednesday 0 16 0 Irrelevant phrase
(B) night 0 16 0 Irrelevant phrase
(C) a judge 0 16 0 Irrelevant phrase
(D) walked 0 16 0 Irrelevant phrase
(E) home 0 16 0 Irrelevant phrase
(F) a day’s work 0 16 0 Irrelevant phrase
(G) dark 0 16 0 Irrelevant phrase
(H) holding a knife 16 0 0 Relevant phrase
(I) robbed 16 0 0 Relevant phrase
(J) belongings 16 0 0 Relevant phrase

Case 2: On the morning of December 22, 2013, the defendants Andy and Bob deceived Charlie and
the three of them had an argument. Andy chased Charlie with an axe and bit Charlie, causing Charlie
to be slightly injured. Bob hit Charlie with a shovel, injuring Charlie and causing Charlie’ death.
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At about 23:00 on March 18, 2016,
the atmosphere between the
defendant Andy and the victim
Bob (A) suddenly became tense
because Andy insulted Bob. (B)
Dissatisfaction and (C) anger
quickly spread, Andy and Bob (D)
began to (E) fight chaotically. In
(F) anger and (G) unwillingness,
Andy (H) threw a punch, (I)
causing Bob to (J) fall into a coma.

Relevant

Intentional 
Injury

Assault
(SaulLM-7B-

Instruct)

(BAI-Law-13B)

E
I(BHJ): 0.0385 | Dissatisfaction, threw a punch, fall into a coma, 

(a) Input legal case

2016年3月18日23时许，由于聂某辱骂王

某，被告人聂某与被害人王某之间的气氛

骤然紧张。不满与愤怒迅速蔓延开来，聂

某与王某开始混乱地厮打。在怒火与不甘

中，聂某挥出一拳，导致王某昏迷。

Judgment
for Andy 

(b) Judgment (d) Reliable and unreliable Interaction effects(c) Ratio

76.9%

23.1%

77.0%

23.0%

Ratio of reliable
interaction effects

AND-OR Logical Model   h "𝐼𝑛𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙 𝐼𝑛𝑗𝑢𝑟𝑦" 𝒙
Reliable interaction effects Unreliable interaction effects

Irrelevant phrasesRelevant phrases

𝑠!"#$%&#" =

𝑠!"#$%&#" =

Irrelevant

Figure 10: Visualization of judgments influenced by unreliable irrelevant phrases in the BAI-Law-13B
model. (a) Irrelevant phrases include sentimental phrases that are not the direct reason for judgment.
Criminal actions were annotated as relevant phrases. We also translated the legal case to English
as the input of the SaulLM-7B-Instruct model. (b) Judgments predicted by the two legal LLMs,
which were both correct according to laws of the two countries. (c,d) We quantified the reliable and
unreliable interaction effects.

Judgment of the legal LLM for Andy: Assault.

Case 3: Late Wednesday night, Andy, a judge, walked home alone after finishing a day’s work. On
the dark road, two suspicious men followed, holding a knife and robbed Andy’s belongings.

Judgment of the legal LLM for two suspicious men: Robbery.

L.2 SIGNIFICANCE OF CONFLICTED INTERACTION PATTERNS

This subsection shows the significance of mutual cancellation of interaction patterns. We found that
over 60% effects of the interaction patterns had been mutually cancelled out in Table 4.

Table 4: Significance of mutual cancellation of interaction patterns (%), which is measured by sconflict.
Dateset Qwen Deepseek BAI SaulLM

CAIL2018 78.00 82.46 62.67 -
LeCaRD 78.70 65.58 85.38 -
LEVEN 78.40 77.58 83.72 -
LegalBench 75.31 83.10 - 76.60
LexGLUE 98.25 96.18 - 29.97

L.3 MORE RESULTS OF JUDGMENTS INFLUENCED BY UNRELIABLE SENTIMENTAL TOKENS

We conducted more experiments to show the judgments influenced by unreliable sentimental tokens
in Figure 12, Figure 13, and Figure 14, respectively. We observed that a considerable number of
interactions contributing to the confidence score v(x) were attributed to semantically irrelevant or
unreliable sentimental tokens. In different legal cases, the ratio of reliable interaction effects to
all salient interactions was within the range of 32.6% to 87.1%. It means that about 13∼68% of
interactions used semantically irrelevant tokens or unreliable sentimental tokens for the judgment.

L.4 MORE RESULTS OF JUDGMENTS AFFECTED BY INCORRECT ENTITY MATCHING

We conducted more experiments to show the judgments affected by incorrect entity matching
in Figure 15, Figure 16, and Figure 17, respectively. We observed that a considerable ratio of the
confidence score v(x) was mistakenly attributed to interactions on criminal actions made by incorrect
entities. In different legal cases, the ratio of reliable interaction effects to all salient interactions was
within the range of 31.9% to 67.8%. It means that about 22∼68% of interactions used semantically
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Late (A) Wednesday (B) night,
Andy, (C) [occupation], (D) walked
(E) home alone after finishing (F)
a day's work. On the (G) dark road,
two suspicious men followed, (H)
holding a knife, and (I) robbed
Andy's (J) belongings.

Relevant Irrelevant

(C) [occupation] is
a judge / a volunteer 

星期三的 深夜，作为[职业]的孙某某在

完成一天的工作后，独自步行 回家。在

黑暗的道路上,有两个可疑男子尾随，持

刀并抢走了孙某某的财物。

Judgment for 
suspicious men

(a) Input legal case (b) Judgment (d) Reliable and unreliable Interaction effects

Not 
mentioned

Robbery
when the victim’s

[occupation]
= [a judge]

Reliable interaction effects Unreliable interaction effects

(c) Ratio
Irrelevant phrasesRelevant phrases

81.4%

18.6%

𝑠!"#$%&#" =

84.0%

16.0%

𝑠!"#$%&#" =

Ratio of reliable
interaction effects

AND-OR Logical Model   h "𝑅o𝑏𝑏𝑒𝑟𝑦" 𝒙

when the victim’s
[occupation]

= [a volunteer]

Figure 11: Visualization of judgments biased by discrimination in identity, when the victim’s
[occupation] is [a volunteer]. To enable the fair comparison, we compute interactions on the output
score v(“Robbery”|x), instead of the actual LLM’s output score v(“Not mentioned”|x). (a) Irrelevant
phrases were annotated in the legal case, including the occupation, time and actions that are not the
direct reason for the judgment. Criminal actions of the defendant were annotated as relevant phrases.
(b) The SaulLM-7B-Instruct model predicted the judgment based on the legal case with different
occupations. (c,d) We quantified the reliable and unreliable interaction effects.
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在2015年10月27日零时左右，明某冲到面

包车驾驶室的车门旁，疯狂地 用菜刀 砍

砸任某某，动作极其激烈，仿佛要把心中

的怒火 宣泄到对方身上，周围的空气似

乎都因他的暴怒而凝固，令人战栗。最终

造成任某某不治身亡。

Judgment
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Figure 12: More results of judgments influenced by unreliable sentimental tokens. (a) A number of
irrelevant tokens were annotated in the legal case, including unreliable sentimental tokens. Criminal
actions were annotated as relevant tokens. We also translated the legal case to English as the input
of the SaulLM-7B-Instruct model. (b) Judgements predicted by the two legal LLMs, which were
both correct according to laws of the two countries. (c,d) We quantified the reliable and unreliable
interaction effects of different orders. The SaulLM-7B-Instruct model used 66.1% reliable interaction
effects, while the BAI-Law-13B model encoded 87.2% reliable interaction effects.
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小便宜的人。被金钱的欲望 蒙蔽双眼，

赵某利用刘某贪得无厌的心理以及错误信

息，多次骗取被害人刘某钱款。
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Figure 13: More results of judgments influenced by unreliable sentimental tokens. (d) The SaulLM-
7B-Instruct model used 35.3% reliable interaction effects, while the BAI-Law-13B model encoded
48.5% reliable interaction effects.

irrelevant tokens for the judgment, or was mistakenly attributed on criminal actions made by incorrect
entities.
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(d) Distribution of reliable and unreliable

interactions over different orders 

2014年9月至12月间，被告人朱某起了犯

罪的歹心，在偷窃的欲望和狡猾的本性

作祟下，打开了 防范心不强的王某的手

机，并将王某的款项 转账 给了自己。

Judgment
for Andy 

𝐼!")'"#$%(C,E,F,G,I) = -0.33

𝐼&'()'"#$%(D,G) = -0.33

order |S|

𝐼!")'"#$%(A,D,G) = 0.28 order |S|

𝑠"#$%&*$#
= 32.6%

𝑠"#$%&*$#
= 38.1%
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H<->I

Figure 14: More results of judgments influenced by unreliable sentimental tokens. (d) The SaulLM-
7B-Instruct model used 38.1% reliable interaction effects, while the BAI-Law-13B model encoded
32.6% reliable interaction effects.

Intentional 
Injury

Around 9:30 p.m. on December
24, 2013, the defendant Andy and
Bob (A) got into an argument (B)
over something trivial, which (C)
escalated into a physical fight.
Andy (D) repeatedly punched Bob
(E) with fists (F) on the head, (G)
causing serious injuries to Bob.
Bob (H) fought back, (I) inflicting
minor injuries on Andy. Andy then
left the scene, and Bob later (J)
died after medical efforts failed.

Manslaughter

AllReliable Unreliable

(SaulLM-7B-
Instruct)

(BAI-Law-13B)

𝐼!"#$%&'(J) = -0.39
𝐼!"#$%&'(E) = 0.18
𝐼($$%&'(G,I) = 0.12
𝐼!"#
$%&'(D,F) = -0.12
𝐼($$%&'(G,I,J) = 0.11
𝐼($$%&'(D,E,F) = 0.11

𝐼!"#
)"$%&'(I) = 0.25
𝐼($)"$%&'(G,I) = 0.12
𝐼!"#)"$%&'(B) = 0.07
𝐼!"#)"$%&'(H) = 0.06

Reliable Unreliable= +
𝐼!"#$%&'(J) = 2.05
𝐼($$%&'(G,J) = 0.77
𝐼($$%&'(G,I,J) = -0.33
𝐼($$%&'(D,E,J) = -0.31
𝐼!"#$%&'(G) = 0.23
𝐼!"#
$%&'(C,J) = 0.23

𝐼!"#
)"$%&'(C,I,J) = 0.27
𝐼($)"$%&'(G,I,J) = -0.17
𝐼!"#)"$%&'(I) = 0.16
𝐼!"#)"$%&'(I,J) = 0.15
𝐼($)"$%&'(G,H,I,J) = -0.13

(a) Input legal case (b) Judgment (c) Interactions
(d) Distribution of reliable and unreliable

interactions over different orders 

2013年12月24日21时30分许，被告人芦某
和李某丙因琐事 产生口角，后二人发生
打斗，芦某用拳头 多次击打李某丙的头
部，对李某丙造成重伤，李某丙同时也还
击对芦某造成轻伤。芦某随后离开现场，
最终李某丙抢救无效死亡。

Judgment
for Andy 

𝐼!"#
)"$%&'(F) = -0.11

𝐼($)"$%&'(G,I,J) = 0.06

order |S|

𝐼($)"$%&'(D,E,F) = 0.05 order |S|

𝑠$%&'!*&%
= 64.1%

𝑠$%&'!*&%
= 67.8%

Forbidden
Relevant Irrelevant
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D <-> E

Figure 15: More results of judgments affected by incorrect entity matching. (a) A number of irrelevant
tokens were annotated in the legal case, including the time and actions that were not the direct reason
for the judgment. Criminal actions of the defendant were annotated as relevant tokens. Criminal
actions of the unrelated person were annotated as forbidden tokens. (b) Judgements predicted by the
two legal LLMs, which were both correct according to laws of the two countries. (c,d) We measured
the reliable and unreliable interaction effects of different orders. The SaulLM-7B-Instruct model used
67.8% reliable interaction effects, while the BAI-Law-13B model encoded 64.1% reliable interaction
effects.

Theft

One day, Andy and Bob (A) had a
dispute about Andy‘s theft, and
Andy (B) threatened Bob. In a fit
of anger, Bob (C) pulled a (D)
folding knife from his pocket and
(E) stabbed Andy, resulting in (F)
serious injuries to Andy. It was
later discovered that Andy had (G)
threatened Bob and (H) stolen (I)
his belongings while they were (J)
at work.

Robbery

AllReliable Unreliable

(SaulLM-7B-
Instruct)

(BAI-Law-13B)

𝐼!"#$%&'(H) = 0.92
𝐼($$%&'(G,H,I) = 0.11

𝐼($$%&'(E,H) = 0.08
𝐼!"#
$%&'(I) = 0.06
𝐼($$%&'(C,H) = 0.04
𝐼($$%&'(H,I) = 0.04

𝐼!"#
)"$%&'(J) = 0.33
𝐼!"#$"%&'(D,E,F,G) = -0.30

𝐼!"#)"$%&'(E) = 0.30
𝐼($)"$%&'(B,G) = -0.27

Reliable Unreliable= +
𝐼($$%&'(H,I) = 1.27
𝐼!"#$%&'(H) = 0.99
𝐼!"#
$%&'(I) = 0.64
𝐼!"#$%&'(G,H) = 0.46
𝐼($$%&'(G,H) = -0.23
𝐼!"#
$%&'(G,H,J) = 0.12

𝐼($)"$%&'(G,H) = -0.23
𝐼!"#
)"$%&'(G) = -0.22
𝐼!"#)"$%&'(B,G) = -0.19
𝐼($)
#$"%&'(E,G,H,I) = -0.15

𝐼!"#)"$%&'(D,I) = 0.13

(a) Input legal case (b) Judgment (c) Interactions
(d) Distribution of reliable and unreliable

interactions over different orders 

某日，范某和任某因为范某的盗窃行为产

生了纠纷，范某威胁任某。在怒火中烧下，

任某掏出了口袋中的折叠刀 刺伤了范某，

导致范某重伤二级。事后查出，范某在上

班期间曾经威胁任某且偷盗任某的所有物。

Judgment
for Andy 

𝐼!"#
)"$%&'(J) = 0.10

𝐼!"#)"$%&'(G) = -0.23

order |S|

𝐼($)"$%&'(C,D,E,F,G) = -0.17 order |S|

𝑠$%&'!*&%
= 31.9%

𝑠$%&'!*&%
= 63.7%

Relevant Irrelevant
Forbidden
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J->I

Figure 16: More results of judgments affected by incorrect entity matching. (d) The SaulLM-7B-
Instruct model used 63.7% reliable interaction effects, while the BAI-Law-13B model encoded 31.9%
reliable interaction effects.

L.5 MORE RESULTS OF JUDGMENTS BIASED BY DISCRIMINATION IN OCCUPATION

Experiment results of judgments biased by discrimination in occupation in Section 3. Figure 21
illustrates additional examples of how occupation influences the judgment of the legal case, which
were tested on the SaulLM-7B-Instruct model. It shows that if we replaced “a judge” with law-related
occupations, such as “a lawyer” and “a policeman,” the judgment remained “robbery.” Besides, the
occupation “a programmer” changed the judgment to “not mentioned.” The interactions containing
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Fraud

On September 21, 2016, while the
defendant Andy was (A) chatting
with the victim Bob, he (B) falsely
claimed that he could help Bob (C)
clear his (D) recidivism record for
(E) theft, and (F) fighting records.
After (G) gaining Bob’s (H) trust,
Andy (I) defrauded him of (J) his
money.

False 
Pretenses

AllReliable Unreliable

(SaulLM-7B-
Instruct)

(BAI-Law-13B)

𝐼!"#$%&'(I) = 1.19
𝐼!"#$%&'(B) = 0.84
𝐼($$%&'(B,D,H,I) = 0.61
𝐼($$%&'(B,C,D,E,H,I) = 0.52
𝐼($$%&'(C,I,J) = 0.51
𝐼($$%&'(B,C,D,H,I,J) = -0.40

𝐼!"#$"%&'(B,C,D,E,H,I) = 1.04

𝐼!"#)"$%&'(E) = -0.74
𝐼!"#$"%&'(A,B,C,D,E,H,I) = 0.71

𝐼!"#$"%&'(B,D,H,I) = 0.61

Reliable Unreliable= +
𝐼!"#$%&'(B) = 4.09
𝐼!"#$%&'(I) = 2.67
𝐼!"#
$%&'(J) = 1.13
𝐼($$%&'(B,H,I) = 0.40
𝐼($$%&'(D,I) = 0.36
𝐼($$%&'(I,J) = 0.33

𝐼!"#
)"$%&'(A) = 1.66
𝐼!"#
)"$%&'(D) = 1.37
𝐼!"#)"$%&'(H) = 0.88
𝐼!"#)"$%&'(G,H) = 0.51
𝐼!"#)"$%&'(B,D) = 0.50

(a) Input legal case (b) Judgment (c) Interactions
(d) Distribution of reliable and unreliable

interactions over different orders 

2016年9月21日，被告人赵2某同被害人赵

1某聊天时，赵2某谎称可帮赵1某消除他

盗窃的累犯记录和斗殴记录。获得赵1某

信任后，骗取赵1某的钱财。

Judgment
for Andy 

𝐼!"#
)"$%&'(C,D) = 0.48

𝐼!"#)"$%&'(H) = 0.56

order |S|

𝐼($)"$%&'(B,C,D,H,I) = -0.52 order |S|

𝑠$%&'!*&%
= 42.2%

𝑠$%&'!*&%
= 52.5%

Relevant Irrelevant
Forbidden
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Figure 17: More results of judgments affected by incorrect entity matching. (d) The SaulLM-7B-
Instruct model used 52.5% reliable interaction effects, while the BAI-Law-13B model encoded 42.2%
reliable interaction effects.

Theft

Relevant

(A) One day, the defendant Andy,
a (B) [occupation], (C) stole a (D)
package of (E) valuables from a
(F) postal (G) warehouse during
the (H) express (I) delivery (J)
process.

Larceny

Irrelevant

All Reliable Unreliable= +

(a) Input legal case (b) Judgment (c) Interactions
(d) Distribution of reliable and unreliable

interactions over different orders 

某日，被告人包某作为[职业]，在快递

运输 过程中的邮政 仓库内，窃得 贵重

物品 邮包。

Judgment
for Andy 

order |S|

order |S|

𝑠!"#$%&#"
= 57.3%

𝑠!"#$%&#"
= 63.7%

Reliable Unreliable

𝐼%'(!"#$(C) = 1.12
𝐼%'(!"#$(E) = 0.91
𝐼)!!"#$(C,D,E,G) = 0.72
𝐼%'(
!"#$(C,E) = -0.72
𝐼)!!"#$(C,E,G) = 0.44
𝐼)!!"#$(C,D,E,F) = 0.38

𝐼%'(
*'!"#$(B) = 0.76
𝐼)!*'!"#$(F,G,I) = -0.39
𝐼%'(*'!"#$(H) = -0.32
𝐼)!*'!"#$(F,I,J) = -0.28

𝐼%'(!"#$(E) = 0.98
𝐼%'(
!"#$(C,E) = -0.79
𝐼)!!"#$(C,D,E,G) = 0.75
𝐼)!!"#$(C,E,G) = 0.50
𝐼)!!"#$(C,D,E,G,I) = 0.37

𝐼)!*'!"#$(F,G,I) = -0.42
𝐼)!*'!"#$(F,I,J) = -0.34
𝐼%'(*'!"#$(H) = -0.29
𝐼%'(*'!"#$(G) = 0.27
𝐼)!*'!"#$(F,H,I,J) = 0.27
𝐼)!*'!"#$(C,E,G,I) = 0.26

𝐼!"#$"%&'(B,C,D,E,F,G,I) = 0.28

𝐼)!*'!"#$(F,H) = -0.27

𝐼%'(!"#$(C) = 1.21

"lawyer”

"programmer” (B) [occupation] is
lawyer / programmer 

[职业] 为 律师/程序员
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Figure 18: More results of judgments biased by discrimination in occupation. (a) A number of
irrelevant tokens were annotated in the legal case, including the occupation, time and actions that
are not the direct reason for the judgment. Criminal actions of the defendant were annotated as
relevant tokens. (b) The SaulLM-7B-Instruct model predicted the judgment based on the legal case
with different occupations, respectively. (c,d) We measured the reliable and unreliable interaction
effects of different orders. When the occupation was set to “lawyer,” the LLM used 63.7% reliable
interaction effects. In comparison, when the occupation was set to “programmer,” the LLM encoded
57.3% reliable interaction effects.

the occupation token (i.e., “a judge”, “a lawyer”, “a policeman”, “a programmer”, and “a volunteer”)
were important factors that changed the ratio of reliable interactions from 81.4% to 84.0%. This
suggested that the legal LLM sometimes had considerable occupation bias.

Futhermore, Figure 22 shows the test of the BAI-Law-13B model on the legal case, in which Andy,
the victim with varying occupations, was robbed of his belongings by two suspicious men. Similarly,
we found that the BAI-Law-13B model encoded interactions with the occupation tokens “a judge,”
which boosted the confidence of the judgment “robbery.” More interestingly, if we substituted the
occupation tokens “a judge” to “a policeman,” the interaction of the occupation “a policeman,”
decreased from 0.29 to 0.11. The interactions containing the occupation token were important factors
that changed the ratio of reliable interactions from 78.9% to 87.1%. This suggested that the legal
LLM sometimes had considerable occupation bias.

More results of judgments biased by discrimination in occupation. We conducted more ex-
periments to show the judgments biased by discrimination in occupation in Figure 18, Figure 19,
and Figure 20, respectively. We found that the legal LLM usually used interactions on the occupation
information to compute the confidence score v(x). In different legal cases, the ratio of reliable
interaction effects to all salient interactions was within the range of 30.1% to 63.7%. In particular,
in Figure 18, changing the occupation from “lawyer” to “programmer” results in a decrease of the
reliable interactions from 63.7% to 57.3%. The difference of interactions containing the occupation
token changes the model output from “Larceny” to “Theft.”
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Fraud

Relevant

One day, the defendant Andy, a
(A) [occupation], (B) tricked the
victim Bob (C) out of money (D)
by falsely promising to (E) help
him (F) apply for a (G) bank loan,
(H) requesting a (I) deposit and
(J) handling fee.

Fraud

Irrelevant

All Reliable Unreliable= +

(a) Input legal case (b) Judgment
(d) Distribution of reliable and unreliable

interactions over different orders 

某日，被告人格某作为[职业]，以可以帮

助 办理 银行贷款，需要缴纳 保证金和

手续费 为名，骗取被害人乌某钱款。

Judgment
for Andy 

order |S|

order |S|

𝑠!"#$%&#"
= 32.7%

𝑠!"#$%&#"
= 30.1%

(c) Interactions

Reliable 

𝐼%'(!"#$(C) = 1.46
𝐼%'(!"#$(B) = 1.04

𝐼%'(
!"#$(B,C) = 0.39
𝐼)!!"#$(C,D,G) = 0.36

𝐼%'(!"#$(C,G) = -0.32
𝐼%'(!"#$(B,C,E) = 0.23

𝐼%'(
*'!"#$(G) = 1.88
𝐼%'(
*'!"#$(D) = 0.84
𝐼!"#$"%&'(C,D,G) = 0.72

𝐼!"#$"%&'(D,E,F,G) = -0.68

𝐼%'(!"#$(B) = 1.13
𝐼%'(
!"#$(B,C,E) = 0.19
𝐼)!!"#$(A,B,C,D) = -0.19
𝐼)!!"#$(A,C,D,G) = 0.18
𝐼%'(
!"#$(C,G) = -0.16

𝐼%'(
*'!"#$(G) = 1.53
𝐼%'(
*'!"#$(A) = 1.01
𝐼%'(*'!"#$(D) = 0.60
𝐼!"#$"%&'(A,C,D,G) = 0.55

𝐼!"#$"%&'(A,D,G) = 0.51

𝐼)!*'!"#$(A,D,E,F,G) = -0.40

𝐼!"#$"%&'(C,D,E,F,G) = -0.55

𝐼)!*'!"#$(C,G,I) = 0.42

𝐼%'(!"#$(C) = 1.29
Unreliable

"telephone 
service”

”volunteer” 
(A) [occupation] is
telephone service / volunteer 
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[职业] 为 律师/程序员

Figure 19: More results of judgments biased by discrimination in occupation. (b) The SaulLM-7B-
Instruct model predicted the judgment based on the legal case with different occupations, respectively.
(d) When the occupation was set to “telephone service,” the LLM used 30.1% reliable interaction
effects. In comparison, when the occupation was set to “volunteer,” the LLM encoded 32.7% reliable
interaction effects.

"miner” 

Intentional 
Injury

[职业] 为 前盗窃犯/矿工

Relevant

(A) One day, Bob (B) suspected
that the defendant Andy was
stealing (C) at the hotel, (D)
leading to a (E) dispute between
them. Andy, a (F) [occupation],
(G) struck Bob (H) with a wooden
pickaxe, (I) causing (J) second-
degree minor injuries to Bob.

Irrelevant

All Reliable Unreliable= +

(a) Input legal case (b) Judgment
(d) Distribution of reliable and unreliable

interactions over different orders 

某日，李某某怀疑被告人赵某在旅社中偷

窃，二者发生 争执，作为[职业]的赵某

用木质镐将被害人李某某打伤。李某某损

伤为 轻伤二级。

Judgment
for Andy 

order |S|

order |S|

𝑠!"#$%&#"
= 40.1%

𝑠!"#$%&#"
= 41.3%

(c) Interactions

Reliable 

𝐼%'(!"#$(G) = 0.71
𝐼!""#$%(G,H,I,J) = 0.34

𝐼)!!"#$(G,I,J) = 0.28
𝐼)!!"#$(B,G,H,I,J) = 0.26
𝐼)!!"#$(B,E,G,H) = 0.25
𝐼%'(!"#$(J) = 0.23

𝐼!"&'"#$%(B,E,G,H) = 0.75

𝐼!"&'"#$%(B,C,D,E,G,H) = -0.62

𝐼%'(*'!"#$(B) = 0.57
𝐼%'(*'!"#$(E) = 0.32

𝐼)!!"#$(G,H,I,J) = 0.75
𝐼)!!"#$(G,I,J) = 0.34
𝐼%'(!"#$(J) = 0.26
𝐼%'(!"#$(G,H) = -0.23
𝐼%'(
!"#$(F,I,J) = -0.21

𝐼!"&'"#$%(B,C,D,E,G,H) = -0.75

𝐼%'(
*'!"#$(B) = 0.49
𝐼!"&'"#$%(B,D,E,G,H) = 0.49

𝐼!"&'"#$%(B,E,G,H) = 0.44

𝐼%'(*'!"#$(H) = 0.43
𝐼%'(
*'!"#$(E) = 0.34

𝐼%'(*'!"#$(H) = 0.30
𝐼)!*'!"#$(B,D,E,G,H) = 0.28

𝐼%'(!"#$(G) = 0.82
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(F) [occupation] is
former thief / miner 

"former thief”

Intentional 
Injury

G <-> H

Figure 20: More results of judgments biased by discrimination in occupation. (b) The BAI-Law-13B
model predicted the judgment based on the legal case with different occupations, respectively. (d)
When the occupation was set to “former thief,” the LLM used 41.3% reliable interaction effects. In
comparison, when the occupation was set to “miner,” the LLM encoded 40.1% reliable interaction
effects.

L.6 EXPERIMENT DETAILS OF MASKED SAMPLES

This section discusses how to obtain the masked sample xT , T ⊆ N . Given the confidence score of a
DNN v(x) and an input sample x = [x1, x2, · · · , xn]

⊺ with n input phrases, if we arbitrarily mask
the input sample x, we can get 2n different masked samples xT , ∀T ⊆ N . Specifically, for each
input variable i ∈ N \ T , we replace it with the baseline value bi to represent its masked state. Let us
use baseline values b = [b1, b2, · · · , bn]⊺ to represent the masked state of a masked sample xT , i.e.,

(xT )i =

{
xi, i ∈ T

bi, i /∈ T
(17)

For sentences in a language generation task, the masking of input phrases is performed at the
embedding level. Following the approach of (42; 46), we masked inputs at the embedding level
by transforming sentence tokens into their corresponding embeddings. Given an input sentence
x = [x1, x2, · · · , xn]

⊺ with n input tokens, the i-th token xi is mapped to its embedding ei ∈ Rd,
where d is the dimension of the embedding layer. To obtain the masked sample xT , if i ∈ N \ T ,
the embedding is replaced with the (constant) baseline value bi ∈ Rd, i.e., ei = bi. Otherwise, the
embedding remains unchanged, i.e., ei = ei. Following (40), we trained the (constant) baseline value
bi ∈ Rd to extract the sparsest interactions.

L.7 EXPERIMENT DETAILS OF USING THE SAME DATASET FOR COMPARISON

This section presents the experiment details of using the CAIL2018 dataset (56) to ensure a fair
comparison between two legal LLMs. For the BAI-Law-13B model, a Chinese legal LLM, we directly
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Robbery

Reliable Unreliable

when "a lawyer” 
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Late (A) Wednesday (B) night,
Andy, (C)a lawyer, (D) walked (E)
home alone after finishing (F) a
day's work. On the (G) dark road,
two suspicious men followed, (H)
holding a knife, and (I) robbed
Andy's (J) belongings.

(C) [occupation] is a 
lawyer / policeman / programmer

Not 
mentioned

星期三的 深夜，作为[职业]的孙某某在

完成一天的工作后，独自步行 回家。在

黑暗的道路上,有两个可疑男子尾随，持

刀并抢走了孙某某的财物。

[职业] 为 律师/法官/警察/
志愿者/程序员

Figure 21: Visualization of judgments biased by discrimination in occupation. (a) A number of
irrelevant tokens were annotated in the legal case, including the occupation, time and actions that
are not the direct reason for the judgment. Criminal actions of the defendant were annotated as
relevant tokens. (b) The SaulLM-7B-Instruct model predicted the judgment based on the legal case
with different occupations, respectively. (c,d) We measured the reliable and unreliable interaction
effects of different orders. When the occupation was set to “a lawyer,” the LLM used 82.6% reliable
interaction effects. In comparison, when the occupation was set to “a policeman,” the LLM encoded
84.2% reliable interaction effects.

analyzed the Chinese legal cases from the CAIL2018 dataset. In contrast, for the SaulLM-7B-Instruct
model, an English legal LLM, we translated the Chinese legal cases into English and performed the
analysis on the translated cases, to enable fair comparisons. To simplify the explanation and avoid
ambiguity, we only explained the inference patterns on legal cases, which were correctly judged by
the LLM.

Starting with a complete fact descriptions of the legal case from the CAIL2018 dataset, we first
condensed the case by removing descriptive details irrelevant to the judgment, retaining only the most
informative tokens, such as the time, location, people, and events. To prompt the model to deliver
its judgment, we added a structured prompt designed to extract a concise answer. The format is as
follows:

“Question: [Fact descriptions of the case]. What crime did [the defendant] commit? Briefly answer
the specific charge in one word. Answer: The specific charge is”

Here, [Fact descriptions of the case] is replaced with the details of the specific legal case, and [the
defendant] is substituted with the name of the defendant.

To identify potential representation flaws behind the seemingly correct language generation results of
legal LLMs, we introduced special tokens that were irrelevant to the judgments. For cases to assess if
judgments were influenced by unreliable sentimental tokens, we added such tokens to describe actions
in the legal case. We then observed whether a substantial portion of the interactions contributing
to the confidence score v(x) were associated with semantically irrelevant or unreliable sentimental
tokens. Similarly, in cases where we aimed to detect potential bias based on occupation, we included
irrelevant occupation-related tokens for the defendants or victims, and analyzed whether the legal
LLM leveraged these occupation-related tokens to compute the confidence score v(x) in Eq. (1).

Finally, we show the selection of input phrases for extracting interactions. As discussed in Section 2.1,
given an input sample x with n input phrases, we can extracted at most 2n+1 AND-OR interactions to
compute the confidence score v(x). Consequently, the computational cost for extracting interactions
increases exponentially with the number of input phrases. To alleviate this issue, we followed (42; 46)
to select a set of tokens as input phrases, while keeping the remaining tokens as a constant background
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Late (A) Wednesday (B) night,
Andy, (C) [occupation], (E)
walked (F) home alone after
finishing a day's (D) work. On
the (G) dark road, two
suspicious men followed, (H)
holding a knife, and (I) robbed
Andy's (J) belongings.

(C) [occupation] is
a lawyer / a judge / a policeman/
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Figure 22: Visualization of judgments biased by discrimination in occupation. (a) A number of
irrelevant tokens were annotated in the legal case, including the occupation, time and actions that are
not the direct reason for the judgment. Criminal actions of the defendant were annotated as relevant
tokens. (b) The BAI-Law-13B model predicted the judgment based on the legal case with different
occupations, respectively. (c,d) We measured the reliable and unreliable interaction effects of different
orders. When the occupation was set to “a judge,” the LLM used 78.9% reliable interaction effects.
In comparison, when the occupation was set to “a policeman,” the LLM encoded 87.1% reliable
interaction effects.

in Section L.6, to compute interactions among the selected variables. Specifically, we selected 10
informative input phrases (tokens or phrases) for each legal case. These input phrases were manually
selected based on their informativeness for judgements. It was ensured that the removal of all input
phrases would substantially change the legal judgment result.

L.8 MORE APPLICATIONS OF THE METHOD

While this paper focuses on the legal domain due to space constraints, the proposed method is
generic. It can be applied to quantify the decision trustworthiness of any LLM, particularly in high-
stakes domains such as medicine and finance. In medicine, the method can help doctors understand
which aspects of a patient’s record the LLM is focusing on for diagnosis, allowing them to assess
the reliability of its reasoning. Similarly, in finance, it can clarify an LLM’s credit-scoring logic,
revealing which applicant features the model prioritizes and the reliability of that reasoning.

Furthermore, the applicability of our method extends from natural language processing to computer
vision. Specifically, the proposed method can be used for pedestrian detection analysis to determine
whether the model relies on unreliable inference patterns for its model inference.

Figure 23 shows the interactions extracted from a trained DNN for pedestrian detection. Given an
input image, we first manually label image regions with salient attributions as input variables, and
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Figure 23: The interactions extracted from a DNN for pedestrian detection.
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then compute interactions between these image regions. The visualization of the interactions enables
human to manually check the correctness of interactions encoded by the model.

Let us consider the explanation on the first input image as an example. We can analyze the
representation quality of the DNN from the following three perspectives. (1) The interactions
IAND(S = {C, I}), IAND(S = {D, I}), IAND(S = {F, I}) and IAND(S = {A, I}) between pedestrian
patches and background patches may represent unreliable inference patterns. (2) High-order inter-
actions, e.g., IOR(S = {A,C,D,E, F,G,H, I}) and IOR(S = {A,C,D, F,H, I, J}), usually represent
too complex inference patterns. Complex interactions usually have lower generalization power than
simple interactions. (3) There are 29 positive interactions and 31 negative interactions extracted from
an input image. The offsetting of positive and negative interactions is another problem. Adversarially
robust neural networks usually encode more positive interactions and fewer negative interactions than
normal neural networks.

In addition, the problematic interactions (e.g., interactions on background patches) reflect represen-
tation flaws of a DNN, because it is found by (26) that salient interactions are usually transferable
across different samples. In other words, problematic interactions may affect the inference of a large
number of samples.
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