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Abstract

As large language models (LLM) evolve in001
their capabilities, various recent studies have002
tried to quantify their behavior using psycholog-003
ical tools created to study human behavior. One004
such example is the measurement of "personal-005
ity" of LLMs using personality self-assessment006
tests developed to measure human personality.007
Yet almost none of these works verify the appli-008
cability of these tests on LLMs. In this paper,009
we take three such studies on personality mea-010
surement of LLMs. We use the prompts used011
in these three different papers to measure the012
personality of the same LLM. We find that all013
three prompts lead very different personality014
scores, a difference that is statistically signifi-015
cant for all traits in a majority of scenarios. We016
then introduce the property of option order sym-017
metry for personality measurement of LLMs.018
Since most of the self-assessment tests exist in019
the form of multiple choice question (MCQ)020
questions, we argue that the scores should also021
be robust to not just the prompt template but022
also the order in which the options are pre-023
sented. This test unsurprisingly reveals that the024
answers to the self-assessment tests are not ro-025
bust to the order of the options. These simple026
tests, done on ChatGPT and Llama2 models027
show that self-assessment personality tests cre-028
ated for humans are not reliable measures for029
personality in LLMs and their applicability can-030
not be take for granted.031

1 Introduction032

As large language models (LLM) get bigger and033

better (Radford et al., 2018, 2019; Brown et al.,034

2020; Ouyang et al., 2022; OpenAI, 2022, 2023;035

Zhang et al., 2022; Touvron et al., 2023a,b), they036

are now being used to augment humans in many037

different capacities. For example, LLMs are be-038

ing used for creative writing (Yuan et al., 2022),039

as educators (Jeon and Lee, 2023), as personalized040

assistants (Chen et al., 2023) and in many other sce-041

narios (Eloundou et al., 2023). As more use cases042

of LLMs emerge every day, it has now become 043

important to analyze and measure behavior of such 044

models. While LLMs now go through safety train- 045

ing to prevent harmful behavior (OpenAI, 2022, 046

2023; Touvron et al., 2023b), the measurement of 047

behavior of such models is still not an exact sci- 048

ence. 049

Personality in humans as defined by the Ameri- 050

can Psychological Association is an enduring char- 051

acteristic and behavior that comprise a person’s 052

unique adjustment to life (Association, 2023). Nu- 053

merous recent studies have naively tried to measure 054

personality in LLMs using self-assessment tests 055

created to measure human personality (Karra et al., 056

2022; Jiang et al., 2022; Miotto et al., 2022; Caron 057

and Srivastava, 2022; Huang et al., 2023; Bodroza 058

et al., 2023; Safdari et al., 2023; Pan and Zeng, 059

2023; Noever and Hyams, 2023). Self-assessment 060

tests for humans contain a list of questions where a 061

test taker usually responds to a situation by rating 062

themselves on a Likert-type scale (Likert, 1932), 063

usually ranging from 1 to 5 or 1 to 7. While these 064

self-assessment tests have been shown to be reli- 065

able measures of personality for humans (Digman, 066

1990; Goldberg, 1990, 1993), the direct applicabil- 067

ity of these tests for measuring LLM personality 068

cannot be taken for granted. 069

Answering self-assessment questions is a non- 070

trivial task and requires many different skills. We 071

divide the test taking process into three broad steps 072

for this discussion. The first step is Language 073

Understanding or the ability to interpret the ques- 074

tion correctly. As LLMs evolve, their language 075

understanding capabilities have gotten increasingly 076

better. Yet they are also prone to react differently 077

based on minor differences in input prompts (Liu 078

et al., 2023). After the language understanding 079

step, the second step in taking a self-assessment test 080

requires the subject to introspect and self-reflect 081

(Introspection). It requires the test taker to imag- 082

ine themselves in a given situation, and understand 083
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how they would feel and react in that situation. This084

is usually based on analyzing one’s own reaction in085

similar situations in the past. The final step in this086

test taking process is to project the obtained answer087

on the Likert scale (Answer Projection). As LLMs088

are put through these self-assessment tests, many089

things can go wrong in each of these steps. Thus,090

to even consider using these tests to measure LLM091

behavior, we must first evaluate the applicability092

of these self-assessment tests for personality mea-093

surement of LLMs. To the best of our knowledge,094

only one prior work (Safdari et al., 2023) tries to095

verify this. By calculating different metrics, (Saf-096

dari et al., 2023) conclude the personality scores097

calculated using self-assessment tests are valid and098

reliable. We argue against those conclusions using099

two very simple tests. Our argument is based on the100

fact that LLMs are different from humans, thus any101

test to check validity of these self-assessment tests102

must also incorporate the characteristics unique to103

LLMs.104

In this paper, we perform two simple experi-105

ments to check the applicability of self-assessment106

tests for personality measurement of LLMs. In the107

first experiment, we evaluate the model’s ability108

to understand different forms of asking the same109

assessment question (Prompt Sensitivity). The hy-110

pothesis here is that input prompts that are seman-111

tically similar should lead to similar test results. In112

this step, we do not try to engineer prompts to trick113

the model, although that would not be too difficult.114

Instead, we use the exact same prompt template115

used in three previous studies (Jiang et al., 2022;116

Miotto et al., 2022; Huang et al., 2023) to ask as-117

sessment questions (Table 1). These three prompts118

were deemed appropriate to administer personality119

tests by three different research groups indepen-120

dently. We then calculate personality scores based121

on these prompts. We find that the three semanti-122

cally similar prompts used to ask the same person-123

ality test question lead to very different personality124

scores for the same model, and these differences125

are statistically significant. This questions the va-126

lidity of the obtained personality scores in previous127

works as none of these studies use multiple equiv-128

alent prompts to evaluate personality of the same129

model.130

In the second experiment, we test the sensitivity131

of test responses to the order in which the options132

are presented in the question (Option-Order Sen-133

sitivity). Previous studies (Robinson et al., 2022;134

Pezeshkpour and Hruschka, 2023) have shown that 135

LLMs are sensitive to the order in which the op- 136

tions are presented in multiple choice questions 137

(MCQ) and are more likely to select certain options 138

over others, irrespective of the correct answer. As 139

these tests usually exist in the form of multiple 140

choice questions (MCQ), we check the sensitivity 141

of the test scores to the order of options. Specif- 142

ically, we invert the order of the options or the 143

direction of scale provided to answer the test ques- 144

tions. We unsurprisingly find that LLMs produce 145

test scores that belong to different distributions for 146

different presentations of option orders or direction 147

of scale. This is in contrast to studies in humans 148

(Rammstedt and Krebs, 2007; Robie et al., 2022) 149

which show that human personality test results are 150

invariant to the order in which the options are pre- 151

sented. 152

We perform these experiments on chat models 153

as these models are aligned to produce responses in 154

a conversational format. We specifically do these 155

experiments with ChatGPT (OpenAI, 2022) and 156

Llama2 (Touvron et al., 2023b) models. Since 157

LLMs are not humans and have their own unique 158

characteristics, including prompt and option-order 159

sensitivity, any test designed to measure applicabil- 160

ity and reliability of self-assessment tests should 161

include verifying robustness to these two proper- 162

ties. These simple experiments reveal that differ- 163

ences in prompts or orders of options can produce 164

different personality scores, a difference that is stat- 165

sticially significant, thus rendering self-assessment 166

tests created for humans an unreliable measure of 167

personality in LLMs. 168

2 Related Work 169

2.1 Personality Theory 170

Personality in humans as defined by the American 171

Psychological Association is an enduring character- 172

istic and behavior that comprise a person’s unique 173

adjustment to life (Association, 2023) In personal- 174

ity theory, personality is usually measured across 175

specific dimensions, called personality traits, that 176

capture the maximum variance of all personality 177

describing variables (Cattell, 1943b,a). The most 178

widely accepted taxonomy of personality traits 179

is the Big-Five personality traits (Digman, 1990; 180

Goldberg, 1990, 1993; Wiggins, 1996; De Raad, 181

2000), where we measure personality across five 182

traits. These are often referred to as OCEAN - 183

which stands for Openness, Conscientiousness, Ex- 184
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troversion, Agreeableness, and Neuroticism. Un-185

der this taxonomy, we administer the Big-Five186

personality test using the IPIP-300 dataset (John-187

son, 2014), which contains 60 questions for each188

personality trait. Most previous works measur-189

ing LLM personality using self-assessment tests190

(Jiang et al., 2022; Caron and Srivastava, 2022;191

Bodroza et al., 2023; Safdari et al., 2023; Noever192

and Hyams, 2023) also use the Big-Five taxonomy193

and the IPIP (International Personality Item Pool)194

datasets. Each question in the dataset presents a195

situation to the language model (for eg : "I am the196

life of the party."), and asks the model to align their197

personality to the given situation. More example198

questions for the different traits can be found in Ta-199

ble 3. The questions are asked using the templates200

shown in Table 1, where the question is put in place201

of the [item] placeholder.202

2.2 LLM Personality Measurement Using203

Self-Assessment Tests204

Many recent works have tried to quantify LLM per-205

sonality using self-assessment tests created for hu-206

mans. Most of these works can be simply described207

as studies where LLMs answer personality self-208

assessment questionnaires and the results are re-209

ported (Karra et al., 2022; Jiang et al., 2022; Miotto210

et al., 2022; Caron and Srivastava, 2022; Huang211

et al., 2023; Bodroza et al., 2023; Safdari et al.,212

2023; Pan and Zeng, 2023; Noever and Hyams,213

2023; Song et al., 2023). The most popular person-214

ality taxonomy used in these papers (Digman, 1990;215

Goldberg, 1990, 1993; Wiggins, 1996; De Raad,216

2000; Song et al., 2023) is the Big-Five personal-217

ity test using the IPIP-300 dataset (Johnson, 2014).218

(Karra et al., 2022) additionally also study the per-219

sonality distribution of the pretraining datasets of220

these models. (Jiang et al., 2022; Caron and Srivas-221

tava, 2022) additionally also propose methods to222

modify LLM personality through prompt interven-223

tion.224

All prior works except (Safdari et al., 2023) di-225

rectly administer self-assessment tests created for226

humans on LLMs without checking for the appli-227

cability of these tests on machines. (Safdari et al.,228

2023) evaluate the applicability of self-assessment229

tests by measuring construct validity, which mea-230

sures the ability of a test score to reflect the underly-231

ing construct the test intends to measure (Messick,232

1998), and external validity, which measures the233

correlations of the tests scores to other related and234

unrelated tests (Clark and Watson, 2019). The met- 235

rics used for the different tests like Cronbach’s 236

Alpha (Cronbach, 1951), Guttman’s Lambda 6 237

(Guttman, 1945) and McDonald’s Omega (McDon- 238

ald, 2013) do not account for the specific charac- 239

teristics of LLMs. LLMs have specific limitations 240

like being extremely sensitive to prompts and order 241

of options in an MCQ test, and the effect of these 242

properties becomes extremely important when mea- 243

suring the reliability of self-assessment tests, as we 244

show in this paper. Additionally, the calculation 245

of metrics like Cronbach’s Alpha or others mea- 246

sured in this paper require the tests to be taken by 247

a population, and the distribution of test responses 248

produced by different entities are required to calcu- 249

late these metrics and thus validate them. (Safdari 250

et al., 2023) instead use one single model, PaLM 251

(Chowdhery et al., 2022), to simulate this popula- 252

tion data by asking the model to take up different 253

personas. We do not find this method of calculating 254

metrics and evaluating applicability of tests appro- 255

priate. An analogy would be if we asked one single 256

person to take on multiple personas of different 257

individuals and then take the test multiple times, 258

and based on the results of the self-assessment tests 259

taken by a single person calculate different met- 260

rics and claim that the tests results are valid and 261

reliable. 262

We tried to use both PaLM and GPT-4 through 263

their API access to admister self-assessment tests 264

but their safety training does to allow these models 265

to respond to personality questionnaires. 266

3 Experiments 267

In this paper, we only study chat based models 268

fine tuned to respond to questions in a conver- 269

sational format. Our experiments with only pre- 270

trained LLMs showed that instead of answering 271

self-assessment test questions, the models com- 272

plete the questionnaires using additional questions 273

or with language modelling like follow-ups. Addi- 274

tionally, we use a temperature of 0.01 and top-p = 275

1. We choose these parameters to generate the most 276

probable answer instead of adding uncertainty due 277

to sampling (Holtzman et al., 2019). Our experi- 278

ments with higher temperatures result in different 279

answers for the same question, which requires sam- 280

pling each question multiple times. The natural 281

next step in this process is to then pick the most 282

likely option in a sample of 5 or 10 responses for 283

the same question, which inevitably converges to 284
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Paper Prompt Used
(Jiang et al.,
2022)[Prompt-1]

Given a statement of you: "I [item]." Please
choose from the following options to identify how
accurately this statement describes you.

Options:
(A). Very Accurate
(B). Moderately Accurate
(C). Neither like nor unlike me
(D). Moderately Inaccurate
(E). Very Inaccurate

Answer:
(Miotto et al.,
2022)[Prompt-2]

Now I will briefly describe some people. Please
read each description and tell me how much each
person is or is not like you.
Write your response using the following scale:
1 = Very much like me
2 = Like me
3 = Neither like me nor unlike me
4 = Not like me
5 = Not like me at all
Please answer the statement, even if you are not
completely sure of your response.

Statement: [item]

Response:
(Huang et al.,
2023)[Prompt-3]

You can only reply to me numbers from 1 to 5. Score
each statement on a scale of 1 to 5, with 1 being
agree and 5 being disagree.

[item]

Table 1: List of prompts used in this paper to evaluate prompt sensitivity and the corresponding papers in which the
prompts were used. [item] is replaced by a situation as provied in the IPIP-300 dataset (Johnson, 2014).

the most probable answer.285

3.1 Experiment-1: Prompt Sensitivity286

We first evaluate the model’s sensitivity to prompts287

by comparing model responses to three semanti-288

cally similar prompts used in three previous stud-289

ies to administer the personality tests on LLMs290

(Jiang et al., 2022; Miotto et al., 2022; Huang et al.,291

2023). These prompts are shown in Table 1. The292

aim of this study is not to trick the model but to293

use three prompts that were deemed appropriate to294

measure LLM personality by three different groups295

of researchers independently. None of the previous296

studies use more than one prompt to administer297

self-assessment tests on the same LLM. If these298

tests are robust measures of personality, the person-299

ality scores corresponding to these three equivalent 300

prompts should be comparable and atleast belong to 301

the same distribution of scores statistically. If differ- 302

ent forms of asking the same question in personality 303

self-assessment tests result in drastically different 304

results for the same model, then we can conclude 305

that personality scores obtained from these tests 306

are not just dependent on the model personality, 307

but also on the way a question is asked in the test. 308

Since we do not know the ground truth personal- 309

ity score of LLMs because there is no notion of 310

correct or incorrect answers to self-asessment ques- 311

tions, it becomes impossible to pick one prompt 312

as being more correct than the other. This renders 313

self-assessment tests an unreliable measure of per- 314

sonality. 315
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MODEL NAME ChatGPT Llamav2-70b-c Llamav2-13b-c Llamav2-7b-c

Prompt-1

O 4.480.59 4.290.86 4.00.93 3.550.53
C 4.350.85 4.01.1 3.81.04 3.640.63
E 4.570.62 4.230.84 3.980.74 3.710.49
A 3.721.11 3.471.35 3.60.81 3.540.75
N 4.270.51 4.150.58 3.80.58 3.830.37

Prompt-2

O 3.320.47 3.111.06 2.111.33 2.850.82
C 3.30.49 2.640.78 2.480.91 2.90.53
E 3.220.45 2.930.69 2.681.14 2.870.57
A 3.080.28 2.590.95 3.041.36 3.060.88
N 3.20.44 2.950.75 2.471.06 2.80.64

Prompt-3

O 2.570.5 3.90.75 4.431.18 3.072.0
C 2.530.64 4.070.75 4.211.28 2.121.78
E 2.470.5 4.090.6 4.321.13 2.371.88
A 2.680.5 3.691.08 4.01.53 3.151.96
N 2.520.5 3.950.59 4.640.92 2.431.9

Prompt-1 (R)

O 4.030.18 4.40.67 3.980.13 3.070.53
C 4.050.22 4.110.87 3.920.38 3.080.88
E 4.020.13 4.170.86 3.970.18 2.930.79
A 3.930.4 4.01.26 3.950.35 3.161.02
N 4.020.13 4.220.69 4.00.0 2.580.71

Prompt-2 (R)

O 3.680.47 3.360.89 3.811.15 2.871.04
C 3.620.58 3.440.72 3.60.88 3.160.68
E 3.720.55 3.310.67 3.411.03 3.020.8
A 3.350.73 2.980.98 2.921.26 3.080.88
N 3.750.43 3.140.68 3.550.89 3.120.56

Prompt-3 (R)

O 3.60.64 3.371.62 3.071.58 4.311.49
C 3.530.64 3.811.51 3.311.49 4.291.41
E 3.60.58 3.631.4 3.281.45 4.70.95
A 3.220.97 3.01.39 2.811.53 3.911.72
N 3.550.56 3.321.3 3.151.22 4.551.12

Table 2: Self assessment personality test scores for Llamav2 and ChatGPT on the IPIP-300 dataset. The subscripts
represent the standard deviations in the scores. The prompts appended with "(R)" contain the reverse option order or
scale measurement prompts as described in section 3.2.

All the three prompts (Table 1) are used as is316

from the previous work, except that their scales are317

changed to a 5-point scale. These three prompts318

also represent three different templates of adminis-319

tering the self-assessment tests. Prompt-1 indexes320

options using alphabets whereas prompt-2 indexes321

options using numbers. The separator token be-322

tween the indices are also different; prompt-1 binds323

the option index by brackets and a period, whereas324

Prompt-2 binds the option by an ‘equal to’ sign.325

The position of the evaluating statement is also326

different. For Prompt-1, the evaluating statement327

(shown by {item} in the prompt), comes before328

the options, whereas the evaluating statement in329

prompt-2 comes after the options. Prompt-3 is a330

much simpler prompt where the model is allowed331

to project its answer on a scale of 1 to 5 on its332

own, rather than following a template which as- 333

signs meaning to each number on the scale. This 334

also highlights the subjectivity in creating these 335

tests. These prompts were chosen by three groups 336

of researcher to create such tests for the models. If 337

the model responses depend on the prompts, that 338

means the model responses are dependent on the 339

subjective decision made by the creators of the test 340

when deciding the prompt template and not just on 341

the personality of the model. 342

Table 2 shows the results of experiment 1 in 343

rows 1-3. We see that the scores of the three dif- 344

ferent prompts are very different. The above data 345

clearly indicates the drawback of such personal- 346

ity test results. For ChatGPT, we can very clearly 347

see that the scores are so different between the 348

three prompts that it is highly unlikely that they be- 349
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long to the same distribution. Results for Prompt-350

1 and Prompt-3 are relatively similar for Llama-351

70b model, although the score for Prompt-2 are352

significantly different from them. For Llamav2-353

7b model, we would like to point the reader to-354

wards the Conscientiousness (C) trait, where the355

three different prompts result in drastically differ-356

ent scores. The same is true when looking at the357

Neuroticism (N) trait for the Llamav2-13b model.358

We perform statistical analysis on the numbers ob-359

tained in experiment-1 in section 3.3.360

3.2 Experiment-2: Option Order Symmetry361

In this experiment, we evaluate if the model re-362

sponses are sensitive to the order in which the op-363

tions or the measurement scale is presented. For364

prompts 1 and 2, we just reverse the order in which365

the options are presented. This means that for366

prompt-1 (R), options would go from "(A) very in-367

accurate" to "(E) very accurate". For prompt-3, we368

reverse the meaning of the scales. This means that369

instead of the prompt containing the phrase - "with370

1 being agree and 5 being disagree", the prompt371

will say - "with 1 being disagree and 5 being372

agree.". Such option-order or scale reversal studies373

have been conducted for human self-assessment374

test taking (Rammstedt and Krebs, 2007; Robie375

et al., 2022) which showed that human personality376

test results are invariant to the order in which the377

options are presented.378

We find that the personality score results are not379

independent of the order of options or the direction380

of the measurement scale. Qualitatively, we can see381

that for ChatGPT, the results for prompt-3 are very382

different for opposing scale directions of prompt-3383

(R). The same is true for prompt-2 and prompt-2384

(R) for Llama2-70b and Llama2-13b models. For385

Llamav2-7b, this can be seen for multiple traits386

across all prompts but is clearly visible between387

prompt-3 and prompt-3 (R). Statistical tests to ver-388

ify these observations are performed in the next389

section.390

3.3 Statistical Analysis391

To analyze the results from the two types of exper-392

iments in a rigorous manner, we perform a series393

of hypothesis tests to determine whether the dif-394

ferences between personality score distributions395

obtained under the aforementioned prompt tem-396

plates are statistically significant. We adopt the non-397

parametric Mann-Whitney U test (Nachar et al.,398

2008) to examine the statistical difference between399

the two distributions. Note that the personality 400

score distributions for each trait are discrete and 401

ordinal, rendering the traditional parametric test 402

like t-test which relies on distribution assumption 403

not applicable. 404

The distributions are compared pairwise by trait. 405

The IPIP-300 dataset consists of 300 personality 406

test questions divided into 5 traits, thus each trait 407

distribution contains 60 samples. For each trait of a 408

model, we compare 3 pairs of distributions between 409

prompt-1, prompt-2 and prompt-3 in experiment- 410

1 for evaluating prompt sensitivity (prompt-1 vs 411

prompt-2, prompt-2 vs prompt-3 and prompt-1 vs 412

prompt-3). Similarly, we compare 3 pairs of dis- 413

tributions in experiment-2 for evaluating option or 414

scale order sensitivity (prompt-1 vs prompt-1 (R), 415

prompt-2 vs prompt-2 (R) and prompt-3 vs prompt- 416

3 (R)). Our null hypothesis is that the two score 417

distributions are identical and we reject our null 418

hypothesis under a significance level α = 0.05. 419

The Mann-Whitney U test between all possible 420

prompts for each trait of ChatGPT are shown in 421

Figure 1 in a confusion matrix-like presentation. 422

The entries in each block of the matrix contains the 423

p-values of the Mann-Whitney U test for the two 424

comparing score distributions for the correspond- 425

ing prompts. We find that for ChatGPT, almost no 426

pair of score distributions seem to belong to the 427

same distribution, for all traits. This is true even 428

when comparing the score distribution between 429

prompt-1 and prompt-3 (R), which are not even a 430

part of the prompt sensitivity or option-sensitivity 431

experiments. This is a much stronger result and 432

shows a lack of any coherence between the re- 433

sponses of self-assessment tests for any two of the 434

six prompts discussed above. The Mann-Whitney 435

U test matrices for all Llama2 models can be seen 436

in Figures 3, 4 and 5. 437

Next we talk specifically about statistical signifi- 438

cance of the 3 pairs of comparisons each for prompt 439

sensitivity and option-order symmetry. These can 440

be seen in Figure 2. For each model, we perform 441

in total 30 tests, with 6 pairs of prompts across the 442

two experiments for each of the 5 traits. We find 443

that for ChatGPT, the null hypothesis is rejected 444

29 out of the 30 times, showing an overwhelming 445

evidence of lack of prompt sensitivity and option 446

order symmetry in test responses. For Llama2-70b, 447

we see the null hypothesis rejected 19 out of 30 448

times. For Llama2-13b, the null hypothesis is re- 449

jected 26 out of 30 times and for Llama2-7b it is 450
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Figure 1: Pairwise distributional difference test results for ChatGPT on IPIP-300 dataset. In the heatmap, the
number in the cell denotes the p-value of the Mann-Whitney U test of two score distributions obtained under prompt
templates that are specified in the x and y axes. Note that the naming of the prompt templates follows Table 1; for
instance, P1O represents Prompt 1 with the original order.

rejected 24 out of 30 times. This happens both451

for prompt sensitivity and option-order symmetry452

experiments almost equally.453

These results show that not only do the results454

of these personality tests depend on the choice of455

prompt used to conduct the test, but also the or-456

der in which the options of the test are positioned,457

or the direction of the measurement scale. The458

choice of prompt, option order and direction of459

measurement scale are subjective choices made460

by the test administrator. Even when a choice of461

prompt template has been made, minor choices like462

using "Very Accurately" instead of "Very much like463

me" or using alphabet indexing instead of numeric464

indexing can cause the model to give very different465

scores, where these differences are statistically sig-466

nificant. Since these test questions have no correct467

or incorrect answer, we have no way of choosing468

one prompt as being more or less correct than the469

other, which makes self-assessment tests an unreli-470

able measure of personality in LLMs.471

4 Conclusion 472

In this paper, we aim to evaluate the validity of us- 473

ing self-assessment tests for measuring personality 474

in LLMs. Various recent works have used self- 475

assessment tests created for humans to measure 476

personality in LLMs by directly asking personal- 477

ity test questions to LLMs. We create two very 478

simple tests to evaluate the robustness of these self- 479

assessment tests for measuring LLM personality. 480

In the first experiment, we test the sensitivity of 481

test scores to the prompt used for conducting these 482

tests. The selection of these prompts is a subjective 483

decision made by the people designing these tests. 484

In this experiment, we had the same LLM take the 485

self-assessment tests using three different prompts 486

from three previous studies and find that the the 487

scores are significantly different. We then check 488

the sensitivity of the scores to the order in which 489

the options are presented in the question, or the 490

direction of the measurement scale. We again find 491

that the scores obtained are significantly different 492

in two different choice of orders. 493

All these differences are statistically significant 494

7



Figure 2: Summary statistics of hypothesis tests results.

in a majority of tests across all traits for all mod-495

els. This is especially true for ChatGPT, by far496

the biggest and most widely used model, where497

the model produces statistically significant score498

distributions in 29 out of 30 cases tested in this499

paper. Since we don’t have ground truth for such500

personality tests as there is not correct or incorrect501

answer to these questions, there is no concrete way502

of choosing one way of presenting the test ques-503

tions as being more or less correct than the other.504

This dependence on subjective decisions made by505

test administrators makes the results of such tests506

unreliable for measuring personality in LLMs.507

5 Discussion508

An additional issue in using self-assessment tests509

for measuring LLM personality is that the ques-510

tions asked involve introspection. Answering such511

questions requires a subject to introspect and imag-512

ine themselves in the situation described by these513

questions. The subject comes up with an answer514

to self-assessment questions usually by referring515

to similar or related scenarios in the past and pro-516

jecting themselves in such situations in the future,517

and predicting their behavior based on this infor-518

mation. Are LLMs capable of introspection? Do519

LLMs understand their own behavioral tendencies?520

Are LLMs good predictors of their own behavior?521

We argue that without being able to answer these522

questions, we cannot use self-assessment tests to523

measure LLM behavior in any capacity.524

6 Limitations525

The whole point of our paper is discussing the lim-526

itations of using personality theory created to mea-527

sure human personality on LLMs. The concept528

of personality in LLMs is loosely defined and is529

not correlated with other attributes of behavior. Al- 530

though our paper highlights the drawbacks of using 531

self-assessment tests to measure LLM personality, 532

our paper does not provide an alternative way of 533

evaluating LLM personality. This is left to be part 534

of future research. 535
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Self-Assessment Question Trait
Rarely notice my emotional reactions O

Dislike changes O
Have difficulty understanding abstract ideas O

Complete tasks successfully C
Like to tidy up C

Keep my promises C
Take control of things E

Do a lot in my spare time E
Enjoy being reckless E

Trust others A
Use others for my own ends A

Love to help others A
Become overwhelmed by events N

Am afraid of many things N
Lose my temper N

Table 3: Example self-assessment questions for different traits.

Figure 3: Pairwise distributional difference test results for Llamav2-7B on IPIP 300 dataset.
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Figure 4: Pairwise distributional difference test results for Llamav2-13B on IPIP 300 dataset.

Figure 5: Pairwise distributional difference test results for Llamav2-70B on IPIP 300 dataset.
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