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Abstract

AI audits play a critical role in AI accountability and safety. They are particularly
salient in anti-discrimination law. Several areas of anti-discrimination law implicate
what is known as the “less discriminatory alternative” (LDA) requirement, under
which a protocol is defensible if no less discriminatory model that achieves
comparable performance can be found with reasonable effort. Notably, the burden
of proving an LDA exists typically falls on the claimant (the party alleging
discrimination). This creates a significant hurdle in AI cases, as the claimant would
seemingly need to train a less discriminatory yet high-performing model, a task
requiring resources and expertise beyond most litigants. Moreover, developers
often restrict access to their models and data as trade secrets, hindering replicability.

In this work, we present a procedure enabling claimants to determine if an LDA
exists, even when they have limited compute, data, and model access. To illustrate
our approach, we focus on the setting in which fairness is given by demographic
parity and performance by binary cross-entropy loss. As our main result, we
provide a novel closed-form upper bound for the loss-fairness Pareto frontier (PF).
This expression is powerful because the claimant can use it to fit the PF in the
“low-resource regime,” then extrapolate the PF that applies to the (large) model
being contested, all without training a single large model. The expression thus
serves as a scaling law for loss-fairness PFs. To use this scaling law, the claimant
would require a small subsample of the train/test data. Then, for a given compute
budget, the claimant can fit the context-specific PF by training as few as 7 (small)
models. We stress test our main result in simulations, finding that our scaling law
applies even when the exact conditions of our theory do not hold.

1 Introduction

Complex AI systems are increasingly used in decision-making contexts that are subject to legal
oversight. For example, HireVue has used AI to score video interviews [30]; various US agencies
apply facial recognition for fraud detection [3, 4, 5]; and insurance providers use elaborate behavioral
data to price policies [45, 46]. In the absence of methods that test whether such systems comply
with the law, decisions that rely heavily on AI are permitted to escape scrutiny. Accordingly, there is
growing need for AI audits. This need is particularly pronounced as models increase in complexity
and scale. In particular, auditing becomes more challenging as models process high-dimensional,
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unstructured inputs such as text and video, where the number of possible inputs becomes too large to
test exhaustively. We henceforth refer to the system being audited as the “model,” noting our analysis
applies broadly, e.g., to human-AI decisions.1

AI audits are particularly salient in anti-discrimination law, in which the goal is typically to de-
termine whether a protocol discriminates on the basis of a protected attribute. Several areas of
anti-discrimination law implicate the “less discriminatory alternatives” (LDA) requirement. Con-
ceptually, it holds that a protocol (e.g., AI model) should not be used if a protocol that achieves
comparable performance while being less discriminatory can be found without causing “undue
hardship” (i.e., imposing significant costs on the employer). For most of this work, we ground our
discussion in a well-known context involving LDAs: Title VII of the US Civil Rights Act. Importantly,
under Title VII, the burden of proving that an LDA exists falls on the plaintiff.

The LDA requirement highlights a fundamental and recurring issue in AI audits that is at the heart of
our work: claimants generally have fewer resources, less expertise, and limited knowledge about the
audited model than the defendants they challenge, and yet bear the burden of proof. We refer to this
phenomenon as the “resource-information asymmetry” in AI evidence production.

This asymmetry can prevent claimants from gathering sufficient evidence to prove their claim. The
LDA requirement drives this point home. Interpreted straightforwardly, the claimant is asked to
provide a less discriminatory model, i.e., train a model that maintains the same level of performance
as state-of-the-art, production models while simultaneously reducing discrimination. However, most
claimants lack the compute, data, and expertise to do so. To add to the asymmetry, developers fiercely
protect their models, training procedures, and data as trade secrets, meaning that claimants wishing
to train a comparable model lack critical information.

1.1 Contributions

In this work, we tackle the resource-information asymmetry, using the LDA requirement as our case
study. As is customary in disparate impact analyses, we focus on the classification setting (noting that
this includes decisions that use generative AI to classify individuals). While our primary objective
is to provide tools for claimants, we note that our approach also helps model developers assess the
existence of LDAs without expending significant resources.

Conceptually, we first shift the problem from that of training a less discriminatory model to showing
that a less discriminatory model exists, as explained in Section 2 and visualized in Figure 1a. We thus
recast the problem to one of finding the performance-fairness Pareto frontier (PF). If the contested
model sits far from the PF, then many LDAs exist. One could thus measure how easily the defendant
could find an LDA using the distance from the PF, as formalized in Section 3. An additional benefit is
that finding the PF does not reveal potentially proprietary information specific to the contested model.
Note that, to use PFs, one must quantify performance and fairness; though not always feasible, this is
rarely prohibitive because disparate impact analyses of AI generally involve quantitative evidence.

Recasting the problem in terms of PFs does not immediately resolve the resource-information
asymmetry because finding the PF is a challenging problem in and of itself (see Figure 1b). Existing
methods for finding the PF are just as (often more) resource-intensive than producing an LDA (see
Sections 2 and 6). Our approach transforms this task into a tractable one by finding a scaling law
for the PF, as visualized in Figure 2. Given the form of the scaling law, claimants could first fit
its parameters in a low-resource environment, then extrapolate where the PF falls for the contested
(large) model. Thus, the claimant would never need to train a large model.

This approach hinges on the existence of a scaling law. We provide, to our knowledge, the first
closed-form upper bound of a performance-fairness PF (that is also, in a sense, tight). We describe
how this expression can be used as a scaling law that allows one to learn the PF empirically at a
fraction of the cost of existing methods. Our result uses binary cross-entropy loss as our performance
metric, demographic parity as our fairness metric, and a posited data-generating process, as given in
Sections 3 and 4. We hope to extend this result to other fairness and performance metrics in future
work. As mentioned above and described in Section 4.2, to apply the scaling law, one needs four
ingredients: (i) test data for evaluation, (ii) a small subsample of the training data, (iii) an estimate

1We adopt this terminology to simplify our language. Using “model” to refer to the broader AI system that
results from pre-training, post-training, guardrailing, etc. is increasingly common.
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Figure 1: (a) Consider the contested AI model, as given by the “X”. As described in Section 2, there are two
steps in a disparate impact case before the less discriminatory alternatives (LDA) step. In the first step, the
claimant establishes that there is disparate impact, typically using a statistical measure of discrimination (the
fairness gap). Thus, the first step identifies the x-coordinate of the model (of “X”). In the second step, the
defendant counters by arguing that the disparity serves what is known as business necessity, demonstrating
that it allows them to meet some desired performance (the y-coordinate of “X”). In the final step, the claimant
must prove that the employer could have used an LDA that would be less discriminatory while still meeting the
employer’s desired performance (i.e., a model that is to the left of but no higher than “X”). In this work, we cast
this problem as determining where the performance-fairness Pareto frontier (PF) lies. For example, if the PF is
given by the orange curve, then the “X” is on the PF, meaning that no LDAs exist; to decrease the fairness gap,
one must sacrifice performance. If the PF is given by the red curve, there is significant room to improve fairness
while maintaining performance. (b) Recasting the problem to finding the PF does not immediately resolve the
resource-information asymmetry. The typical approach is to train many models while inducing them to have
different loss-fairness characteristics (as given by the small x’s), then trace the curve connecting the points lowest
and to the left (red line). The issue is: for the PF to apply, the trained models must be of comparable size to the
contested model. Training such models requires resources, data, and expertise beyond most claimants.

of the contested model’s size, and (iv) an estimate of the amount of data used to train the contested
model. Of these, (i) should not be difficult to obtain, as both parties use test data for the two steps of
disparate impact cases preceding the LDA step (see Section 2). While the defendant must provide
(ii)-(iv), they are more conservative asks than the status quo and may thus help strike a balance
between the plaintiff’s and defendant’s interests.2

We conclude with experiments on synthetic data in Section 5 to stress test the conditions of our
theoretical result. We find that our scaling law holds even when the conditions of our theory, outlined
in Section 4, do not. We emphasize that our method is plug-and-play: as researchers develop better
methods for finding Pareto-optimal models, our approach provides increasingly better estimates.

Our main contributions are summarized as follows:

1. We cast the problem of establishing the existence of an LDA and/or estimating the cost of
producing an LDA as determining the performance-fairness Pareto frontier (PF).

2. We provide a closed-form upper bound of the performance-fairness PF that functions as a scaling
law. We describe how one would apply this scaling law to determine whether an LDA exists at a
fraction of the cost of training a large model. Our method works on unstructured inputs.

3. We conduct small-scale experiments to test our theoretical result.

Finally, we note that although we study LDAs, we believe that the need for low-resource, low-
information methods to substantiate AI claims and conduct AI audits is a broad and pervasive issue.
We point out extensions to our work in Appendices A and B.1.

2Straightforward approaches to finding an LDA require access to the trained model (e.g., to use it as a starting
point from which one searches locally for an alternative) and/or a significant portion of its training data (e.g., to
train a comparable model).
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2 Less Discriminatory Alternatives and Their Relation To Pareto Frontiers

In this section, we discuss the relation between less discriminatory alternatives (LDAs) and Pareto
frontiers (PFs), in the context of Title VII of the US Civil Rights Act (CRA). Our analysis will
allow us to map the LDA requirement to a formal problem statement in Section 3. A more extensive
background and related work can be found in Section 6.

2.1 Three steps of disparate impact cases

Title VII prohibits employment discrimination on the basis race, color, religion, sex, and national
origin, which are referred to as “protected attributes.” Although there are several ways to litigate
under Title VII, the legal theory that is typically applied to automated decisions is the disparate impact
doctrine [8, 33].3 Courts generally adopt a three-part, burden-shifting test to adjudicate disparate
impact claims:

1. The plaintiff must show that a facially neutral employment practice has disparate impact on a
protected class, i.e., leads to systematically different outcomes for individuals in different groups.
For automated systems, this is generally done by showing a statistical disparity in outcomes.

2. If the plaintiff establishes disparate impact, the defendant (e.g., employer or employment agency)
can counter by showing that the practice is for “business necessity” reasons (i.e., performance).
Similarly to the above, a quantitative notion of the business goal is often adopted.

3. If the defendant successfully claims business necessity, the burden of proof shifts back to the
plaintiff, who must prove that there is an LDA: a protocol that the defendant could find without
undue hardship and that would serve the same employment goal as in Step 2 while causing less
disparate impact. If the plaintiff cannot do this, they lose the case.

Our work addresses Step 3. We assume Step 1 (which is studied extensively by the algorithmic
fairness community [21, 63, 27, 18, 23]) and Step 2 are complete. See Section 6 for further discussion.
Example 2.1. To illustrate the challenges in finding an LDA, consider an AI hiring tool that uses
large language and video models to screen applicants. Suppose that the plaintiff shows that this tool
has disparate impact with respect to sex (Step 1). The employer counters by showing that the tool
improves business outcomes due to hiring (Step 2). In Step 3, the plaintiff must establish that a tool
that has less disparate impact but comparable business outcomes exists. Naive approaches to this
include retraining a model from scratch (which would require resources, expertise, and data that
most plaintiffs lack) or modifying the existing model (which would require access to the model that
developers are unlikely to grant via trade secret protections). We expand on this example and the
challenges that plaintiffs encounter in greater detail in Appendix B.2.

2.2 Relation between LDAs and Pareto frontiers

The example in Appendix B.2 highlights the difficulties of providing an LDA given the resource-
information asymmetry. However, the LDA requirement does not necessarily imply that the plaintiff
must train a new model. Instead, the plaintiff can prove, to a sufficient standard, that such an
alternative exists.4 In Figure 1a, we illustrate how proving the feasibility of an LDA can be cast as
determining that a given model lies far from the performance-fairness PF. If the defendant’s model
lies above and to the right of the PF, then the gap quantifies the effort needed to find an LDA.

Although recasting the LDA requirement as a problem of finding the PF helps mitigate the in-
formation asymmetry problem—since finding the PF does not require knowledge specific to the
defendant’s system—computing the PF remains resource-intensive. In fact, the general method for

3The other well-known legal theory is disparate treatment, which applies when a decision-maker intentionally
treats an individual differently based on their protected class. In the context of automated decision-making and
AI systems, disparate impact is typically applied due to the difficulty of ascribing intent to algorithms or models
[8]. Although disparate treatment is not generally applied to automated and AI systems, some have begun to
contemplate its application due to the rise of “reasoning” models that seem to verbalize “intent.” In addition,
some believe algorithms that use protected attributes as inputs should be subject to a disparate treatment analysis.

4We cannot say for certain how courts will receive this evidence. Even if courts do not believe it fully satisfies
the LDA requirement, it can be used to as an intermediate step that supports the plaintiff’s requests for further
discovery, including data and model access that they may be initially denied (see points 2 and 3 in Section 2.1).
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Figure 2: An illustration of the proposed method on the left and how it addresses the resource-information
asymmetry on the right, as explained in Section 2.

finding the PF is to train a wide array of models with varying performance-fairness characteristics,
plot them on the performance-fairness plane, and then trace out the empirical PF [21, 61, 6], as
illustrated in Figure 1b. From a resource perspective, this is more difficult than training a single large
model—it involves training many!

Our main technical contribution, as outlined in Figure 2, is a scaling law that greatly reduces the
resource cost of finding the PF. Our scaling law allows for several types of analyses, such as (i)
estimating how far the contested model is from the PF for models of equivalent size trained on a
similar amount of data; or (ii) estimating how many resources one would need to obtain a model with
specific performance-fairness attributes.

3 Formal Problem Statement

In the remainder of this work, we demonstrate a method for proving the existence of a less discrimi-
natory alternative (LDA) in a low-resource, low-information setting.

3.1 Setup

Consider a binary classification setting, where random variables X → X , A → {0, 1}, and Y → {0, 1}
denote the features, (binary) sensitive attribute, and (binary) class of an individual. Notably, X
may be unstructured. For instance, X could denote a job applicant’s resume, A their sex, and
Y their suitability for the job of interest. Throughout, we use the convention that capital letters
represent random variables, and their lower-case analogs denote specific values that they can take.
Let f : X ↑ {0, 1} ↓ [0, 1] denote a (soft) classifier that takes in features x and sensitive attribute
a and returns a score f(x, a) between 0 and 1. Note that having f depend on a is without loss of
generality, as f could ignore it, so we use this A-“aware” setup. We use F to denote the model class
(e.g., neural network of size N ) that f belongs to and D to denote f ’s training dataset.

In this work, we use (expected) binary cross-entropy (BCE) loss as our measure of performance. Let
the BCE of f with respect to a (fixed) joint distribution pX,A,Y be given by

L(pX,A,Y , f) := ↔Ex,a,y→pX,A,Y [y log(f(x, a)) + (1↔ y) log(1↔ f(x, a))]. (1)

We use demographic parity as our notion of fairness. Thus, the fairness gap of f with respect to a
conditional distribution pX|A is given by

!(pX|A, f) :=
∣∣Ex→pX|A=1

[f(x, 1)]↔ Ex→pX|A=0
[f(x, 0)]

∣∣ .

We refer to p as the “test” distribution. Note that the plaintiff may choose to use other notions of
performance and fairness. In this work, we use BCE and demographic parity, leaving an analysis of
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other definitions to future work.5 The “right” choice of fairness metric is generally context-dependent
and highly debated. We provide a short discussion in Appendix B.3. Note that history indicates that
demographic parity is a likely choice by courts, as selection rates have appeared across multiple
contexts, including the Four-Fifths Rule from 1978 to NYC’s Local Law 144 of 2021.

3.2 Our objective: Establishing existence of an LDA with limited information and resources

Limited resources. Suppose the plaintiff’s model belongs to a model class F↑ and is trained on a
dataset D↑, which are much smaller than the model class F

+ and training dataset D+ available
to the defendant. Let N+ and D

+ denote the parameter count of F+ and number of samples in
D

+. Similarly, let N↑ and D
↑ denote the parameter count of F↑ and number of samples in D

↑.
Suppose that the claimant can only train models that belong to F

↑ and D
↑, where N

+
↗ N

↑ and
D

+
↗ D

↑. We assume that D↑ is drawn from the same distribution as D+.

Limited information. In past and ongoing cases, judges and defendants have been reluctant to share
information about the model and training data, arguing that this information is proprietary and
confidential. In this work, we assume the claimant is similarly denied access to the contested model
but can request a limited amount of information. We propose that, since the LDA requirement asks
that the claimant assess what alternatives are “feasible” or “reasonable” for a defendant to obtain, the
claimant should minimally be given information about how many resources were used to train the
contested model: namely, the values N+ and D

+. We further propose that the claimant should be
granted a small subsample of training and test data. In the notation given above, the subsample of
training data would be of size D

↑, and the subsample of test data at most D↑.6

Objective: Show existence of a (feasible) LDA. Our objective is to provide a method that the claimant
can use to determine whether the contested model is at least ω-far from the Pareto frontier (PF) for a
fixed performance level (i.e., loss), which would imply that finding an LDA is ω-feasible.

Formally, let the defendant’s contested model be denoted by f̂
↓. Our objective is to provide a method

that the claimant can use to determine whether, for a given value ω > 0, there exists a model f̂ of size
N

+ and trained on a dataset of size D
+ such that

L(pX,A,Y , f̂) ↘ L(pX,A,Y , f̂
↓) and !(pX|A, f̂) < !(pX|A, f̂

↓)↔ ω. (2)
In other words, there exists a model that is at least as performant as the contested model and reduces
the contested model’s fairness gap by at least ω > 0. The larger the value of ω, the greater the distance
between the contested model and the PF. This distance is indicative of the “feasibility” of finding
an LDA: under the mild assumption that the loss-fairness PF monotonically improves as N and D

increase, large values of ω indicate that the defendant could have found an LDA with a small fraction
of the resources they expended to train f̂

↓. Our scaling law also allows us to estimate the minimal N
and D needed to achieve certain loss-fairness characteristics.

4 Main Result: Scaling Law for Loss-Fairness Pareto Frontier

In this section, we derive a scaling law for the loss-fairness Pareto frontier (PF) under a given data
generating process (DGP). We then describe how one applies this scaling law. Note that we present
an intermediate result in Appendix G that lends intuition for how our main result is obtained and can
be used as a building block for future works that examine different notions of fairness and DGPs. All
proofs are given in Appendices H and I.

4.1 Closed-form upper bound of the loss-fairness Pareto frontier

Recall that a Pareto frontier (PF) is traced out by the lowest-loss classifier for every fairness gap value
!. In this section, we present our main result: a closed-form upper bound of the loss-fairness PF.
Before presenting the result, we introduce some notation. Let p and q denote joint distributions over
random variables X , A, and Y . Let p(1 | x, a) and q(1 | x, a) denote the Bayes optimal classifiers
under p and q, respectively. We begin with an assumption that we explain in Appendix C.1.

5Importantly, recall from Section 2 that the plaintiff chooses their definition of disparate impact in Step 1 and
the defendant chooses their definition of business necessity/legitimate employment goal in Step 2.

6 This amount of information is even more conservative than what has been requested in past cases [2, 49]
and what practitioners currently advocate for [16, 17].
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Assumption 4.1 (Model misspecification symmetry). For a given distribution q, let f̂ be the loss-
minimizing classifier in model class F when training on a dataset D drawn from q. We assume that
L(qXAY , f̂)↔ L(qXAY , q1|X,A) is a constant c1(F , D), that does not depend on q or f̂ . Moreover,
E[f̂(x,A)|A = 0] ↔ E[q(1|x,A)|A = 0] = E[f̂(x,A)|A = 1] ↔ E[q(1|x,A)|A = 1], where all
expectations are taken with respect to the test distribution pX|A.

This assumption essentially implies that each Pareto-optimal model f̂ that belongs to model class
F is symmetric with respect to the DGP, which one would expect to hold for large models that
serve as universal function approximators. The second condition in Assumption 4.1 implies that f̂ is
symmetric with respect to A. This condition does not imply that f̂ fits group A = 0 as well as the
other group A = 1, but that the “distance” between f̂ and q(1 | x, a) is symmetric with respect to A.
Theorem 4.2. Consider the following data generating process: A ≃ Ber(ε), X ⇐ A, and Y |X,A ≃

Ber(ϑ(g(X)↔ ϖA)) for ϖ ⇒ 0, where ϑ(·) is the sigmoid function, g is a measurable function, and
q is the joint distribution induced by some ϖ. With slight abuse of notation, let ! := !(pX|A, f̂)

denote the fairness gap of f̂ under test distribution p. We assume p = q
ωp for a fixed ϖ

p and all
Pareto-optimal f̂ satisfy Assumption 4.1 for some q

ω . Then, for all f̂ on the Pareto frontier,

L(pX,A,Y , f̂) ↘ B(F , D)↔ c · c
↔ log(1↔ c

↔↔ +!)↔ c · (1↔ c
↔) log(c↔↔ ↔!) (3)

+ (c↔↔ ↔!)(1↔ c
↔↔ +!)

(
c · c

↔

2(1↔ c↔↔ +!)2
+

c · (1↔ c
↔)

2(c↔↔ ↔!)2

)
+ ϱ,

where ϱ = O
(
maxω EpX|A=1

[
(qωY |X,A(1 | x, 1)↔ q̄

ω
1)

3
])

and q̄
ω
1 := EpX|A=1

[qωY |X,A(1|x, 1)].
B(F , D) is a constant that depends on the model class F , dataset size D and p, and c, c

↔
, c

↔↔
→ [0, 1]

are constants that depend only on p.

This result expresses the loss of each Pareto-optimal f̂ on p as a function of f̂ ’s fairness gap !. The
dependence of loss on fairness gap is fully characterized, except for four constants that do not depend
on !: B(F , D), c, c↔, and c

↔↔. The constants c, c↔, and c
↔↔ depend only on p. B(F , D) depends on p,

the model class F , and dataset size D. We describe how this result can be used as a scaling law in
Section 4.2. Finally, we note that although our result is specific to the DGP given in Theorem 4.2, we
hope it provides a template for future analyses. Even so, the DGP above is fairly general: that A is
Bernoulli is without loss of generality; and X ⇐ A does not hold in general but should not affect a
Pareto-optimality analysis.

4.2 Applying the Scaling Law to the LDA Requirement

Theorem 4.2 can be viewed as a scaling law. Indeed, it provides a closed-form expression for the
loss-fairness Pareto frontier (PF) that involves three constants that do not depend on F and D, then
one constant B(F , D) that does. This implies that finding the PF for a large model class F+ and
large dataset size D

+ involves three main steps, as follows.

To apply the scaling law, the auditor needs an estimate of N+ and D
+, a subset of the train/test data,

and a compute budget, as described in Section 3. As a first step, the auditor trains models of size
N

↑
⇑ N

+ on a dataset of size D
↑
⇑ D

+, where N
↑ and D

↑ are chosen based on the auditor’s
compute budget. These trained models yield an empirical PF that can be used to fit a curve of the
form given in Theorem 4.2, i.e., estimate the unknown constants in the expression. The auditor can
repeat this process with different N↑ and D

↑ until they are satisfied with their fit. Then, given an
expression for how B(F , D) changes with F and D, one can plug F

+ and D
+ into B(F+

, D
+)

to extrapolate the PF for F+ and D
+. Luckily, past works provide a template for the form of B;

specifically, previous works such as [32, 7] show that the minimum loss scales with ”(1/Nε+1/Dϑ)
for some ς,φ > 0. Because B is a linearly additive constant in Theorem 4.2, this implies that B also
scales at the same rate. A more detailed, step-by-step procedure is given in Appendix D.

We provide a discussion of limitations and corresponding future work in Appendix A.

Remark. The existence of a closed-form expression for the PF does not mean that all loss-fairness
PFs look the same. In fact, the shape of the PF can vary significantly depending on the values of
the constants, as we show in Appendix J.1. The constants are context-dependent, and thus the shape
of the PF is also context-dependent. We also note that our approach “fails gracefully” in that it is
conservative: if a claimant finds the contested model is ω-far from the PF, then it is at least that far.
See Appendix D for further discussion.
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5 Experiments

We run both simulations and experiments to test our main result. The simulations can be found
in Appendix J.1. In this section, we present experiments that we ran to test Theorem 4.2 and its
assumptions. We find that the PFs predicted by our theory closely matches the empirical PFs,
validating our scaling law approach to assessing the existence of a less discriminatory model (LDA).
Our experiments also demonstrate how one might apply Theorem 4.2 in practice.

Main goals. These experiments allow us to manipulate key aspects of the data generating process
and training setup and stress test the conditions of Theorem 4.2 in three critical ways:

1. We relax the assumption on the data generating process in Theorem 4.2 so that X ⇓⇐ A.
2. One of our main proof techniques is to transform the constrained minimization problem into

an unconstrained one by creating an artificial train distribution q (that does not actually exist).
Doing so allows us to “tune” the fairness gap, then find the loss-minimizing model. In our
experiments, we test whether this approach is representative of the true loss-minimizing models
at various fairness gap values.

3. Our second proof strategy is to use a Bayes optimal estimator for an artificial distribution to
approximate a Pareto-optimal model. This approach further relies on Assumption 4.1. We trace
out the empirical PF by training a collection of models on the synthetic train data, using the
lower convex hull of the resulting (loss, fairness) characteristics as the empirical PF. Thus, our
experiments test whether the approach we take to derive our analytic result holds empirically.

Synthetic data generation. We generated a synthetic dataset with 10,000 samples, where each
sample is a 20-dimensional vector with binary group labels. Each x is sampled i.i.d. from a standard
isotropic multivariate Gaussian distribution. The group label a → {0, 1} is deterministically assigned
by linearly projecting the first two dimensions of x onto a scalar, then thresholding, where the linear
weights and bias are randomly sampled from a multivariate Gaussian, and the threshold is chosen
so that a fixed fraction of the population belongs to Group 1 (i.e., p(A = 1) is the desired value).
Because A depends on X , they are not independent, as required in Theorem 4.2; our experiments
therefore test whether the closed-form PF holds despite this relaxation.

The target variable y → {0, 1} is sampled from a Bernoulli distribution with probability P(Y = 1 |

X,A) = ϑ(g(X) ↔ ϖA), where g : R20
↓ R is a fixed, randomly initialized 2-layer MLP with a

hidden layer of size 32 applied to X , ϖ ⇒ 0, and ϑ(·) denotes the sigmoid function. It thus mirrors the
data generating process in Theorem 4.2, except that X and A are not independent. We show results
for various values of ϖ. Finally, our experiments use the same distribution for the train and test sets.

Obtaining the empirical PF. We obtain the empirical PF by training models with varying loss-
fairness characteristics. To do so, we use linear scalarization, i.e., we set the loss to be the sum of the
BCE loss and the fairness gap Ltotal = LBCE + ↼ · LDP and vary ↼.

As in our theoretical result, we use demographic parity as our fairness notion. We vary ↼ across 100
values between -3 and 5, with a higher density of values in the -3 to 0 portion.7 For every scalarization
value, we run 3 trials, then trace out the empirical PF (with mild smoothing and averaging). Further
training details are given in Appendix J. Note that one may choose to use a better method for obtaining
the empirical PF, and hence need to both train fewer models and obtain a more accurate PF.

To get the empirical PF, we compute each trained model’s BCE loss and fairness gap on the held-out
test data. We plot these (loss, fairness) pairs on the BCE loss vs. demographic parity gap plane. To
trace the empirical PF (the lowest achieved loss for each given demographic parity gap), we connect
the points forming the lower convex hull of the points.

Testing the scaling law. To test whether the scaling law holds, we demonstrate that there is a fixed
of constants C1 through C7 such that the closed-form expression given in Theorem 4.2 predicts the
PF across different values of N and D, as laid out in Section 4.2. We focus on the effect of model
scaling, leaving D constant and only varying the model size N . We then use the procedure described

7Although ω’s are usually positive, we use negative values to test whether the PF curves upward for large
fairness gaps as predicted by our theory.
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Figure 3: Pareto frontier for different model sizes under (ε = 0.2) and bias strength ϑ = 0.5. Each point
corresponds to a trained model with a different fairness regularization weight ω. The dashed lines show the
empirical Pareto frontier, created by finding the lower convex hull of all the points. The solid lines show fitted
curves to the points on the Pareto frontier using Theorem 4.2 with c = 0.0176, c→ = 0.92, c→→ = 0.1424, with
bias →0.285, loss scaling law 55(N↑0.7 + D↑0.5). The left panel shows the frontier across the range of !,
while the right panel zooms in on ! ↑ [0, 0.3]. The fitted curve mimics the empirical data well though it is
imperfect. We found that there were many possible fits, depending on the precise choice. We show another
possible fit in Figure 11 below.

in Section 4.2 to “scale” the curve. If the empirical PFs are close to the predicted curves, it would
validate our method: that training small models can be used to approximate the PF of larger models.
In Figure 3 and similar plots in Appendix J, the dashed lines give the empirical PFs, and the solid
lines give the ones predicted by our theory.

Results. Our findings corroborate our theoretical result: First, from the y-intercepts alone, we
verify that B(F , D) nearly perfectly scales proportionally to N

↑ε +D
↑ϑ plus an additive constant,

as predicted. Second, the empirical PFs follow the shape as our closed-form scaling law. Even
small changes to the expression in Theorem 4.2 would not yield a similarly good fit. Perhaps
somewhat surprisingly, our theory predicts that the effect of scaling via B is linearly additive, and
our experiments validate this prediction. Both of these findings provide strong evidence supporting:
(i) our Assumption 4.1 and (ii) the use of Bayes optimal estimators on artificially constructed train
distributions to approximate Pareto-optimal models (which allows us to obtain our result with minimal
assumptions on the model class and for unstructured inputs).

We note that the fitted curve mimics the empirical data well though imperfectly, which may occur for
several reasons. The first is that the empirical PF is always imperfect since finding Pareto-optimal
models is difficult, e.g., due to factors discussed in Section 4.2 under “Considerations for Step 1.”
The second is that (3) is an upper bound—therefore, there is a possibility that the shape of the
true PF differs slightly from the predicted one (though our result is, in some sense, tight as seen in
Appendix I). The third is that there are many possible fits for the same empirical PF, as we show in
Appendix J. In practice, one may choose to fit the curve as closely as possible to the data or, noting
that the PF is an idealized concept, fit the curve to lower bound the empirical points.

6 Background and Related Work

AI audits. The study of AI audits has grown rapidly in the past few years [50, 44, 25, 51]. Although
the range of methods and objectives for audits varies greatly, many agree that audits serve an important
function in AI accountability, whether conducted by civil society groups, private actors, or regulators
[14, 38, 48]. Researchers have identified multiple challenges to conducting AI audits [25], including
the limited access granted to third-party auditors [57, 17, 16], conflicts of interest that can arise due to
financial ties between auditors and auditees [20, 59], poor researcher protections [42], and difficulties
in verifying the veracity of self-reported information [58, 22, 60]. Among these issues, our work seeks
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to address the difficulties of producing (convincing) evidence in resource-, data-, and information-
constrained settings. Specifically, the auditor (or claimant) is often at a disadvantage when producing
evidence that surpasses the relevant (context-dependent) standard in that (i) they typically possess
fewer resources than the other party (e.g., model developer), (ii) they have limited access to the
system they seek to audit, and (iii) they may lack technical expertise or domain knowledge.

Disparate impact doctrine. In the US, disparate impact is a legal doctrine used to demonstrate that
a facially neutral practice or practice discriminates against a protected group by showing that it has a
disproportionately negative impact on them, even if there is no intent to discriminate [12]. It is often
contrasted with disparate treatment, which concerns intentional discrimination [8]. Under disparate
impact doctrine, plaintiffs typically show that a practice has disparate impact by providing statistical
evidence. This doctrine was one of the main drivers behind the field of algorithmic fairness and the
development of outcome-based fairness metrics [27].

There is precedent for assessing disparate impact using a guideline known as the Four-Fifths Rule,
which states that a practice is has disparate impact if the selection rate for a protected group is less
than four-fifths of the selection rate for the group with the highest rate. Although the use of selection
rates to assess discrimination is highly debated (as are fairness metrics, more broadly), selection
rates are often used in disparate impact analyses because they provide a simple and intuitive way to
compare group outcomes that does not suffer from a selection bias problem (that makes the estimation
of true positive and false positive rates difficult). Selection rates remain a popular choice in practice,
e.g., see NYC’s Local Law 144 of 2021.

Less discriminatory alternatives (LDAs). The LDA requirement arose in US anti-discrimination
law, as described further in Section 2. It has become a critical part of disparate impact doctrine
following the landmark Griggs v. Duke Power Co. decision in which the Supreme Court held that
discrimination can occur even in the absence of intent (i.e., facially neutral practices can also be
discriminatory) [12]. Within disparate impact doctrine, the LDA requirement urges decision makers
to consider less harmful alternatives among equally effective options as a structural way to assess
and remove unnecessary discrimination [9]. We refer readers to Lamber [39], not [1], Rutherglen
[54] for further analyses of the role of LDAs in disparate impact claims. We further discuss this in
Appendix E.

Less discriminatory algorithms. Recent works examine the LDA requirement as it applies to
algorithmic decision-making. Gillis et al. [24] cast the search for LDAs as an mixed integer program,
then directly search for an algorithm that minimizes error rate disparity subject to performance criteria.
Laufer et al. [40] provide theoretical insights showing, among other takeaways, that identifying the
least discriminatory alternative is NP-hard and may only constitute an LDA for the distribution or
data over which it was derived. Our work mirrors the motivation of Gillis et al. [24] in that we seek
to provide an operationalizable method for plaintiffs. However, as both Gillis et al. [24] and Laufer
et al. [40] note, producing an LDA is computationally expensive and thus existing approaches do not
scale to for large models, which are increasingly important to audit. Our work adds to this space by
providing a tool for plaintiffs with limited compute and data.

Performance-fairness Pareto frontiers (PFs). In many settings a trade-off between fairness and
performance emerges [10, 43, 37]. In such cases, the performance-fairness PF characterizes the best
fairness and performance that can be simultaneously achieved (i.e., the best performance than can be
achieved for a given fairness level, or vice versa). Various works propose methods for improving
Pareto optimality or tracing out the performance-fairness PF, including Navon et al. [47], Ruchte
and Grabocka [53], Singh et al. [56], Rothblum and Yona [52], Kamani et al. [34], Liu and Vicente
[41], Chzhen and Schreuder [19], Zeng et al. [62]. In many of these works, the goal is to develop
efficient methods for tracing out the PF, but they still assume the resources needed to train at least
one model. In our work, we seek to improve scalability in a different sense: one can trace out the PF
in small-model, low-data regimes and extrapolate the PF to large-model, large-data regimes (and thus
one does not even need the resources required to train a large model). To the best of our knowledge,
none of the existing works provide closed-form expressions for the fairness PF.

Scaling laws. Scaling laws have been widely studied in the context of deep learning, typically used to
predict how model behavior improves with increasing model size, data, and compute [31, 36, 32, 7].
In this work, we seek to provide a theoretically-grounded scaling law for the loss-fairness PF that
allows one to fit the PF with small models and small datasets, then extrapolate to larger models and
datasets with the help of the power law (that applies to loss) found in the works above.
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the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: For the theoretical results in Section 4, the assumptions are provided in that
same section and the proofs are provided in the appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: These details are given in Section 5 and Appendix J.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [No]
Justification: Code and data is not the main contribution of this paper. We provide details
needed to reproduce the simulations and experiments, including in the supplemental material.
relevant code snippets.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We run very small-scale experiments, and we provide all relevant details in
Section 5 and Appendix J.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: In the experiments we plot empirical Pareto frontiers, for which one wants to
see the minimum value (and not the average), so there are no estimated quantities for which
we would report error bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Yes, we discuss our requirements in the Appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The paper involves theory and some experiments on synthetic data. It does not
involve human subjects or any address ethically sensitive topics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Potential positive societal impacts are clear from the problem statement and
discussed in detail in the introduction and background. Limitations are given in Appendix A.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no such risks as the main contribution is a theoretical result
and we do not release any data or models.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: NA

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets. It provides a theoretical result and
some simulations/experiments to support that result. No datasets or models are released.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper involves neither crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper involves neither crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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