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ABSTRACT

Building agents that autonomously operate mobile devices has attracted increasing
attention. While Vision-Language Models (VLMs) show promise, most existing
approaches rely on direct state-to-action mappings, which lack structured reason-
ing and planning, and thus generalize poorly to novel tasks or unseen Ul layouts.
We introduce Hi-Agent, a trainable hierarchical vision-language agent for mobile
control, featuring a high-level reasoning model and a low-level action model that
are jointly optimized. For efficient training, we reformulate multi-step decision-
making as a sequence of single-step subgoals and propose a foresight advantage
function, which leverages execution feedback from the low-level model to guide
high-level optimization. This design alleviates the path explosion issue encoun-
tered by Group Relative Policy Optimization (GRPO) in long-horizon tasks and
enables stable, critic-free joint training. Hi-Agent achieves a new State-Of-The-
Art (SOTA) 87.9% task success rate on the Android-in-the-Wild (AitW) bench-
mark, significantly outperforming prior methods across three paradigms: prompt-
based (AppAgent: 17.7%), supervised (Filtered BC: 54.5%), and reinforcement
learning-based (DigiRL: 71.9%). It also demonstrates competitive zero-shot gen-
eralization on the ScreenSpot-v2 benchmark. On the more challenging Android-
World benchmark, Hi-Agent also scales effectively with larger backbones, show-
ing strong adaptability in high-complexity mobile control scenarios.

1 INTRODUCTION

Creating intelligent agents capable of assisting users with automated mobile device operations has
received growing attention in recent years (L1 et al., [2024)). The rise of large-scale foundation mod-
els (Devlin et al., 2019; Radford et al.||2018}; |Raffel et al.,[2020; Ouyang et al., [2022} Touvron et al.}
2023)), particularly vision-language models (VLMs) (Lu et al., 2019 Radford et al.| 2021} |Liu et al.,
2023; |Bai et al., 2023; [Wang et al., [2024a)), has opened new possibilities for instruction following,
commonsense reasoning, and zero-shot generalization in this domain.

Current methods for building mobile agents are broadly classified by their optimization strategy into
two categories: prompt-based and post-trained agents. Prompt-based approaches leverage power-
ful, frozen large models through carefully designed prompts and tool-usage workflows (Zhang et al.,
2023;Wang et al.;|Chen et al.,2024)). While demonstrating strong initial capabilities, they are limited
by high inference costs and an inability to adapt their parameters to downstream tasks. In contrast,
post-trained agents fine-tune smaller, more efficient VLMs via supervised fine-tuning (SFT) or rein-
forcement learning (RL) for greater adaptability (Bai et al.||2024; Zhang & Zhang| |2024; Qin et al.,
2025)). Our work focuses on this RL-based post-training approach for mobile device control.

Within the post-trained paradigm, model architecture is a critical design choice. As illustrated in
Figure[I] many agents adopt a flat architecture (Figure[T[a)). Some attempt to learn a direct state-to-
action mapping, but this brittle mapping struggles to generalize to unseen tasks (Bai et al., |2024)).
Others employ a single model for both reasoning and decision-making, but this approach often
demands massive computational resources and extensive high-quality data for training (Gu et al.,
2025)). Recently, hierarchical architectures have emerged (Figure [I(b)) to decompose the problem
by using a high-level model for reasoning and a low-level model for execution, thereby simplifying
the optimization challenge (Agashe et al., 2025). However, the high-level model often remains
frozen, precluding true end-to-end learning and co-adaptation between the two levels.
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Figure 1: Different paradigms for mobile control agents. (a) Flat Agents use a single trainable
model for state-to-(reason-)action mapping. (b) Hierarchical Agents use a planner to improve
reasoning, but it is typically a frozen black-box. (c) Hi-Agent (Ours) enables joint optimization
where the high-level reasoning and low-level action models are co-adapted and fully trainable.

To overcome these limitations, we propose a third architectural paradigm: a jointly optimized hier-
archical agent (Figure 1(c)). We introduce Hi-Agent, a hierarchical agent where both the high-level
reasoning model (7;,) and the low-level action model () are trainable and co-adapted during post-
training. This approach marries the structural robustness of a hierarchy with the adaptability of
end-to-end optimization, allowing the planner to learn what constitutes an effective subgoal based
on direct feedback from the executor’s performance.

We introduce a novel training strategy based on Group Relative Policy Optimization (GRPO) (Shao
et al., 2024} \Guo et al., 2025). To make GRPO tractable for long-horizon tasks, we first reformu-
late them into a sequence of single-step subgoal predictions, reducing the optimization complexity
from exponential (G™) to linear (n - G). Second, we introduce a foresight advantage function that
propagates low-level execution feedback to guide the high-level optimization. This enables stable,
critic-free, and sample-efficient joint training.

Our main contributions are as follows:

* We propose Hi-Agent, a trainable hierarchical agent with a jointly optimized planner and ex-
ecutor that combines structured reasoning with end-to-end adaptation for mobile control.

e We develop a GRPO-based training framework with a foresight advantage function, which
overcomes the path explosion and enables stable credit assignment for high-level planning.

* Hi-Agent achieves SOTA performance and strong generalization, demonstrating robustness,
versatility, and scalability across benchmarks like AitW, ScreenSpot-v2, and AndroidWorld.

Experiments show that Hi-Agent achieves a new state-of-the-art 87.9% task success rate on the
Android-in-the-Wild (AitW) benchmark, significantly outperforming prior methods. It also demon-
strates competitive zero-shot generalization on the ScreenSpot-v2 benchmark and scales effectively
on the more complex AndroidWorld benchmark, highlighting its excellent adaptability.

2 RELATED WORK

2.1 VISION-LANGUAGE AGENTS WITH TOOL-AUGMENTED MOBILE CONTROL

Large vision-language models, augmented by specialized tools, have demonstrated strong perfor-
mance on various tasks (Yang et al.,|[2023; | |[FAIR} |Qian et al.}|2023)). In mobile device control, ap-
proaches combine models, tools, and skills to enhance automation. For example, AppAgent (Zhang
et al., 2023) builds on GPT-4V by leveraging Android XML files for on-screen localization and
learns to use new applications via path exploration or human demonstrations. MobileAgent (Wang
et al.) uses a visual module to locate screen elements without XML data, paired with incremental
self-planning to traverse app interfaces. Mobile-Agent-v2 (Wang et al., [2025)) introduces a multi-
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agent paradigm, combining a language model and a vision-language model to support task pro-
gression and content-focused navigation. While these methods leverage powerful base models and
sophisticated tool coordination, they typically avoid updating the base model’s parameters. As a
result, performance gains are limited, and the large size of these models—often exceeding hundreds
of billions of parameters—can hinder real-world deployment.

2.2 PARAMETER-EFFICIENT LEARNING FOR MOBILE DEVICE CONTROL

To balance model size and efficacy, researchers have explored fine-tuning vision-language mod-
els on demonstration data for mobile device control. Auto-GUI (Zhang & Zhang, [2024)) interacts
directly with user interfaces—without relying on external tools or low-level system data—by ap-
plying gradient-based updates on expert demonstration datasets. DigiRL (Bai et al., 2024) adopts
a two-stage reinforcement learning pipeline: it first pretrains a policy in an offline RL setting, then
transitions to online RL to refine state-action mappings. DigiQ (Bai et al.l |2025a) eliminates the
need for online interaction by learning a VLM Q-value function solely from offline data, using
temporal-difference (TD) learning on frozen intermediate layers instead of retraining the entire
model—achieving performance comparable to DigiRL. However, because these methods directly
map tasks to actions, small deviations from the training distribution (e.g., shifts in application lo-
cations or UI layout changes) can break the learned mapping and require retraining. Our work
addresses this limitation by introducing a reasoning component that transforms direct mappings into
a hierarchical “reason first, then act” framework, improving generalization and interpretability.

2.3 REINFORCEMENT LEARNING-BASED POST-TRAINING FOR VISION-LANGUAGE MODELS

Post-training typically refers to applying reinforcement learning (RL) directly to foundation large
language models (LLMs) or VLMs without relying on supervised fine-tuning (SFT) as a prerequi-
site. OpenAl O1 (OpenAl, 2024b) has demonstrated that RL-driven post-training can effectively
enhance the reasoning capabilities of LLMs in a scalable manner, requiring fewer computational
resources than SFT. To further reduce RL training overhead, DeepSeekMath (Shao et al., 2024) em-
ploys GRPO, eliminating the need for a critic model comparable in size to the policy. Instead, it
uses group-based rewards to estimate advantages, yielding significant improvements in mathemat-
ical, programming, and scientific reasoning tasks. Adapting GRPO to mobile multi-modal control
presents two challenges: the exponential growth of reasoning paths and the lack of dense reward
signals for high-level planning. We address both issues by designing a hierarchical optimization
framework that reduces the reasoning complexity from G to n - G, and by incorporating a foresight
advantage function to guide high-level policy updates using low-level execution feedback.

3 PRELIMINARIES

We model mobile device control as a multi-step decision-making process under a Markov Decision
Process (MDP), defined as:

MInleract = (87 A7 7)7 R7 7)7

where § = X, x L is the state space of screen images and task instructions, .4 denotes atomic Ul
actions (e.g., click, swipe), P captures environment transitions, and R provides task feedback.

While the environment operates at the level of discrete Ul actions, subgoal and action generation by
language models unfolds token by token. To support RL training over such autoregressive outputs,
we follow standard practice (Ouyang et al.| 2022)) and define a token-level MDP:

MGen = (Slok7 Atok; Ptoka 7—\J’tokv ’Y)a

where S is the space of sequences, A is the vocabulary, and Py, appends tokens deterministi-
cally. Rewards R are assigned post-generation, based on alignment with oracle actions.

This dual-MDP formulation enables structured learning: we optimize token-level generation via
reinforcement learning while evaluating policies in the full multi-step environment.
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4 METHOD

To address the brittleness of direct state-to-action mappings, our key insight is to introduce dedicated
reasoning and action components, transforming this flat mapping into a hierarchical decision process
that follows the principle of first reason, then act. We define the overall policy as 7 = (7, 7¢),
where the high-level reasoning model 7, predicts a semantic subgoal, and the low-level action model
e executes the atomic action based on the subgoal and the current screenshot.

We organize this section into three parts. Section [4.1] formalizes our hierarchical structure using
recursive value modeling. Section[.2]introduces our hierarchical post-training method inspired by
this decomposition. Section [4.3] presents the data generation pipeline and training implementation.

4.1 HIERARCHICAL TASK DECOMPOSITION FOR MOBILE CONTROL

M,: Send a message M;: Send message to .
~"|__Alice in Messenger w7 My: Send message

[ Reason Model
‘VN‘ ,v‘; m ’
Send message to | ; Typeandsend |7, .
Open Messenger [ Alice in Messenger ] [ Search Alice ] [ message } Send Msg

[ l
Action Model

Figure 2: Illustration of recursive task decomposition under a hierarchical policy.

e [l

Mobile device control tasks often exhibit natural hierarchical structure. For example, consider the
instruction “Send a message to Alice”. As shown in Figure [2] this task can be broken down into
subtasks such as “Open Messenger” and “Send message to Alice in Messenger”, the latter of which
may be further decomposed into “Search Alice”, “Compose message”, and “Press send”. Each
subgoal contributes to completing the overall task and fits into a recursive hierarchy.

In hierarchical RL (Pateria et al.,[2021)), the recursive structure is often formalized via value function
decomposition. Following prior work (Dietterich, [2000; (Ghavamzadeh & Mahadevan, 2007), we
model the overall task as an MDP Mjyeracr, Which captures environment dynamics and Ul-level
feedback, and decompose it into subtasks { My, M, ..., M,}, where My is the root. The value
function V7 (s) for subtask M; under policy 7 is defined as:

Vv (s) = Q7 (s,m(s)) =V (s) + C'(s,g) ifiis composite, 0
P TS, P(s' ] s,0) - R(8 | 8,4) if 7 is primitive,

where g = m(s) is the selected subtask and C7 (s, g) denotes the expected return after g completes:

CT(s,9)=>_ Pr(s,N|s,9)- 7" Q7 (s, (), 2
s/ N

where (s’, N) denotes the resulting state and duration after completing g. This recursive decom-
position provides intuitive motivation that each subtask M; is optimized not only for its immediate
executability (captured by V,* (8)), but also for its long-term impact on overall task success (modeled

by C7 (s, 9))-

In practice, rather than maintaining a separate policy for every subtask, we implement a compact
two-level architecture: a high-level reasoning policy 7, that emits semantic subgoals g;, and a low-
level action policy 7y that executes each subtask via atomic actions a;. This design enables cross-
task skill reuse and efficient end-to-end training. We further analyze its optimality in Appendix
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4.2 HIERARCHICAL POLICY POST-TRAINING

While recursive value decomposition offers useful intuition, explicitly modeling value functions
(V,7, CT) is computationally expensive and unstable, particularly for LLMs with sparse rewards.
We thus adopt Group Relative Policy Optimization (GRPO) (Shao et al.| [2024), a scalable, critic-
free alternative that computes relative advantages over G sampled outputs from the generation MDP
MGgen- The corresponding surrogate objective is:

|oi]
Jarpo(0) = Eqp@), {0}, ~moy,(0la) [G Z |oi] Z {
=1

in (7fe<0|q0<> v, clip <7w(00<>1 _e,1+e) Ai,t) ,
T0ya (0i.£1q, 01, <t) 004 (04,¢1¢; 01, <t)

3)

Here, g and 7, are the current and reference policies, ¢ is the task input, 0; ; is the ¢-th token in
output o; sampled from g, A; + is the estimated advantage, and e is the clipping threshold.

However, applying GRPO to long-horizon tasks presents two major challenges: (1) sampling com-
plexity grows exponentially with trajectory length, requiring G rollouts for n-step; (2) high-level
subgoals are abstract and not directly executable, making reward assignment difficult. To address
these issues, we make three key modifications (Figure [3): (1) we decompose n-step tasks into n
single-step subtasks, reducing sampling cost from G™ to n - G; (2) we introduce a foresight reward
for each subgoal g; from 7, integrating execution feedback and subgoal quality; (3) we adopt an
alternating optimization scheme for 7;, and 7, to enable mutual adaptation during training.

Trajectory explosion: G™ Reduced complexity: G * n

“ESH*

Environment Environment

(@) Vanilla GRPO: Inefficient for Multi-Step Decision (b) Hi-Agent: A Two-Level Hierarchical Architecture

Figure 3: Hierarchical Policy Optimization. (a) Standard GRPO incurs exponential sample com-
plexity (G™) and lacks intermediate reward signals in long-horizon tasks. (b) Hi-Agent reduces
complexity to n - G by decoupling subgoal generation from execution, and enables efficient joint
training through foresight-guided subgoal evaluation.

High-Level Policy Optimization. At timestep ¢, 7;, generates a semantic subgoal g;. Inspired by
the recursive decomposition (Section[d.T), we design a foresight reward function that encourages g,
to be both immediately executable and conducive to long-term task progress.

To capture both aspects, we combine three reward components: the format reward
rme(g¢) 1S a binary indicator that checks whether ¢; conforms to the required schema
<reasoning>...</reasoning><instruction>Instruction:...</instruction>;
the environment feedback reward reny(st, gt, ) evaluates whether the predicted atomic action

a; = (8¢, g¢) matches the oracle action a; within a tolerance e:

Tenv(St, 91, ar) = 1 {type(as) = type(as) A ||coord(as) — coord(dy)||2 < €};

and the feasibility reward f/judge(st7 g:) is evaluated by a frozen vision-language model, instanti-
ated as Qwen2.5-VL-72B-Instruct(Bai et al., 2025b). This model plays the role of an LLM-based
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judge (Zheng et al.| [2023)), estimating whether g; semantically meaningful and likely to contribute
to long-term task success.

These components are combined into a weighted foresight reward:

~ ~ r — Uy
T:Eh) = A1 Trme(9e) + A2 - Tenv (865 96, o) + A3+ Viudge (¢, 9¢), Agh) =t—" pu &
.

where (i, and o, denote the mean and standard deviation of r,gh) across the G samples. Detailed
designs and implementations for each reward component are provided in Appendix [C]

Low-Level Policy Optimization. The low-level policy m, receives environment feedback based
on whether it successfully completes the subgoal g;, as defined by the environment reward

Tenv(St, gt, m¢) introduced above. For training, we reuse this signal as the step-level reward:
T,Ee) _ {1 if 7y co.mpletes gt 7 /Algé) _ ry) _ ,uf’ @
0 otherwise ot
where 12 and o denote the mean and standard deviation of ry) across the current batch.
Alternating Joint Optimization. We alternate updates between 7, and 7, to facilitate coordination.

At iteration k, we first fix kb §k)

update wgk) with the foresight advantage:

. . . k
and optimize 7, using environment rewards, then fix 7r§ ) and

(k—1)
h

(k)
me ). (5)

k 0 0 k O
Gé ) arg max Jareo (" | T, ), 02 ) arg max Jareo (1)
14 h

4.3 DATA GENERATION AND TRAINING IMPLEMENTATION

Data Generation. To enable efficient training, we construct an automated pipeline that interacts
with Android emulators to generate subgoal-action trajectories. A hierarchical oracle—built from
Qwen2.5-VL-72B (reasoning 7} ) and Qwen2.5-VL-7B (action 7; )—produces demonstrations with-
out manual annotation or rollbacks. To ensure a fair evaluation and mitigate data leakage, our pro-
cess maintains a strict separation between training and test distributions. For AitW, we only reuse
task instructions from the official splits to generate entirely new interaction trajectories, rather than
using the original demonstration data. For the template-based AndroidWorld, we use different ran-
domization seeds for the training and evaluation sets to prevent instance-level overlap. This process
yielded over 1,200 high-quality, manually verified samples across all tasks. A comprehensive break-
down of our data construction protocol, dataset statistics, and a quantitative analysis of train-test
overlap are provided in Appendix

Each trajectory 7 = {(s¢, us, §t, a¢) i, consists of the Ul screen state s, task instruction w;, the
generated semantic subgoal g;, and the corresponding atomic Ul action a,, where:

Ge ~ (g | st,ur), G =7y (a | se, Ge)-
These trajectories serve as ground-truth references for computing the rewards described in Sec-
tion[4.2] and are stored in structured JSON format:

{ "image_path": '"android/save/images/xxx.png",

"problem": "Search for hotels in Washington DC",

"instruction": "Click on the Chrome icon to open the browser.",
"solution": { "action_type": "DUAL_POINT",

"touch.point": [0.7781, 0.6972] } }

Training and Implementation. We jointly train the high-level policy 7;, and the low-level pol-
icy mp using our modified GRPO scheme, which incorporates foresight advantage estimation and
alternating optimization. Both components are instantiated with Qwen2.5VL-3B-Instruct.

Our GRPO-based training pipeline is implemented using the Huggingface TRL libraryﬂ and the
GRPOTrainer module from VLM-R IE] (Shen et al.;2025). All experiments are conducted on four
NVIDIA A800 80GB GPUs, with each training run taking approximately 22 hours. Complete imple-
mentation details, including data collection pipeline, training procedure, and model configuration,
are provided in Appendix

"nttps://github.com/huggingface/trl
https://github.com/om-ai-lab/VLM-R1
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AitW General WebShopping
Train Test Train Test
SoM (GPT-4V) 52 13.5 3.1 83
Prompt-based SoM (Gemini 1.5 Pro) 323 16.7 6.3 11.5
P AppAgent (GPT-4V) 13.5 17.7 12.5 8.3
AppAgent (Gemini 1.5 Pro) 14.6 16.7 5.2 8.3
CogAgent 25.0 25.0 31.3 38.5
Supervised Fine-tuned AutoUI 27.7 22.9 20.7 25.0
Filtered BC 51.0+£09 545+13 372447 438+17
Digi-RL 63.54+00 719411 68.2+68 67.2 £15
Reinforcement Learnin Digi-Q 61.5+23 71.2+21 53.1+17 58.0 £2.1
g Hi-Agent (Ours) 764402 87.9+19 70.3+02 68.8+0.3

Table 1: Main comparisons on AitW benchmark. Success rates (%) on the General and
WebShopping subsets. Each RL-based method is run three times; mean and std are reported.
Following prior work(Bai et al.| 2024} 2025a)), evaluation uses the first 96 instructions.

5 EXPERIMENTAL EVALUATION

We conduct a comprehensive evaluation of Hi-Agent on mobile device control tasks, focusing on
four aspects: (i) task performance against prior baselines on the AitW benchmark (Section[5.1)); (ii)
generalization to unseen Ul layouts and unseen tasks in Screenspot-v2 (Section[5.1); (iii) adaptabil-
ity to different backbone models and training algorithms (Section [5.2)); and (iv) scalability to larger
models and more complex tasks on the AndroidWorld benchmark (Section[5.3).

Environments. AirW is a large-scale benchmark with five mobile control task categories(Rawles
et al.,|2023)). Following prior work(Bai et al.| [ 2024;2025a), we evaluate on its two most challenging
subsets—General and WebShopping—each consisting of the first 96 tasks. The former focuses
on information access and app usage; the latter targets product search across e-commerce platforms.

Observation and Action Space. To ensure generalization, Hi-Agent operates under a unified ob-
servation and action space. Observations consist solely of RGB screenshots, without any structured
UI annotations, bounding boxes, or Set-of-Marks (SoM) (Zheng et al., 2024). The action space in-
cludes normalized (x, y) taps, long-presses, and swipes; variable-length text entry; functional button
presses (e.g., HOME, BACK, ENTER); and task completion signals.

Baselines. We compare Hi-Agent against representative agents from three categories: (/) Prompt-
based agents, which rely on large closed-source backbones (e.g., GPT-4V (OpenAl, [2024a), Gemini
1.5 Pro (Team et al.l [2023)). We include SoM (Zheng et al., 2024) and AppAgent (Zhang et al.,
2023) (2) Supervised fine-tuned agents, trained via imitation learning on labeled demonstrations with
full parameter updates, including CogAgent (Hong et al.| 2024), AutoUI (Zhang & Zhang, |2024),
and Filtered BC (Pan et al.l [2024)). (3) Post-trained RL agents, optimized via offline or offline-to-
online reinforcement learning. These agents directly update parameters based on task rewards. We
include DigiRL (Bai et al., 2024} and DigiQ (Bai et al., 2025al).

5.1 MAIN PERFORMANCE AND GENERALIZATION ANALYSIS

Task Performance on AitW. Hi-Agent achieves 87.9% and 68.8% success rates on the General
and WebShopping test sets, respectively, establishing a new SOTA. It surpasses the strongest
prompt-based agents (APP Agent: 17.7% on General; SoM: 11.5% on WebShopping) by
+63.7 %, the best supervised method (Filtered BC: 54.5% on General; 43.8% on WebShopping)
by +29.2%, and the top RL baseline (DigiRL: 71.9% on General; 67.2% on WebShopping) by
+8.8%. These results highlight the benefits of our hierarchical design and foresight-guided opti-
mization. We also identify environment errors in the original WebShopping setup—correcting
them further boosts Hi-Agent’s success rate to over 90%, as detailed in Appendix [E.3]

Analyzing Performance Gains. To explain Hi-Agent’s substantial gains over prior RL methods
(e.g., +8.8% vs. DigiRL), we examine their failure modes. As shown in Figure Eh, over 70% of both
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Figure 4: Robustness analysis on AitW. (a) Over 70% of General tasks are search-based, causing
prior RL methods to overfit. (b) Layout shift from home screen to all-apps view alters app positions.
(c) Hi-Agent remains robust (87.9% — 83.2%), while DigiRL drops sharply (71.9% — 27.6%).

training episodes and test tasks in the General subset are search-based (e.g., “search the weather
in Paris”), reflecting a strong distributional skew. End-to-end RL agents tend to overfit to these dom-
inant UI patterns—such as clicking fixed coordinates to launch Chrome and enter queries—while
struggling to generalize to rare but structurally distinct tasks (e.g., “open Clock™).

In contrast, Hi-Agent decouples reasoning and execution: the high-level model 7}, generates sub-
goals (e.g., “open Chrome”), while the low-level model 7; grounds them into UI actions. This
abstraction promotes skill reuse and generalization. We visualize representative success and failure
cases in Appendix D} and provide a detailed analysis of task-wise performance in Appendix [E]

Robustness and Generalization. We test Hi-Agent’s generalization capabilities through two chal-
lenging scenarios. First, to assess robustness against UI layout perturbations, we change the agent’s
starting screen in AitW from the familiar home view to the all-apps view (Figure @p). While Di-
giRL’s performance drops sharply from 71.9% to 27.6 %, exposing its reliance on memorized coor-
dinates, Hi-Agent remains highly effective, with its success rate only dropping slightly from 87.9%
to 83.2% (Figure k). The generalization capabilities of our architecture extend to the component
level; our low-level action model (7), when trained on AitW, achieves competitive zero-shot per-
formance on the ScreenSpot-v2 UI grounding benchmark (Wu et al., 2024). We provide detailed
performance tables for the zero-shot evaluation in Appendix [E.4|and qualitative visualizations of the
layout perturbation experiment in Appendix [E]

5.2 COMPONENT ABLATION AND ADAPTATION STUDY

We conduct ablation and adaptation studies on the AitW benchmark to assess the effectiveness and
flexibility of our hierarchical framework.

Ablation on Hierarchical Structure and Post-training. We conduct an ablation study using
Qwen2.5VL-3B as the backbone. We compare three configurations: (1) Hi-Agent w/o Hierar-
chy & Post-train (Qwen-3B (Raw)): the base model without hierarchy or training; (2) Hi-Agent
w/o Post-train (Qwen-3B + Hierarchy): a two-level model with hierarchical structure but without
post-training; (3) Hi-Agent: our full method with hierarchical decomposition and post-training.

As shown in Figure [5(a), incorporating hierarchy alone boosts performance from 1.6% to 60.0%,
and full post-training further improves it to 87.9%, confirming the complementary benefits of task
decomposition and RL-based post training. Appendix [E.T| provides more details.

Adaptation to Backbone Models. To assess generalization to different base models, we replace
Qwen2.5VL with GPT-40 and test it under two configurations: 1) GPT-40 (Raw): the base model
used directly without hierarchy; (2) GPT-40 + Hierarchy: augmented with our two-level structure,
but without post training. As shown in Figure [, even without training, adding hierarchy improves
GPT-40’s performance from 17.7% to 79.8%, demonstrating the general utility of our design.

Comparison with Supervised Fine-Tuning. We compare our RL-based approach against standard
supervised fine-tuning (SFT) on the same hierarchical Qwen-3B architecture and training data, using
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Figure 5: Effectiveness and efficiency of Hi-Agent. (a) Task success across model scales and train-
ing algorithms, showing consistent gains from hierarchical modeling and post-training. (b) Training
curves under different group sizes G; larger G improves stability and speeds up convergence.

LLaMA-Factoryﬂ for the SFT implementation. As shown in Figure a), while SFT achieves a
respectable 67.6% success rate, our GRPO-based Hi-Agent reaches a significantly higher 87.9%.
This suggests our RL solution is more robust, promoting better generalization where SFT can overfit
to demonstration patterns in dynamic GUI environments.

Impact of Group Size in GRPO. We further investigate the effect of the group size G in our im-
proved GRPO. Figure[5[b) shows training curves under different G values. Larger groups yield more
stable learning signals and faster convergence by providing better estimates of relative advantage.
This confirms the practical importance of G in balancing efficiency and robustness.

5.3 SCALABILITY TO LARGER MODELS AND MORE COMPLEX TASKS

To assess scalability, we evaluate Hi-Agent with larger models on the more challenging Android-
World benchmark, which requires stronger reasoning, planning, and fine-grained control than AitW.

We scale both the high-level model 75, and low-

level model 7y in Hi-Agent. As shown in Ta-

ble 2] our hierarchical framework scales ef- Table 2: AndroidWorld task success rates.
fectively with model size and consistently im- *denotes post-trained models.

proves performance under greater task com- ~ ppodel Success Rate

plexity. In particular, the configuration using

72B : del and a 7B acti del Qwen2-VL-2B (fine-tuned) 9.0
a (o7 Teasoring joce and a 1B action MO GPT-4 Turbo (Rawles et al}, 2024) 30.6
achieves a 56.5% success rate, outperforming
5 . GPT-40 (Wang et al.;|2024b) 34.5
the GPT-40 baseline by over 22 absolute points  5pt 44 £ UGround (Gou ot all. 2024) 44.0
(56.5% vs. 34.5%). A detailed per-task success  GpT4o + Aria-Ul (Yang ot al."2024) 44.8
breakdown and. Visu?ll illustrati.ons on Android-  ULTARS (Qin et al 2023) 46.6
World are provided in Appendix [E.5} Agent S2 (Agashe et al}[2025)) 54.3
These results highlight that our method scales  Hi-Agent (3B*+3B™) 26.3
to high-capacity models and complex tasks. By ~ Hi-Agent (7B"+7B") 31.9
decoupling reasoning and execution, Hi-Agent ~ Hi-Agent (32B+7B") 43.9
Hi-Agent (72B+7B") 56.5

enables large models to generalize better and

solve long-horizon tasks efficiently.

6 CONCLUSION

We propose Hi-Agent, a scalable hierarchical vision-language agent that decouples high-level
subgoal reasoning and low-level action execution. By combining structured task decomposition
with foresight-guided GRPO optimization, Hi-Agent significantly outperforms prompt-based, su-
pervised, and RL-based baselines in both task success and generalization, while maintaining strong
scalability with model size and task complexity.

Shttps://github.com/hiyouga/LLaMA-Factory


https://github.com/hiyouga/LLaMA-Factory

Under review as a conference paper at ICLR 2026

REFERENCES

Saaket Agashe, Kyle Wong, Vincent Tu, Jiachen Yang, Ang Li, and Xin Eric Wang. Agent
s2: A compositional generalist-specialist framework for computer use agents. arXiv preprint
arXiv:2504.00906, 2025.

Hao Bai, Yifei Zhou, Jiayi Pan, Mert Cemri, Alane Suhr, Sergey Levine, and Aviral Kumar. Digirl:
Training in-the-wild device-control agents with autonomous reinforcement learning. Advances in
Neural Information Processing Systems, 37:12461-12495, 2024.

Hao Bai, Yifei Zhou, Li Erran Li, Sergey Levine, and Aviral Kumar. Digi-q: Learning g-value
functions for training device-control agents. arXiv preprint arXiv:2502.15760, 2025a.

Jinze Bai, Shuai Bai, Shusheng Yang, Shijie Wang, Sinan Tan, Peng Wang, Junyang Lin, Chang
Zhou, and Jingren Zhou. Qwen-VL: A versatile vision-language model for understanding, local-
ization, text reading, and beyond, 2023.

Shuai Bai, Keqin Chen, Xuejing Liu, Jialin Wang, Wenbin Ge, Sibo Song, Kai Dang, Peng Wang,
Shijie Wang, Jun Tang, et al. Qwen2.5-VL technical report. arXiv preprint arXiv:2502.13923,
2025b.

Jingxuan Chen, Derek Yuen, Bin Xie, Yuhao Yang, Gongwei Chen, Zhihao Wu, Li Yixing, Xurui
Zhou, Weiwen Liu, Shuai Wang, et al. Spa-bench: A comprehensive benchmark for smartphone
agent evaluation. In NeurIPS 2024 Workshop on Open-World Agents, 2024.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep
bidirectional transformers for language understanding. In Proceedings of the Conference on the
North American Chapter of the Association for Computational Linguistics: Human Language
Technologies, pp. 4171-4186, 2019.

Thomas G Dietterich. Hierarchical reinforcement learning with the MAXQ value function decom-
position. Journal of Artificial Intelligence Research, 13:227-303, 2000.

Meta Fundamental Al Research Diplomacy Team (FAIR), Anton Bakhtin, Noam Brown, Emily
Dinan, Gabriele Farina, Colin Flaherty, Daniel Fried, Andrew Goff, Jonathan Gray, Hengyuan
Hu, et al. Human-level play in the game of diplomacy by combining language models with
strategic reasoning. Science, 378(6624):1067-1074, 2022.

Mohammad Ghavamzadeh and Sridhar Mahadevan. Hierarchical average reward reinforcement
learning. Journal of Machine Learning Research, 8(11), 2007.

Boyu Gou, Ruohan Wang, Boyuan Zheng, Yanan Xie, Cheng Chang, Yiheng Shu, Huan Sun, and
Yu Su. Navigating the digital world as humans do: Universal visual grounding for GUI agents.
arXiv preprint arXiv:2410.05243, 2024.

Zhangxuan Gu, Zhengwen Zeng, Zhenyu Xu, Xingran Zhou, Shuheng Shen, Yunfei Liu, Beitong
Zhou, Changhua Meng, Tianyu Xia, Weizhi Chen, et al. Ui-venus technical report: Building
high-performance ui agents with rft. arXiv preprint arXiv:2508.10833, 2025.

Daya Guo, Dejian Yang, Haowei Zhang, Junxiao Song, Ruoyu Zhang, Runxin Xu, Qihao Zhu,
Shirong Ma, Peiyi Wang, Xiao Bi, et al. Deepseek-r1: Incentivizing reasoning capability in llms
via reinforcement learning. arXiv preprint arXiv:2501.12948, 2025.

Wenyi Hong, Weihan Wang, Qingsong Lv, Jiazheng Xu, Wenmeng Yu, Junhui Ji, Yan Wang, Zihan
Wang, Yuxiao Dong, Ming Ding, et al. CogAgent: A visual language model for GUI agents.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
14281-14290, 2024.

Yuanchun Li, Hao Wen, Weijun Wang, Xiangyu Li, Yizhen Yuan, Guohong Liu, Jiacheng Liu,
Wenxing Xu, Xiang Wang, Yi Sun, et al. Personal LLM agents: Insights and survey about the
capability, efficiency and security. arXiv preprint arXiv:2401.05459, 2024.

Haotian Liu, Chunyuan Li, Qingyang Wu, and Yong Jae Lee. Visual instruction tuning. Advances
in Neural Information Processing Systems, 36:34892-34916, 2023.

10



Under review as a conference paper at ICLR 2026

Jiasen Lu, Dhruv Batra, Devi Parikh, and Stefan Lee. VilBert: Pretraining task-agnostic visiolin-
guistic representations for vision-and-language tasks. Advances in Neural Information Processing
Systems, 32, 2019.

OpenAl.  Gpt-4v(ision) technical work and authors, 2024a. |https://openai.com/
contributions/gpt—-4v/.

OpenAl Learning to reason with LLMs, 2024b. https://openai.com/index/
learning-to-reason-with-11lms/\

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll Wainwright, Pamela Mishkin, Chong
Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, et al. Training language models to fol-
low instructions with human feedback. Advances in Neural Information Processing Systems, pp.
27730-27744, 2022.

Jiayi Pan, Yichi Zhang, Nicholas Tomlin, Yifei Zhou, Sergey Levine, and Alane Suhr. Autonomous
evaluation and refinement of digital agents. arXiv preprint arXiv:2404.06474, 2024.

Shubham Pateria, Budhitama Subagdja, Ah-hwee Tan, and Chai Quek. Hierarchical reinforcement
learning: A comprehensive survey. ACM Computing Surveys, 54(5):1-35, 2021.

Chen Qian, Wei Liu, Hongzhang Liu, Nuo Chen, Yufan Dang, Jiahao Li, Cheng Yang, Weize Chen,
Yusheng Su, Xin Cong, et al. ChatDev: Communicative agents for software development. arXiv
preprint arXiv:2307.07924, 2023.

Yujia Qin, Yining Ye, Junjie Fang, Haoming Wang, Shihao Liang, Shizuo Tian, Junda Zhang, Jiahao
Li, Yunxin Li, Shijue Huang, et al. Ui-tars: Pioneering automated gui interaction with native
agents. arXiv preprint arXiv:2501.12326, 2025.

Alec Radford, Karthik Narasimhan, Tim Salimans, Ilya Sutskever, et al. Improving language under-
standing by generative pre-training. 2018.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal,
Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning transferable visual
models from natural language supervision. In International Conference on Machine Learning,
pp- 8748-8763, 2021.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang, Michael Matena, Yanqi
Zhou, Wei Li, and Peter J Liu. Exploring the limits of transfer learning with a unified text-to-text
transformer. Journal of Machine Learning Research, 21(140):1-67, 2020.

Christopher Rawles, Alice Li, Daniel Rodriguez, Oriana Riva, and Timothy Lillicrap. An-
droidInTheWild: A large-scale dataset for android device control. Advances in Neural Infor-
mation Processing Systems, 36:59708-59728, 2023.

Christopher Rawles, Sarah Clinckemaillie, Yifan Chang, Jonathan Waltz, Gabrielle Lau, Marybeth
Fair, Alice Li, William Bishop, Wei Li, Folawiyo Campbell-Ajala, et al. AndroidWorld: A
dynamic benchmarking environment for autonomous agents. arXiv preprint arXiv:2405.14573,
2024.

Zhihong Shao, Peiyi Wang, Qihao Zhu, Runxin Xu, Junxiao Song, Xiao Bi, Haowei Zhang,
Mingchuan Zhang, YK Li, Y Wu, et al. DeepseekMath: Pushing the limits of mathematical
reasoning in open language models. arXiv preprint arXiv:2402.03300, 2024.

Haozhan Shen, Peng Liu, Jingcheng Li, Chunxin Fang, Yibo Ma, Jiajia Liao, Qiaoli Shen, Zilun
Zhang, Kangjia Zhao, Qiangian Zhang, et al. VIm-rl: A stable and generalizable rl-style large
vision-language model. arXiv preprint arXiv:2504.07615, 2025.

Gemini Team, Rohan Anil, Sebastian Borgeaud, Jean-Baptiste Alayrac, Jiahui Yu, Radu Soricut,

Johan Schalkwyk, Andrew M Dai, Anja Hauth, Katie Millican, et al. Gemini: a family of highly
capable multimodal models. arXiv preprint arXiv:2312.11805, 2023.

11


https://openai.com/contributions/gpt-4v/
https://openai.com/contributions/gpt-4v/
https://openai.com/index/learning-to-reason-with-llms/
https://openai.com/index/learning-to-reason-with-llms/

Under review as a conference paper at ICLR 2026

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux, Timothée
Lacroix, Baptiste Roziere, Naman Goyal, Eric Hambro, Faisal Azhar, et al. Llama: Open and
efficient foundation language models. arXiv preprint arXiv:2302.13971, 2023.

Junyang Wang, Haiyang Xu, Jiabo Ye, Ming Yan, Weizhou Shen, Ji Zhang, Fei Huang, and Jitao
Sang. Mobile-agent: Autonomous multi-modal mobile device agent with visual perception. In
ICLR 2024 Workshop on Large Language Model (LLM) Agents.

Junyang Wang, Haiyang Xu, Haitao Jia, Xi Zhang, Ming Yan, Weizhou Shen, Ji Zhang, Fei Huang,
and Jitao Sang. Mobile-Agent-v2: Mobile device operation assistant with effective navigation via
multi-agent collaboration. Advances in Neural Information Processing Systems, pp. 26862710,
2025.

Peng Wang, Shuai Bai, Sinan Tan, Shijie Wang, Zhihao Fan, Jinze Bai, Keqin Chen, Xuejing Liu,
Jialin Wang, Wenbin Ge, et al. Qwen2-VL: Enhancing vision-language model’s perception of the
world at any resolution. arXiv preprint arXiv:2409.12191, 2024a.

Yiqin Wang, Haoji Zhang, Jingqi Tian, and Yansong Tang. Ponder & press: Advancing visual GUI
agent towards general computer control. arXiv preprint arXiv:2412.01268, 2024b.

Zhiyong Wu, Zhenyu Wu, Fangzhi Xu, Yian Wang, Qiushi Sun, Chengyou Jia, Kanzhi Cheng,
Zichen Ding, Liheng Chen, Paul Pu Liang, et al. Os-atlas: A foundation action model for gener-
alist gui agents. arXiv preprint arXiv:2410.23218, 2024.

Hui Yang, Sifu Yue, and Yunzhong He. Auto-GPT for online decision making: Benchmarks and
additional opinions. arXiv preprint arXiv:2306.02224, 2023.

Yuhao Yang, Yue Wang, Dongxu Li, Ziyang Luo, Bei Chen, Chao Huang, and Junnan Li. Aria-UI:
Visual grounding for GUI instructions. arXiv preprint arXiv:2412.16256, 2024.

Chi Zhang, Zhao Yang, Jiaxuan Liu, Yucheng Han, Xin Chen, Zebiao Huang, Bin Fu, and Gang Yu.
AppAgent: Multimodal agents as smartphone users. arXiv preprint arXiv:2312.13771, 2023.

Zhuosheng Zhang and Aston Zhang. You only look at screens: Multimodal chain-of-action agents.
In Findings of the Association for Computational Linguistics, pp. 3132-3149, 2024.

Boyuan Zheng, Boyu Gou, Jihyung Kil, Huan Sun, and Yu Su. Gpt-4v (ision) is a generalist web
agent, if grounded. In International Conference on Machine Learning, pp. 61349-61385. PMLR,
2024.

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan Zhuang, Zhanghao Wu, Yonghao Zhuang,
Zi Lin, Zhuohan Li, Dacheng Li, Eric Xing, et al. Judging llm-as-a-judge with mt-bench and
chatbot arena. Advances in Neural Information Processing Systems, 36:46595-46623, 2023.

12



Under review as a conference paper at ICLR 2026

APPENDIX

Statement on LLM Usage. In preparing this manuscript, Large Language Models (LLMs) were
employed solely as auxiliary tools for improving linguistic quality. Their role was restricted to
refining grammar, enhancing readability. At no point did LLMs contribute to the conception of
research ideas, the design of methods, the execution of experiments, or the interpretation of results.
All scientific content and conclusions are entirely the work of the authors.

Appendix Overview. The supplementary material provides additional theoretical analysis, imple-
mentation details, and extended experimental results to support the main paper.

* Section[A]presents a formal analysis of global optimality under recursive decomposition in
our hierarchical framework.

* Section [B| describes our data construction protocol and provides a detailed analysis of the
train-test overlap to ensure fair evaluation.

* Section [C] details the training procedure, including data generation, model configurations,
and hyperparameter settings.

* Section[D]provides qualitative case studies, including both successful and failure examples
to illustrate model behavior.

* Section [E|includes extended experiments: evaluation under Ul layout perturbation, a zero-
shot generalization test on the ScreenSpot-v2 benchmark, analysis of the WebShopping
subset, and additional statistics on the AndroidWorld benchmark.

Our code and data are included in the supplementary material to support full reproduction.

A  GLOBAL OPTIMALITY VIA RECURSIVE CONSTRUCTION

Here, we formally establish the conditions under which a recursively optimal hierarchical policy
(mh, ) achieves global optimality. Following the notation and recursive decomposition struc-
ture defined in Section 4.1, we consider an MDP M hierarchically decomposed into subtasks
{My, My, ..., M,,}, with M, representing the root task.

Proposition 1 (Global Optimality Condition). Let ©* denote the optimal flat policy for MDP M.
Assume this optimal sequence can be partitioned into a sequence of valid subtasks under the hi-
erarchical decomposition. Then, a recursively optimal hierarchical policy m = (mp,m¢) is also a

globally optimal policy, i.e., V™ (sg) = V™ (s0).

Proof. We prove by contradiction. Assume that the recursively optimal policy 7 is not globally
optimal. This implies there exists another hierarchical policy 7 such that for some starting state s,
its value is strictly greater: V™ (sg) > V™ (sq).

Let us identify the first decision point (s, M}, ) where the policies diverge. At this state, 7 chooses
subgoal g, while 7 chooses a different subgoal g;.. Since this is the first point of divergence, the value
obtained by following 7 from this state onward must be strictly greater than that from following 7.

However, a recursively optimal policy 7, by definition, selects the subgoal that maximizes the ex-
pected future return. This return is captured by the hierarchical Q-value:

QZ(Sng) = Vgﬂ'(sk) + Cg(sk’g>'

The completion function CJ (si, g) correctly accounts for stochastic termination by averaging over
the distribution of all possible exit states and durations, as defined in Eq. (2).

The choice made by the recursively optimal policy 7 at state s, is therefore:
g = argmax Qg (sk, 9)-
A direct consequence of this maximization is that for any alternative subgoal g, the following

inequality must hold:
Q (s, g8) > QF (515 91)-
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This implies that switching the choice from g, to g;, cannot increase the expected value from state
sj, onward. This contradicts our earlier deduction that the value of policy 7 (which chose gj,) must
be strictly greater.

Therefore, our initial assumption that 7 is not globally optimal must be false. Hence, a recursively
optimal hierarchical policy is globally optimal. O

Expressivity. Our two-level hierarchical framework consists of a high-level reasoning policy 7
generating semantic subgoals g;, and a low-level policy 7, executing these subgoals via primitive
actions a;. Given that 7, can directly emit atomic actions as subgoals, and 7, is capable of executing
them, the joint policy space (7, m¢) fully encompasses the space of flat policies. Therefore, recur-
sively optimal hierarchical policies retain the expressivity necessary for achieving global optimality.

Foresight Advantage. To further align local subgoal optimization with global task success, we
introduce a foresight advantage:
() _

A

Agh) _ Ty (h)
Oy

) where Ty - Alrfmt(gt) + )\2renv(5t7 gt, ’/TZ) + )\S‘A/Jrudge<5t7 gt)-

Here, rpy reflects syntactic and semantic subgoal correctness, 7., evaluates execution feedback
from the environment, and ‘%Udge estimates long-term subgoal feasibility via a pretrained VLM or-
acle. This reward shaping mechanism mitigates the risk of locally greedy yet globally suboptimal
subgoal selection, guiding 7, to reason with foresight and converge toward globally optimal task
strategies.

B DATA CONSTRUCTION AND OVERLAP ANALYSIS

We carefully avoided data leakage between training and evaluation. Below, we clarify the data
preparation and task partitioning across both AitW and AndroidWorld benchmarks.

AitW (General & WebShopping) We selected the first 96 instruction texts from the official
splits—matching baseline evaluation setups—and generated new trajectories using our automatic
data collection pipeline (Section 4.3). We did not use any raw trajectories from the original dataset;
only instruction texts were reused. All collected trajectories were manually verified for correctness.

AndroidWorld This benchmark uses parameterized task templates such as “Create a new contact
for {name} with number {number}”. Each task instance is dynamically generated with random-
ized parameters. We ensured that training and evaluation used different random seeds to avoid any
template-level overlap.

Task Overlap Quantification We provide a detailed quantification of task overlap between train-
ing and evaluation sets in Table [3] The minor overlap in AitW stems from a small number of tasks
that appear in both the original train and test splits provided by the benchmark creators, for which
we used the instruction texts. Our methodology ensures no trajectory-level overlap.

Table 3: Task overlap analysis between training data generation and evaluation sets.

Benchmark #Tasks Used in Training #Tasks in Test Overlap Ratio
AitW-General 96 96 6.25%
AitW-WebShopping 96 96 5.21%
AndroidWorld 116 116 0%

Dataset Scale We provide detailed statistics of our training data across all benchmarks in Ta-
ble ] For AitW, we selected 96 task instructions from the training splits of both General and
WebShopping, consistent with prior work. We re-executed each using our Oracle agent, collect-
ing new trajectories. After manual verification and filtering, this resulted in 205 verified samples
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for AitW-General and 389 for AitW-WebShopping. For AndroidWorld, which defines 116 param-
eterized task templates, we instantiated one randomized goal per template and collected training
samples via the Oracle policy. We retained 682 high-quality samples after manual validation.

Table 4: Training data statistics across all benchmarks.

Benchmark Subset #Task Instructions #Verified Samples
AitW General 96 205
AitW WebShopping 96 389
AndroidWorld  Full 116 682

C DETAILED TRAINING PIPELINE

Our hierarchical training framework decomposes long-horizon mobile tasks into single-step sub-
goals, enabling efficient optimization using GRPO. Here, we elaborate on the full training pipeline,
emphasizing the mechanisms used to generate training signals and their integration within GRPO.

C.1 REWARD DATASET GENERATION

Due to limitations of the Android emulator regarding state rollback, obtaining rewards by sequen-
tially interacting with the environment becomes computationally expensive. Therefore, we design
an oracle model based on our hierarchical architecture, consisting of a Qwen2.5-VL-72B reason-
ing model paired with a Qwen2.5-VL-7B action model, to automatically generate accurate reward
datasets without manual labeling. To ensure high-quality data generation, we carefully crafted
prompts for the 72B reasoning model, guiding it to generate reliable subgoal instructions condi-
tioned on task descriptions, previous actions, and current screen states.

For clarity, we present the exact prompt structure used by the 72B reasoning model below:

You are a mobile operation Agent that performs precise screen interactions. Analyze the
input and generate the next action instruction.

# Task Description
Execute multi-step mobile tasks through sequential single-step decisions.

# Input Components

{ "image": "Screen image (analyze UI elements)",
"text/Previous Actions": ["action_type": "...", "touch_point": "Ix,y1", ...1,
"text/Goal": "Current task objective" }

# Action Output Components

You should only output concise and clear action instructions, including action types and
action targets, without specific coordinates.

# Output Format (strictly follow) :

<reasoning>

1. Analyze previous action sequence

2. 1Identify important elements in current screen
3. Determine required next-step action instruction
</reasoning>

<instruction>
Instruction:
</instruction>

#Examples

examplel:

Input: "Previous Actions: xx

Output: <reasoning> xx </reasoning> <instruction> xx </instruction>

example x: XXX

We empirically verify the oracle model’s effectiveness on the first 96 tasks from the AitW bench-
mark. The hierarchical oracle, powered by the structured prompt and dual-model architecture,
achieves a task success rate of 93.2%. This demonstrates that our oracle can reliably serve as an
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automated annotator for large-scale subgoal-action data collection, enabling scalable and accurate
training.

An example of the collected reward dataset is presented below, structured clearly in JSON format
for consistency and ease of use:

{

"image_path": "android/save/images/test3/1743001445.7178237.1.png",

"problem": "Search for hotels in Washington DC",

"instruction": "Click on the Chrome icon to open the browser.",

"solution": "Action Decision: {action.-type: DUAL_POINT, touch-point: [0.7781, 0.6972],
lift_point: [0.7781, 0.6972], typed_text: ""

During training, the "solution™" field serves as a reference signal for both the low-level action
model and the high-level reasoning model: the former receives direct execution supervision, while
the latter is optimized via foresight rewards that incorporate oracle feedback on the executability and
quality of predicted subgoals.

C.2 GRPO TRAINING PROCEDURE

We leverage the constructed reward dataset to post-train both components of our hierarchical policy
using a modified GRPO framework. To train the high-level reasoning model 7, we compute a fore-
sight reward signal by aggregating three components: format reward, execution feedback reward,
and subgoal feasibility reward. Each is described below.

Format Reward. To ensure subgoals generated by the reasoning model conform to a syntactically
valid and semantically interpretable structure, we define a binary format reward ry,(g:) based on
regular expression matching. Only subgoals matching the following format receive positive reward:

<reasoning> ... </reasoning>
<instruction>Instruction: ...</instruction>

This pattern ensures that each subgoal contains both a reasoning trace and a structured instruction.
Subgoals that omit either tag or violate the structural layout are penalized with zero format reward.

Execution Feedback Reward. To supervise the low-level action model 7,, we compare its pre-
dicted action a; = m(s¢, g+) against the oracle action @; in the dataset. The reward reny (¢, gt, at)
is defined as:

Tenv(St, gt ar) = 1 {type(as) = type(as) A ||coord(a;) — coord(a)||2 < €},
where € is a threshold for coordinate similarity (set to 0.002 in our experiments). In the for-
mula, type(a;) and type(a;) respectively denote the action types of a; and a;, while coord(a;) and

coord(a;) correspond to the coordinates of the actions a; and ;. This reward is also propagated to
the high-level model to encourage generation of executable subgoals.

Subgoal Feasibility Reward. To measure whether the predicted subgoal g; is appropriate and
feasible under the current screen context, we employ a frozen Qwen2.5-VL-72B model as a sub-
goal evaluator. The evaluation prompt is carefully designed to enforce atomicity, context validity,
keyboard preconditions, and target presence. Only when all criteria are satisfied is a reward of 1
returned; otherwise, the reward is 0. The exact prompt used is as follows:

You are a mobile operation instruction validator. Strictly evaluate if the generated
instruction is valid for the current step.

# Evaluation Criteria (ALL must be met for reward=l):

1. Atomic Action: Must represent ONE actionable step (e.g., "click X" not "click X then
do Y")

2. Context Match: Must logically follow from the current screen state

3. Keyboard State: For text input instructions, keyboard MUST be visible/activated

4. Target Existence: Referenced UI element must be present in current screen

# Evaluation Rules:
- Reward=1 ONLY when ALL criteria are satisfied
- Reward=0 for ANY violation

# Examples:
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[Valid Example 1]

Task: Search for hotels in Washington DC
Screen: Home screen with Chrome icon
Instruction: "click Chrome"

+ Reward=1l

[Invalid Example 1]

Task: Search for hotels in Washington DC
Screen: Chrome search page (no keyboard)
Instruction: "type hotels"

+ Violates Rule 3 + Reward=0

[Valid Example 2]

Task: Search for hotels in Washington DC
Screen: Chrome search page (keyboard visible)
Instruction: "type hotels in Washington DC"
+ Reward=1l

[Invalid Example 2]

Task: Search for hotels in Washington DC
Screen: Chrome search page (no keyboard)
Instruction: "click search bar"

+ Valid action =+ Reward=1l

[Invalid Example 3]

Task: Search for hotels in Washington DC
Screen: Home screen

Instruction: "open Chrome and search"

+ Violates Rule 1 + Reward=0

[Edge Case]

Task: Search for hotels in Washington DC
Screen: Search results page

Instruction: "click back button"

+ Valid but unrelated to task = Still Reward=1l

# Output Format:
{"reward": 1} or {"reward": 0}
NO explanations. Strict JSON format only.

This evaluator forms the third term in the foresight reward:

Tgh) = )\1 . Tfmt(gt) + AQ : Tenv(st; Gt '/TE) + >\3 : ‘A/_]:udge(sta gt)
This integrated signal guides the reasoning model to produce subgoals that are both well-formed and
pragmatically executable, closing the loop between semantic intent and environmental grounding.

C.3 TRAINING AND DEPLOYMENT OF HIERARCHICAL MODELS

Following the construction of the reward dataset, we proceed to train a compact reasoning model
using the oracle-generated subgoal-instruction pairs. To promote better generalization and minimize
manual prompt engineering, we intentionally adopt an extremely simplified prompt for the 3B-scale
reasoning model. This design choice ensures that the model can generalize beyond prompt-specific
templates and reduces deployment complexity. The same prompt is used for both training and
inference:

You are a mobile operation Agent that performs precise screen interactions. Analyze the
input and generate the next action instruction.

STRICTLY follow this structure:

<reasoning> reasoning process here </reasoning> <instruction>Instruction:
...</instruction>

Low-Level Execution via Function-Call Interface. The low-level action model 7, interacts with
the Android environment through structured API-based function calls. Each atomic action is ex-
pressed as a JSON-formatted tool invocation, providing clear semantics for device control. The
exact prompt used is as follows:

# Tools

You may call one or more functions to assist with the user query.
The following function is available:
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<tools>

{

"name": "mobile_use",
"description": "Use a touchscreen to interact with a mobile device, and take screenshots.
The screen’s resolution is 1092x2408. Supported actions include clicking, typing,

swiping, system button presses, and more.",

"parameters":

"action": ["click", "type", "swipe", "key", "systembutton", "terminate"],
"coordinate": [x, vI],

"text": "Optional input text",

"button": ["Back", "Home", "Menu", "Enter"],

"status": ["success", "failure"]

}

</tools>

This interface allows the high-level reasoning model to focus exclusively on intent prediction, while
the low-level action model translates these into executable atomic operations. It not only simplifies
control flow but also improves modularity and debugging during large-scale mobile task execution.

C.4 TRAINING HYPERPARAMETERS AND CONFIGURATION

We adopt the GRPOTrainer implementation from VLM-R (Shen et al., [2025) for training our
high-level and low-level models. The complete training configuration is summarized in Table[5]

Hyperparameter Value
Max Prompt Length 526
Number of Generations (G) 6
Batch Size per Device 3
Gradient Accumulation Steps 2
Number of Training Epochs 2
Max Completion Length 256
Optimizer Precision bfloatlé
Gradient Checkpointing true
Attention Implementation flash_attention_2
Temperature 0.9
Top-p 1.0
Top-k 50
Repetition Penalty 1.0
Learning Rate 1x1076
KL Coefficient () 0.04
Foresight Reward Weight A 0.4
Foresight Reward Weight Ao 0.3
Foresight Reward Weight A3 0.3
Clipping Threshold (¢€) 0.2

Table 5: Training hyperparameters used for hierarchical model optimization.

Training is conducted on four NVIDIA A800 80GB GPUs, and each full run takes approximately
22 hours to complete. The key software stack includes flash_attn 2.7.4.postl, torch 2.6.0,
transformers 4.49.0, and trl 0.16.0.dev0. These configurations ensure stable training, effi-
cient memory usage via FlashAttention, and compatibility with the GRPOTrainer pipeline.

C.5 BASELINE HYPERPARAMETERS AND CONFIGURATION

We employed a series of baseline models, setting their hyperparameters in strict accordance with the
configurations reported in the original papers. The training configuration is summarized in Table [6]

Table [6|presents the primary training hyperparameters for DigiRL (Bai et al.| [2024) and DigiQ (Bai
et al.| 2025a). For a more comprehensive list of settings, please refer to the original papers.

*nttps://github.com/om-ai-lab/VLM-R1
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Method  Hyperparameter Value
actor Ir 3e-3
value function Ir 3e-3
instruction value function Ir 3e-3
batch size 128
rollout trajectories 16
replay buffer size 5000

DigiRL  rollout temperature 1.0
maximum gradient norm 0.01
GAE A\ 0.5
actor updates per iteration 20
value function updates per iteration 5
instruction value function updates per iteration 5
actor Ir le-4
value function Ir le-5 (general), Se-6 (webshop)

Digi-Q batch size . 128
maximum gradient norm 0.01
actor updates per iteration 30
value function updates per iteration 20

Table 6: Baseline Methods Hyperparameters

D CASE STUDY: QUALITATIVE ANALYSIS OF HI-AGENT

We present qualitative examples to visualize the hierarchical reasoning and action execution process
of Hi-Agent. The goal is to provide insight into how the agent decomposes abstract task instructions
into semantic subgoals, and grounds them into executable atomic actions on the mobile Ul As evi-
denced by the examples, the agent now exhibits a clear capacity both to interpret given instructions
and to manipulate the smartphone interface.

D.1 ILLUSTRATION OF TASK DECOMPOSITION

Figure[6]shows an example where Hi-Agent successfully completes the task “Send a message to Al-
ice”. The reasoning model decomposes the goal into subgoals such as opening Messenger, selecting
the receiver box, and typing the contact name. These semantic subgoals are then executed through
low-level UI actions (e.g., Click (x,y), Input "Alice"), bridging symbolic reasoning and
visual grounding.

Round 0 [ M,: Send a message to Alice ]
P Problem Division
Round 1 [ To: Open the Messager App l l M;: Send a message to Alice in the App ]
---------------- Problem Division
-
Round 2 l T;: Click the receiver box ] [ M,: Input Alice, make a new message send out ]
---------- Problem Division
Round 3 —
[ T,: Input “Alice” ] [ M;: Make a message and send out ]
Round n
\ 4 \ 4 \ 4
Tasks Seq. [ To: Open the Messager App l l T;: Click the receiver box l [ T,: Input “Alice” ] cee Ty—1: Click send out
) ) > )
Reasoning e ';g‘ e .;_‘\V e ':y e ';_5‘
-
Acting
4 v L 4 A 4
Action Seq.[  ap: Click (420,210) ] [ ay: Click (100,300) ] [ ay: Input “Alice” ] (Laz: Click (300, 600) ]

Figure 6: Hi-Agent first decomposes the high-level task into interpretable subgoals, then executes
them via grounded UI actions.
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D.2 QUALITATIVE SUCCESS EXAMPLES

Figures [7] and [8] depict procedural tasks involving the Clock application, which require structured
interaction across multiple UI states.

In Figure [7] the agent completes the task “Open the clock” by identifying the correct application
icon from the home screen or app drawer and issuing a click command. Although visually simple,
this case tests the agent’s ability to robustly locate app-specific UI elements under varying layouts.
Figure 8] demonstrates a more complex interaction: “Set an alarm for 4PM”. The reasoning model
first identifies that this goal entails a sequence of subtasks—launching the Clock app, selecting the
“Alarm” tab, configuring the time selector to “4” and “PM,” and confirming the alarm setup. The ac-
tion model grounds these semantic instructions into a precise sequence of atomic Ul operations. This
example showcases the hierarchical policy’s capacity to parse abstract temporal goals and execute
interface-specific configurations through multi-step navigation.

[ Open the clock J

@ Reason Model

<reasoning>
I can see the Clock icon
on the screen, which is
the appropriate app for
this task.

</reasoning>
<Instruction>

@ Reward Model

I should expect to see
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and showing the

current time. The

screenshot shows the
clock app opened and
displaying the current

vaQoan
[oX ok
00MG e

(‘D Reason Model

<reasoning>
I need to navigate to
another screen or
search for the clock app
ifit's not visible on this
one.

</reasoning>

<Instruction> @O P ¢ * |l Taponthe Clockapp time, which is 12:39 PM
Swipe up to view the icon to openit. on Sunday, May 4.
T > > 2 90| Ginsructons
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/i ®a

< - <
Action Model Action Model

v 9Qoan

Action Decision: P Action Decision:
©€@® = & | "ation_type":
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20O P - | 032002 05065,
» OO ‘typed_text":
@o

Figure 7:

Illustration of Hi-Agent completing the task “Open the clock”.
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Figure 8: Illustration of Hi-Agent completing the task
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[ Task: Search for hotels in Washington DC ]
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its icon at the bottom of - Click on the search bar <Instruction>
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Figure 9: Illustration of Hi-Agent completing the task “Search for hotels in Washington DC”.

[ Search for vegetarian restaurants on Maps ]
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Figure 10: Illustration of Hi-Agent completing the task “Search for vegetarians on Maps”.

Figures OHIT] present search-oriented scenarios, demonstrating Hi-Agent’s capability to interpret
user intents, select appropriate applications, and execute tasks via step-wise decomposition. In
Figure[TT] the directive “Play the new Drake video on YouTube” is fulfilled by launching YouTube,
issuing a text query, parsing the result list, and selecting the most recent entry—illustrating content
retrieval, ambiguity resolution, and UI grounding. Figure [9] depicts a Chrome-based web search
for “hotels in Washington DC,” where the agent opens Chrome, inputs the query, and awaits the
search results, thus emulating standard browser workflows. Figure [I0] shows the task “Search for
vegetarians on Maps,” in which the agent launches Maps, activates the search bar, and issues a
location-based query, evidencing spatial reasoning and semantic grounding.

Across these examples, Hi-Agent demonstrates the ability to plan multi-step routines, recover from
intermediate states, and generate semantically appropriate and executable instructions under diverse
application contexts.

21



Under review as a conference paper at ICLR 2026

[ Play the new Drake video on YouTube ]
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Figure 11: Illustration of Hi-Agent completing the task “Play the new Drake video on YouTube”.

D.3 FAILURE TAXONOMY AND ANALYSIS

We categorize common failure cases into five representative types observed across evaluation tasks:

Complex Ul or Missing Target: the required Ul element is ambiguous or absent (e.g., an out-
of-stock product or visually occluded item), leading to redundant actions (repeated swipes) and
step-overflow.

External Dependency or Latency: slow page loads, missing content, or emulator instability cause
premature termination, since our action space lacks a dedicated “wait” operation.

Incorrect Navigation Path: the agent selects an unintended app or menu (e.g., using a third-party
app to access system settings), resulting in irrecoverable divergence from the optimal path.

Premature Termination: the agent exits before achieving the final subgoal, often due to reward
misalignment or incorrect completion assumption.

Goal Misunderstanding: partial misinterpretation of instructions (e.g., confusing search with shop-
ping tasks or opting for web search instead of app interaction).

Figures [T2] and [[3] illustrate two failure cases representative of the first two categories. Figure [12]
illustrates a task failure that occurred when the website lacked the cargo required to complete the
mission. Figure [I3] depicts how network instability combined with constraints on the action space
led to repeated access attempts and ultimately caused the step-count limit to be exceeded.
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Figure 12: Failure due to product unavailability and repeated swiping exceeding the step limit.
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Figure 13: Failure due to long page load and the lack of a “wait” operation.
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E ADDITIONAL RESULTS

This section provides complementary analyses and visualizations for four extended analyses be-
yond the main evaluation: (1) distribution of task completion outcomes, including the proportion of
each error category after classification, (2) generalization under UI layout shift, (3) error diagnosis
and correction for WebShopping tasks in AitW, and (4) large-scale deployment of Hi-Agent in the
AndroidWorld benchmark.

E.1 FAILURE TASKS DISTRIBUTION
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Figure 14: Distribution of task success and failure across all evaluation instances.

As shown in Figure[T4] after GRPO training, the hierarchical model exhibits a remarkable enhance-
ment in its comprehension of application pages and a noticeable improvement in task disassembly.
Consequently, the task success rate of the hierarchical model following GRPO training has signif-
icantly increased. The rise in errors related to External Dependency or Latency is attributed to the
previous model failing to access the correct website and encountering task failures before facing
network issues. After the model’s capability was elevated through GRPO training, these inherent
environmental issues were laid bare.

E.2 ROBUSTNESS TO LAYOUT PERTURBATION

We visualize how layout changes impact agent performance in Figure The task is “What’s a
good restaurant in Las Vegas?”. During training, agents are initialized from the home screen, but
in this evaluation setting, the starting screen is changed to the all-apps view, causing a significant
layout shift. Under this condition, DigiRL fails to locate Chrome and instead opens the Contacts
app, repeating incorrect actions. In contrast, Hi-Agent successfully completes the task. Thanks to
its hierarchical architecture, the high-level reasoning model remains unaffected by coordinate-level
changes and generates consistent subgoals, while the low-level action model grounds those subgoals
to new visual contexts.
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[Layout Perturbation] DigiRL: What's a good restaurant in Las Vegas?
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Figure 15: Layout shift visualization for the task “What’s a good restaurant in Las Vegas?”. When
the layout is perturbed by switching from the home screen (training setting) to the all-apps view (test
setting), DigiRL fails to locate Chrome and repeatedly interacts with the wrong app. In contrast, Hi-
Agent completes the task successfully by leveraging its hierarchical decomposition, which enables
robust subgoal generation and grounding under spatial variation.

E.3 ERROR ANALYSIS AND CORRECTION ON AITW WEBSHOPPING SUBSET

We analyze the agent’s performance on the AitW WebShopping task subset. The current success
rates are 70.3% on training and 68.8% on testing tasks. After manual inspection, we find that
two problematic domains—newegg.com and costco.com—consistently lead to failure: the
former blocks agent access, while the latter prevents <ENTER> key inputs. This observation aligns
with prior findings reported in DigiQ (Bai et al.| [2025a). When we replace these domains with
ebay.com and rerun the WebShopping subset, success rates improve significantly to 92.7% on
train and 91.2% on test (see Table[7).

Table 7: Success rate before and after WebShopping subset correction.

Original After Domain Replacement

Train Subset 70.3% 92.7 %
Test Subset 68.8% 91.2%

E.4 ZERO-SHOT GENERALIZATION ON GUI GROUNDING

To further validate the generalization capability of our hierarchical architecture, we evaluate the
low-level action model (7¢) on the ScreenSpot-v2 benchmark (Wu et al. [2024) in a zero-shot
setting. ScreenSpot-v2 is a comprehensive GUI grounding benchmark spanning mobile, web, and
desktop platforms, designed to test an agent’s fundamental ability to locate text and icon/widget
elements. For this experiment, we take the low-level model trained on AitW data and directly apply
it to ScreenSpot-v2 without any fine-tuning.
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As shown in Table[8] our 7B low-level action model achieves a highly competitive 91.5% average
score in this zero-shot setting, outperforming several larger, specialized SFT models. This result
demonstrates that our training framework encourages the action model to learn robust and gener-
alizable visual representations, rather than merely overfitting to the training tasks. The model’s
strong grounding ability across diverse platforms is further illustrated by the qualitative examples in

Figure 16

Table 8: Zero-shot performance on the ScreenSpot-v2 benchmark. Our low-level model (7y) is
evaluated without any fine-tuning on this dataset. Baselines are from original papers.

Models Mobile Desktop Web Avg
Text Icon Text Icon Text Icon
Closed-source Models
GPT-40 26.6 24.2 24.2 19.3 12.8 11.8 20.1
UI-TARS-1.5 - - - - - - 94.2
Seed1.5-VL - - - - - - 95.2
GUlI-specific Models (SFT)
SeeClick-9.6B 78.4 50.7 70.1 29.3 55.2 32.5 55.1
UGround-7B 75.1 84.5 85.1 61.4 84.6 71.9 76.3
UI-TARS-7B 96.9 89.1 95.4 85.0 93.6 85.2 91.6
Jedi-7B 96.9 87.2 95.9 87.9 94.4 84.2 91.7
GUI-Actor-7B 97.6 88.2 96.9 85.7 93.2 86.7 92.1
GUlI-specific Models (RL)
UI-R1-E-3B 98.2 83.9 94.8 75.0 93.2 83.7 89.5
LPO 97.9 82.9 95.9 86.4 95.6 84.2 90.5
GTAI1-7B 99.0 88.6 94.9 89.3 92.3 86.7 92.4
GTA1-72B 99.3 92.4 97.4 89.3 95.3 91.4 94.8
Ours (Zero-Shot from AitW)
Hi-Agent (7¢, 7B) 96.6 81.0 95.9 84.3 94.9 91.1 91.5

E.5 LARGE-SCALE DEPLOYMENT ON ANDROIDWORLD

In Section [5.3] we show that Hi-Agent scales to larger models and more complex mobile environ-
ments. Using a Qwen2.5-VL-72B reasoning model and a 7B action model, our hierarchical agent
achieves a success rate of 56.5% on the AndroidWorld benchmark—demonstrating competitive per-
formance among methods that rely solely on raw screenshots as input.

Figure[18]illustrates Hi-Agent solving a structured input task: “Add the following expenses into the
pro expense: Movie Night—375.45—Entertainment—Urgent”. The agent opens the expense app,
fills each field accurately, and uses swiping gestures to select the correct category. Figure [I9] shows
a temporal query task: “What is on my schedule for October 28 at 2:45am in Simple Calendar
Pro?”. The agent distinguishes between multiple dates on the Ul (e.g., 28 at the top vs. bottom),
selects the correct one, and parses event information directly from the screen.

We also report per-app success statistics in Figure The agent performs reliably on structured
apps such as Clock, Settings, and Expense. In contrast, it struggles with apps like Markor and Retro,
which require prior usage familiarity—without such user-specific guidance, even humans may find
them hard to operate. Another common failure mode involves tasks lacking explicit termination
signals (e.g., taking a photo, scrolling to the end of a page). Unlike humans, who adjust behavior
dynamically through feedback, the agent only receives discrete visual frames, making it hard to infer
when the task should be terminated.
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Figure 16: Qualitative examples of Hi-Agent’s zero-shot GUI grounding performance on diverse
tasks from the ScreenSpot-v2 benchmark.
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Figure 17: Per-app success statistics in AndroidWorld.
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Figure 18: Illustration of Hi-Agent completing the task “Add the following expenses into the pro
expense: name|amount_dollars|category_name|note Movie Night|$375.45|Entertainment|Urgent”.
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Figure 19: Illustration of Hi-Agent completing the task “What is on my schedule for October 28 at
2:45am in Simple Calendar Pro? Answer with the titles only. If there are multiples titles, format

”»

your answer in a comma separated list. .
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