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Abstract

We introduce AssemblyCA, a framework for utilizing cellular automata(CA) de-
signed to benchmark the potential of open-ended processes. The benchmark quanti-
fies the open-endedness of a system composed of resources, agents interacting with
CAs, and a set of generated artifacts. We quantify the amount of open-endedness
by taking the generated artifacts or objects and analyzing them using the tools
of assembly theory(AT). Assembly theory can be used to identify selection in
systems that produce objects that can be decomposable into atomic units, where
these objects can exist in high copy numbers. By combining an assembly space
measure with the copy number of an object we can quantify the complexity of
objects that have a historical contingency. Moreover, this framework allows us to
accurately quantify the indefinite generation of novel, diverse, and complex objects,
the signature of open-endedness. We benchmark different measures from the as-
sembly space with standard diversity and complexity measures that lack historical
contingency. Finally, the open-endedness of three different systems is quantified by
performing an undirected exploration in two-dimensional life-like CA, a cultural
exploration provided by human experimenters, and an algorithmic exploration by a
set of programmed agents. A web version of this paper which shows animations for
the different CAs evolution is available in https://assemblyca.github.io/|

1 Introduction

The construction and exploration of open-ended worlds has received increased attention in the Al
community in the recent years [30, |18 36} 135|112, 45]]. Within these environments one is able to not
only explore the agent capabilities, but properties like multi-agent behaviour, self-organization and
long-time horizons. Moreover, with the recent introduction of LLM agents, the construction of agents
that can acquire an increasing amount of skills inside an open-ended world is now a reality [41] 140].

While the field of open-endedness has a rich conceptual literature, there is no underlying benchmark
to characterize whether a set of agents are undergoing open-ended evolution [33]. Additionally, the
actual measures of open-endedness as diversity or complexity ignore the historical contingency of the
object and they lack a conceptual framework upon being interpreted. None of these measures are
suited for dynamic patterns like cellular automata(CA). As the community delve deeper into the study
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of potentially evolving agents [23]], we hypothesised that it maybe be useful to develop a well-defined
benchmark to facilitate robust advancements in research exploring open-ended systems.

In this paper we present AssemblyCA, a new benchmark aiming to fill this gap. AssemblyCA consists
of a framework that analyses the products of a system consisting of agents, resources and discrete CA.
The amount of open-endedness of this environment will be quantified by two measures that quantify
the historical contingency of an object, the [complexity| and the [copy numberof a given product or
The conceptual foundation of these two quantities comes from the Assembly Theory(AT)
framework, [27,132]. AT captures [historical contingency|by exploring the fact that highly complex
objects need to have lower complexity sub-parts exist in the system, otherwise they cannot exist.
Therefore there is a causal property to the object formation.

In Section 2] we give an overview of the current approaches present in the field of open-endedness
and discuss their current limitations. We then discuss the work done regarding neural networks
and CA, and their relation to our benchmark. In Section E] we give the basics of AT to describe the
specifics of our benchmark, we then explore it with some test CA patterns and compare it with other
open-endedness measures. In Section[d] we first present two different exploration case studies to
understand the open-endedness signature in a baseline of evolving and non-evolving systems. Finally
we analyse the exploration of a system of heuristic agents and analyse their open-endedness using
our framework.

2 Related Work

Most similar to our work is the literature relating to open-endedness environments in videogames
[9) 10} 21 117, [8]. The Game of Life is used as an open-ended environment in [9} [10]], however
the measure of complexity used is JPEG compression thereby ignoring the historical contingency
of dynamical patterns of CAs. Kepes et al. [21]] introduce an artificial chemistry environment that
uses the pathway complexity [27] as a measure of the different objects or molecules that the agent
generates. Grbic et al. [17] similarly focuses on the generation of artifacts in Minecraft as an open-
ended environment, but does not characterize their complexity. Davis [8]] just like this work attempts
to generate patterns for life-like cellular automata as human experimenters have done for the last
five decades in an open-ended fashion. Additionally Davis [8] mostly focuses on the introduction of
this open-environment, but the current work focuses on the complexity quantification and a rigorous
assertion of open-endedness.

A rigorous conception and quantification of open-endedness has been much of the focus of previous re-
search in the topic [33} 139, 2]]. Taylor [39] generates a hierarchy of different stages of open-endedness,
however in our current work there is no differentiation between stages since new objects are generated
in each stage. Adams et al. [2]] tries to capture the idea of open-endedness in cellular automata
by introducing an organism and an environment, but the framework is not able to analyse large
automata with long time-scales. Song [33]] makes a survey of the field of open-endedness concluding
a mix of conceptual definitions and a lack of a sophisticated measure for open-ended environments.
For cellular automata you can use jpeg compression [9], algorithmic specified complexity [[L1] or
entropy [22], but these measures or other [24] do not quantify the historical contingency of complex
objects in CAs. Our work improves on this element by defining new measures that capture historical
contingency and can quantify dynamical patterns in CAs.

The use of cellular automata(CA) [20, 43|, in the neural network literature has received some attention
in the last few years [12,140, 9, 10} 17, 18} 134, 137]. While some of the work has been focused on the
use of neural networks for predicting discrete cellular automata behaviour [34]], in this work we focus
in the open-endedness and the generation of new objects and the possible use of neural nets to solve
this problem. Fan et al. [12], Wang et al. [40], Earle [9], Earle et al. [10]], Grbic et al. [17], Davis [8]
use neural nets to explore an open-ended environment by means of different learning architectures,
Earle [9], Earle et al. [10], large-language models Fan et al. [12]], Wang et al. [40]], and evolutionary
algorithms Grbic et al. [[1/]. The task of generating objects in an open-ended environment has also
used neural nets for object construction [17,[8, 37]], where the main task of the neural net is to find
new objects in these environments.

In the intersection between Al and Artificial Life, the investigation of open-ended environments in
continuous CAs has received lot’s of attention in the last years [15, 28 16| [14]. In these approaches
the rules of the system are optimized in order to obtain an automata that can produce novelty as



the system evolves in time. Similar ideas have been explored in discrete CAs [44) 29], where rules
are searched to generate a system capable of open-endedness. However in this work we take a
different approach and the rule is fixed, but the search-space is explored by agents modifying the
initial conditions of the CA. In this way, the agents are constantly discovering new objects like human
experimenters.

The exploration of discrete CA patterns has a decade long history by human experimenters [1]].
Practitioners of cellular automata search patterns by either random soup search [16,/13]], by combining
existing patterns together and by looking at particular properties of patterns via algorithmic search
[20]. The self-sustaining nature of such patterns have been studied [4], but in this work like in Davis
[8l], we’ll assume the categories of current searches and not worry about the nature of the object
over time. For the large-scale simulation of life-like cellular automata, the algorithm Hash-Life
[31L[15] is widely used and will also be of importance for our approximation of pathway complexity
in large-scale patterns.

Designed to detect the emergence of selection in systems that precede early life and have no self-
replication capacity, Assembly Theory(AT), [26} 27,132, [19] quantifies object construction processes
by measuring the shortest path to generate an object and the number of copies of such object. The
framework of AT was initially formulated to quantify the complexity of chemical molecules and use
this measure for generating agnostic biosignatures [26, [19]. Such original idea has been generalized
to a mathematical framework for arbitrary objects [27]] and to an explanatory framework [32] in
order to quantify the emergence of selection by quantifying the historical contingency of an object.
If a process generating objects systematically utilizes already created objects, then the system has
undergone selection. This idea is the one we use in this work to characterize the open-endedness of
our cellular automata system.

3 AssemblyCA benchmark specification

The main goal of the AssemblyCA framework is to rigorously formulate the simplest environment
where one could potentially obtain an open-ended process. In this case consider a set of agents that
have access to a bundle of resources to modify CA initial conditions and execute them to find objects.
These agents might be able to execute a fixed size cellular automata, and insert black, white or higher
level cells on this CA, or modify already found patterns in order to find new patterns in the output of
the CA. The obtained objects by these agents are quantified by their assembly space and the number
of copies found by each agent of such object. This methodology can be seen in Figure

3.1 Assembly Theory

Given a forward dynamic process leading to object construction, the aim of AT [32] is to quantify
the amount of is needed to build complex objects abundantly. This is possible given a pool
of building blocks and lower complexity objects. For this a system that explores the object-space
with an [undirected process|is characterized as not selective, when this occurs complex objects are
produced in low number, Figure[2} On the other hand, a[directed process|is one that utilizes already
build objects to generate complex objects in high numbers. From the distributions of

and |complexityl selection can be discerned.

This selectivity signature is the minimal feature we require for a system to present open-ended
evolution. The undirected-directed transition can be thought of the explore-exploit tradeoff in
reinforcement learning [38], an undirected process is trying to explore as many novel objects as
possible, but as a consequence they are of low complexity. On the other hand a directed process
uses the objects found before to build new objects. However a purely directed process can generate
high complexity objects in low quantity, so the selectivity transition is when there is high complexity
objects in abundance. In other words a mixed explore-exploit strategy.

Object. In AT a fundamental concept is that of the and at its foundation it can be defined
as a pattern that persists over time in a physical substrate, Figure [2| As an example consider a
DNA strand as an object, the pattern is the sequence of nucleotides, and its chemistry is stable in
time. With respect to CA, an object satisfies the intuitive properties of, finiteness, composability,
distinguishability and constrained. For simplicity in CA the object is defined as smallest rectangular
array of cells that contains the entire pattern, or bounding box. As an example consider the pattern
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Figure 1: AssemblyCA Framework. Given system where a set of agents can interact with a CA
world and they have access to a limited amount of computation, and a library of discovered
patterns. The agents will generate as a byproduct a series of objects, or CA patterns by modifying the
CA initial conditions. By analysing the output of objects of this system the amount of open-endedness
of the system is quantified.
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Figure 2: Selection in Assembly Theory adapted from [32]. A) Representation of pathways to
construct objects with undirected and directed processes (selected) leading to the low and high copy
numbers of the observed object. B) Distributions of copy number vs assembly index(complexity) for
processes that undergo selection or not.

known as beacon in the Game of Life CA,Figure3p. It is finite, it is composed of smaller patterns, it
is distinguishable dynamically since it has a period of two and it is constrained to be
found in a CA of enough size. Given this properties we can clearly denote such object and its copies
in a given substrate, Figure E}:

Assembly Space Given an object, and a set of building blocks, we can find the shortest path to
generate such object given a set of elementary operations [27]]. If we have an object that is defined in
a set of different configurations { Si}?zl , we take all the configurations and find a shortest to
build all at the same time, this is what we denote as[assembly space| (S, ..., S7), Figure 3.

The assembly space encodes the dynamical behavior of a CA object, and its historical contingency.

The number of steps to build the object is what we’ll denote as [assembly index|ac 4. By calculating
the overlap between configurations, structural properties of the pattern can be quantified. In this

consider the following two quantities, defined as{memory|and [assembly distance|

Nfrag 2

1
Mca = T 7,2::1 Tn, D(S1,52) = ﬂ I'(S;),

where T’ is the number of |confi gurations[ Nyrqq are the number of elements of I'(S1, ..., St), 75 is
the number of times a[fragment|s contributes for different configurations .S;. Also Note that for one
configuration, Mo 4 = Aca.
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Figure 3: Assembly Theory measures and approximations in CA. a) Given a set of starting
building blocks a process that explore patterns, in this case in the Game of Life CA. b) An object that
oscillates every two generations is found as a result of the exploration. ¢) Different agents have found
the object and have added it to each own library. d) The complexity of this object is calculated by
finding the minimum way of building its two configurations together and calculating the properties of
this space. e) Approximation algorithm for an arbitrary 2" x 2" block, by doing a quad-decomposition
and joining the common fragments one can find an assembly pathway. f) By joining the reconstructed
pathways of all the configurations of the object one obtains an approximation of the assembly space.

The memory of a CA tries to capture the mean assembly index of a pattern {Si}zr:l’ by putting more
weight on the fragments that are repeated in more configurations. Additionally, an object exhibits
infinite growth, the number of configurations is infinite, however the number of repeated fragments
grows linearly in the assembly space, therefore the memory remains finite, Figure @ d. The assembly
distance captures the common fragments between two configurations, and allows for a comparison of
similarity between objects.

Hash-Assembly. The Assembly Space of a CA was shown for a small object in Figure 3d, however
the general problem of finding an assembly index of a configuration is NP-Complete, see Appendix
[25]. However the computation assembly spaces with a very large number of cells is highly desired.
So we approximate each configuration using an algorithm inspired from the Hash-Life algorithm
[31L[15]. First for simplicity we will assume that we have a 2™ x 2" grid, then we follow an analogous
procedure as Hash-Life: 1. A quad-tree is built from the configuration, 2.The the common fragments
are matched to generate the approximate space I'*(S1, ..., St), Figure ,f. In practice if we run a
CA using the Hash-Life algorithm, the first step is computed at each time-step, so any Hash-Life
implementation can be used as a step to compute an approximate Assembly space.

From this approximate space we can define analogously the jhash-assembly|index a* -4, memory
Me 4(T*) and hash-assembly-distance D*. Now with this approximation the memory of different

patterns over an increasing number of configuration is computed until convergence. The memory
behavior over time-step is computed for a still pattern, an oscillator, a spaceship and a linearly
increasing pattern, Figure [d} The memory is able to be computed even for infinitely growing patterns,
this is done by computing the memory after a large enough time, until it has reached an asymptotic
value, in this way the total memory is approximated.

From this point onwards, we drop the hash from our set of quantities, and we refer to memory and
complexity interchangeably unless we say otherwise.
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Figure 4: Memory of different types of patterns. a) The memory of a fixed life is constant and
equal to the Hash-Assembly-Index. b) The memory of an oscillator of period 3increases until the
pattern repeats and then remains roughly constant. ¢) The memory of a spaceship decreases until the
pattern repeats and then remains constant(note that the pattern is moving over space). d) The memory
of a quadratic growing pattern grows in a non-linear manner until it asymptotes to a fixed value.

3.2 Entropy Comparison

A common measure of complexity, both in CA and other dynamical systems is entropy. It is commonly
argued that entropy is a measure of diversity or even complexity [33}[3]. In order to compare the
relationship of entropy with the assembly index, two CAs are executed in one dimension, Figure[5}
Both the entropy, and the mutual information [[7] will be used as a benchmark for the time evolution
of the automata.

We start with a simple configuration running Rule 110, Figure[5] the entropy increases until it arrives
to a maximum, but the assembly index behaves in a way that summarizes structural information of
the automata behaviour at a meso-scale. Furthermore the assembly index, unlike entropy does not
average spatial information to a uniform distribution as time increases.

Next we consider an an engineered initial condition running Rule 110, Figure[5] In this case the
entropy is maximal the whole time , but clearly there is a spatio-temporal evolution in the pattern that
is structured at the meso-scale. The assembly index both quantifies when the two gliders are moving
and when they merge into a regular/trivial structure. The analysis of a random initial condition of
Rule 110 and a chaotic rule is also analyzed in appendix [B}

The mutual information and the assembly distance between any two timesteps of the CA was also
analysed in order to capture historical contingency. The mutual information can only quantify the
relationship between two close timesteps but is unable to properly compare the structural behaviour
of two configurations separated by several timesteps. Therefore it’s concluded that the assembly
index is able to capture spatio-temporal similarities between different configurations and in this way
quantify the historical contingency of the CA time-evolution.

4 Experiments

We perform three experiments to showcase our benchmark, (1) an undirected process, (2) a open-
ended process that is undergoing selection, and (3) an algorithmic process with programmed agents.

4.1 Undirected Process

In the context of our benchmark, an undirected process is one that explores the space to get a highly
diverse set of objects, but they are not very complex. In the case of CA, this is a classical technique
called soup-search [16}[13]] where the initial conditions are set at random and objects are found when
the CA has reached stabilization[20]. In the AssemblyCA framework this formulated as a set of
agents that explore random CA initial conditions and find objects in the resulting stabilized pattern,

Figure[]
In this case we used the database Catagolue [|L6] for the Game of Life CA, that has run trillions of

searches starting from asymmetric 16-by-16 soups and found quadrillion of objects classified as Still
Lifes, Oscillators, Spaceships or Linearly Growing Patterns. This four categories are chosen since the
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Figure 5: Comparison between entropy and assembly. a) Behaviour of a simple initial condition in
the Rule 110 Cellular Automata. Comparison of the Assembly Index vs Entropy of the time evolution
and the Mutual Information and the Assembly Distance between two arbitrary cells and subsequent
cells. b) Behaviour of an engineered initial condition in the Rule 110 Cellular Automata. Comparison
of the Assembly Index vs Entropy of the time evolution and the Mutual Information and the Assembly
Distance between two arbitrary cells and subsequent cells.



10° Object Discoven Y Year
1970
1980
1990
o 2000
10° e 2010
* 2020

10° 10! 102 10° 10 10
Complexity

10
Complexity

Figure 6: Distributions of undirected and directed processes. a) An undirected process of
searching GoL patterns generates a large number of unique low-memory objects and a handful of
unique high-memory objects. The GoL soup search discovered objects of low-memory in very high
copy whereas the high-memory objects are found in very low copy. b) Distribution of complexity and
copy number of objects found by the GoL enthusiast community. We can see that the community has
been systematically finding high complexity objects in large quantities. This implies that the agents
search procedure are undergoing selection, therefore it is an open-ended process.

behaviour of them is easy to check algorithmically. The number of times each object is found in the
search is estimated as the copy number. For each object the memory is computed, Figure [6p.

For the undirected search the behaviour is clearly a high number of low complexity object and a low
number of high complexity objects. It is also to be noted that some high complexity patterns can be
found in large quantities, but these are found to be “thermodynamically” favourable patterns that do
not require of any previous historical contingency to be generated. The word “thermodynamically”
is an analogy to the formation of molecules that represent thermodynamic minima on an energy
landscape under conditions where they are formed.

4.2 Open-Ended Process

In order to know if a process is achieving the benchmark, the objects from an actual evolving system
are analysed. Consider the objects found by the community of Game of Life CA practitioners [1]. In
this case we take the 50 year pattern collection of the LifeWiki database and compute their complexity
with the methods described above. Since this patterns have been found by humans, the copy number
of these patterns is estimated. In the database each of the objects has a named attached to it. With this
on mind the LifeWiki is scrapped by the number of times an object is mentioned in the Wiki. This
memetic copy number is what we consider as an approximation of the copy number of the patterns
when they’ve been found by actual practitioners.

In this case the exploration is clearly undergoing selection. There is a distribution of objects that
are found in very high copy and also are very complex, Figure[6b. Also the objects found are much
more complex than the ones found in the undirected process, Figure [6p. This proves that the objects
found have a historical contingency and empirically proves the well known fact that constructions by
practitioners of Game of Life are built based on simpler constructions [20].

4.3 Algorithmic Process

For this process a set of heuristic agents is considered to probe the benchmark. These agents find
objects as follows: 1.) They start with a library of already found patterns. 2.) They randomly select a
pattern. 3.) The grow the pattern around its first neighbours. 4.) The resulting object is classified
[L6] and if found to be novel it is added to the library. 5.) If the object is used to find a new object
or re-discovered by a different agent, its copy number increases. 6. )This process is repeated until
desired, Figure[7h.

In this process we consider ten agents following the previous procedure. At each repetition the agents
are able to pool from the library, and at the end of the process they all put their found objects in the
library. At each new repetition the library is incremented with new objects. With this process the
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Figure 7: Distributions of objects found by a group of agents. a) A group of agents search for
novel patterns given an starting library. The select a random object, modify it by means of growth
and they search for new patterns from the resulting pattern. If a new pattern is found it is added to the
library. b) The group of agents find more unique objects at a given complexity than a completely
undirected process, but they stagnate at a relatively low complexity. This implies that the agents
search procedure is not undergoing selection, therefore it is not open-ended process.

agents are able to explore more complex patterns than just looking at random initial conditions since
the initial pattern exerts a contingency on what the agents can find, Figure [7p.

More sophisticated algorithmic agents can also be used to generate an increasing set of more complex
objects. An LLM-agent [40] with an automatic curriculum and a skill library could be able to explore
more patterns than our current approach. In fact our benchmark could be used as a way to characterize
the capabilities of different language models assisting the agents. While this is subject of current
investigation, the current results showcase one of the simplest agents able to discover more than just
random search in a structured way.

5 Conclusions

In this work, a benchmark for open-endedness that analyses the products of a system consisting
of agents, resources, and discrete cellular automata was introduced. The benchmark is capable
of capturing the intuitive idea of unlimited complexity and novelty of an open-ended system. By
analyzing the complexity and the copy number of a set of CA objects generated by our agents, we can
characterize the amount of open-endedness of such system. The benchmark is compared with other
measures of open-endedness, its complexity measure is compared with entropy, and it’s found that the
AssemblyCA complexity or memory is able to properly characterize the phenomenon of historical
contingency, key for generating complex objects. Finally, three experiments were performed with the
aim of showing systems with different degrees of open-endedness.

In the future, we intend to study in more detail some elements of the undirected-directed transition in
the CA framework. These include the amount of selectivity in the agent’s search, a robust definition
of an object in CA, and the analysis of different CA rules and the transition between them. In addition,
we plan a deeper study of the cultural behavior of the LifeWiki system. This is highly relevant for the
understanding and quantification of open-endedness. Lastly, we plan to study more elaborate agents
that can discover CA objects, such as LLM-based CA object explorers. This is highly relevant for a
rigorous benchmark of the capabilities of different LLM-agents.
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Appendix

A Glossary

assembly distance captures the common fragments between the assembly spaces of two configura-
tions .S;, and \S;, and allows for a comparison of similarity between them. [Z_f]

assembly index is the number of steps from the shortest path to generate an object given a set of
elementary operations. E]

assembly space is the union of all shortest pathways to build a set of different configurations {Si}iT:1
all at the same time. (]

complexity is quantified as the minimum number of steps that are needed to construct an object
given a set of elementary operations. [2] 3]

configurations are an assignment of an state to every cell of a CA grid-space. 4]
copy number is the number of times a distinct object is found in the library of patterns of different

agents.

directed process is a process with inflow of building blocks leading to object construction that
generates complex objects in high numbers or copies. 3]

fragment is an element of the assembly space of an object.

hash-assembly represents the approximation of the minimal construction process of a rectangular
grid given by a binary-tree or quad-tree representation. [3]

historical contingency references the fact that highly complex objects need to have lower complexity
sub-parts exist in the system where they are assembled, otherwise they cannot exist. [2]

memory is the mean assembly index of a pattern {Si}iTzl, by putting more weight on the fragments
that are repeated in more configurations. []

object or pattern is defined as a structure that persists over time in a physical substrate. It satisfies
the intuitive properties of, finiteness, composability, distinguishability and constrained. For
a CA we think about it as the structure that persists over time and whose size is determined
by the bounding box at each configuration time-step.
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pathway is an idealized construction process represented by a directed acyclic graph where each
element is a step in the construction and each element expect the building blocks is build by
two previously constructed objects. [

selection its the process of hierarchical constraint of a combinatorial space in order to generate
complex objects in high complexity. 3]

states are the possible values a CA cell can take, e.g. black or white. ]

undirected process is a process with inflow of building blocks leading to object construction that
generates complex objects in low numbers. [3]
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Figure 8: Comparison between entropy and assembly. a) Behaviour of a random initial condition
in the Rule 110 Cellular Automata. Comparison of the Assembly Index vs Entropy of the time
evolution and the Mutual Information and the Assembly Distance between two arbitrary cells and
subsequent cells. b) The behavior of the Rule 30 Cellular Automata. Comparison of the Assembly
Index vs Entropy of the time evolution and the Mutual Information and the Assembly Distance
between two arbitrary cells and subsequent cells.

13



In the first case we have a random configuration running Rule 110, Figure[8] the entropy is maximal
all the time, but the assembly index actually goes down as the CA evolves in time. This implies that
the CA starts random but, due to the rules the configurations get more and more structured. Again
this implies that the assembly index is able to capture spatio-temporal structural information of the
evolution of the CA.

In the second case we run the elementary automata Rule 30, Figure [§] This automata generate
pseudo-randomness as it output [42]]. In this case, both entropy and assembly index increase over
time until they arrive to a maximum. Here the advantage of assembly index is not clear, since there is
no temporal and spatial structure to the data. This suggests that class III automata that have patterns
that exhibit chaotic growth are not amenable to the AssemblyCA benchmark.
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