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Abstract

Writers often use different informational001
sources to inform storytelling, yet little is un-002
derstood about why different sources are cho-003
sen. Are sources chosen primarily because004
they disagree? Because they represent dif-005
ferent groups? In this work, we seek to ex-006
plain why humans combine sources in news007
articles by comparing different schemas for in-008
formation categorization. We adapt five exist-009
ing schemas to the new task of source catego-010
rization, and introduce three novel ones. For011
a given document, our goal is to identify the012
schema best describing its sources. We do013
so by viewing the categorization implied by014
a schema as a latent variable assignment, and015
choosing the assignment that maximizes the016
probability of observing the document. We017
find two schemas: stance (Hardalov et al.,018
2021) and social affiliation (a schema we in-019
troduce) best explain sourcing in the most doc-020
uments, but other schemas explain for certain021
topics (e.g. NLI (Dagan et al., 2005) best de-022
scribes fact-heavy topics like “Science”). Fi-023
nally, we find we can predict the optimal024
schema given just the headline of an article025
with moderate accuracy. This hints an applica-026
tion to planning source retrieval in areas such027
as retrieval-augmented generation.028

1 Introduction029

Human writers synthesize different groups of in-030

formational sources in news articles. Consider the031

following news article, shown in Figure 1. The032

author shares her planning process1:033

NJ schools are teaching climate change034

in elementary school. We wanted to un-035

derstand: how are teachers educating036

children? How do parents and kids feel?037

Is there pushback?038

1Plan: https://nyti.ms/3Tay92f [paraphrased].
Final article: https://nyti.ms/486I11u, see Table 1.

Headline: NJ Schools Teach Climate
Change at all Grade Levels

Michelle Liwacz asked her first graders:
what can penguins do to adapt to a warming
Earth? ← labels: Academic, Neutral

Gabi, 7, said a few could live inside her
fridge. ← labels: Unaffiliated, Neutral

Tammy Murphy, wife Governor Murphy,
said climate change education was vital to help
students. ← labels: Government, Agree

Critics said young kids shouldn’t learn dis-
puted science. ← labels: Unaffiliated, Refute

A poll found that 70 percent of state resi-
dents supported climate change being taught
at schools. ← labels: Media, Agree

Table 1: Informational sources synthesized in a single
news article. How would we choose sources to tell this
story? We show two different source-type “plans”, an-
notated under two competing schema: affiliation and
stance. Our central questions: (1) Which schema best
explains the sources used in this story? (2) Can we pre-
dict, given a topic sentence, which schema to use?

As can be seen, the journalist identified differ- 039

ent groups of sources (e.g. teachers, kids, parents) 040

based the topic she wished to explore. Why did she 041

choose these groups, or source-categories? Was it 042

to capture different sides of an issue (i.e. stance- 043

based axis of difference)? Was it to include differ- 044

ent social groups (i.e. affiliation-based axis)? 045

Different theoretical schemas have been devel- 046

oped which all, at the core, describe ways informa- 047

tion is synthesized (Dagan et al., 2005). Yet, little 048

work has been done to unify or compare them. In 049

this work, we seek to answer these questions and 050

lay the groundwork for deeper explorations into 051

how humans select sources. We introducing a task, 052

source-categorization, and unify 8 schemas from 053

different domains for this task: five of which we cu- 054

rate and adapt from parallel tasks, and three novel 055
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Figure 1: Label sets of each of the 8 schemas we use to study source categorization. Extrinsic Source Schemas
Affiliation, role and retrieval-method (Spangher et al., 2023) capture characteristics of sources extrinsic to their
usage in the document. Functional Source Schemas: Argumentation (), Discourse () and Identity capture func-
tional role of sources for conveying an overall narrative. Debate-Oriented Source Schemas: Natural Language
Inference (NLI) (Dagan et al., 2005) and Stance (Hardalov et al., 2021) capture the role of sources in broadening
the story to encompass multiple sides. Definitions for each label in Appendix C.

schemas that we introduce. These schemas cap-056

ture broad aspects of how information relates both057

within a document (e.g. stance detection (Hardalov058

et al., 2021), natural language inference (NLI) (Da-059

gan et al., 2005), argumentation (Al Khatib et al.,060

2016), discourse (Choubey et al., 2020)) as well061

extrinsically: (e.g. retrieval (Spangher et al., 2023),062

social affiliation, organizational role, identity). We063

annotate 4,922 sourcees across 600 articles and064

build classifiers for these schema, showing that we065

can model them with reasonable accuracy.066

Having curated these different approaches, we067

seek to compare them against each other. By view-068

ing a document’s source-categorization under dif-069

ferent schemas as different latent-variable assign-070

ments, we find the optimal schema for that docu-071

ment on the following basis: a labeling schema, or072

latent variable assignment, is more useful if it gives073

more information about the completed document.074

We adapt simple metrics for this goal: conditional075

perplexity (Airoldi and Bischof, 2016), and poste-076

rior predictive likelihood (Spangher et al., 2023).077

We find that a source’s social affiliation and078

stance optimally explain most documents. How-079

ever, for certain kinds of documents, other schemas080

are more informative. For example, for factu-081

ally dense topics like “Science”, the NLI schema082

provides a useful latent structure. The choice of083

schema, we find, can be predicted with moderate084

accuracy (ROC=.67) using only the headline of the085

article, opening the door to different planning ap-086

proaches for source selection. Finally, are these 8087

schemas enough? We extensively baseline against 088

multiple latent variable models, which we build, 089

and show that we cannot beat these schemas. 090

Our contributions are threefold: 091

• We frame source-type categorization as a 092

framework unifying prior work in informa- 093

tion categorization, and study it in the lens of 094

nonfiction story telling. 095

• We build an accurate pipeline to extract 096

sources from news articles and label them un- 097

der 8 different source-type schemas (including 098

5 existing schema and 3 novel schema we de- 099

velop in conjunction with journalists). We 100

annotate a large dataset of 4 million news arti- 101

cles, called NewsSources, which we release. 102

• We use conditional perplexity to compare 103

these schema, showing that different schemas 104

are optimal for different topics. Further, we 105

show that the optimal schema can be predicted 106

given just the headline with .67 ROC, opening 107

the door to advances in generative planning. 108

We see a broad impact in this line of work. Un- 109

derstanding source selection can aid in plan-based 110

natural language generation (Yao et al., 2019; Yang 111

et al., 2022) and multi-document retrieval tasks (e.g. 112

multi-document QA (Pereira et al., 2023), multi- 113

document summarization (Shapira et al., 2021)). 114

We can take steps towards computational journal- 115

ism goals like a source recommendation system 116

(Spangher et al., 2023) and aid in critical media 117

studies (Hernández and Madrid-Morales, 2020). 118
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2 Source Categorization119

2.1 Problem Statement120

Our central question is: why did the writer select121

sources s1, s2, s3... for document d? Intuitively,122

let’s say we observe a document on a controver-123

sial topic containing many opposing viewpoints.124

We are able to label the one source as “agreeing”125

and another as “disagreeing”, etc. Then, the stance126

(Hardalov et al., 2021) schema likely describes why127

the writer chose these sources better than the dis-128

course schema (which is more about story-telling).129

More abstractly, we assume each source belongs130

to 1-of-k categories. Different categorizations, or131

explanations, are possible (e.g. see Figure 1), and132

the “right” explanation is the one that best predicts133

the final document. Each of these categorizations,134

or explanations, is specified by a schemas (for the135

8 schema used in this work, see Figure 1).136

To apply a schema to a document, we frame137

a supervised approach consisting of two compo-138

nents: (1) an attribution function, a, introduced in139

Spangher et al. (2023):140

a(s) = q ∈ Qd for s ∈ d (1)141

which maps each sentence s in document d to a142

source Qd = {q(d)1 , ...q
(d)
k }

2 and (2) a classifier, c:143

cZ(s
(q)
1 , ...s(q)n , h) = z ∈ Z (2)144

which takes as input a sequence of sentences at-145

tributed to source q(d) (and optionally h, a headline146

or summary of the article) and assigns a type z ∈ Z147

for schema Z. Taken together, cZ and a give us a148

learned estimate of the posterior p(z|x).149

This supervised framing is not typical in latent-150

variable settings, where the choice of z and the151

meaning of Z are typically jointly learned without152

supervision. However, learned latent spaces of-153

ten do not correspond well to theoretical schemas154

(Chang et al., 2009), and supervision has been155

shown to be helpful with planning (Wei et al.,156

2022). On the other hand, supervised models157

trained on different schema are challenging to com-158

pare, especially when different architectures are159

optimal for each schema. A latent-variable frame-160

work here is ideal: comparing different graphical161

models (Bamman et al., 2013; Bamman and Smith,162

2014) necessitates comparing different schemas,163

as each run of a latent variable model produces a164

different schema.165
2These sources are referenced in d. There is no considera-

tion of document-independent sources.

2.2 Schema Criticism 166

We can compare schemas in two ways: (1) how 167

well they explain each observed document and (2) 168

how structurally consistent they are. 169

Explainability A primary criterion for a schema 170

is for it to explain the observed data well. To mea- 171

sure this, we use conditional perplexity3 172

p(x|z) (3) 173

which measures the uncertainty of observed data, 174

x, given a latent structure, z. Measuring p(x|z) 175

for different z (fixing x) allows us to compare z. 176

Conditional perplexity was originally introduced 177

by Zhou and Lua (1998) as a way of comparing 178

machine-translation pairs (in their case, both x and 179

z are observable), and is an equivalent formula- 180

tion to the “left-to-right” algorithm introduced in 181

(Airoldi and Bischof, 2016), for evaluating unsu- 182

pervised models. 183

Structural Likelihood: A second basic criterion 184

for a latent structure to be useful is for it be con- 185

sistent, which is a predicate for learnability. We 186

assess the consistency of a set of assignments, z, 187

by calculating the posterior predictive: 188

p(z|z−, x) (4) 189

Deng et al. (2022) exploring using full joint distri- 190

bution, p(z), latent perplexity, to evaluate the struc- 191

ture text x produced by generative language models 192

(“model criticism”). Spangher et al. (2023) simpli- 193

fied this by using posterior predictive to study doc- 194

ument structure, which is easier to learn and thus 195

helps us differentiate different Z better (“schema 196

criticism”).4 Now, we describe our schemas. 197

2.3 Source Schemas 198

Our schemas, shown in Figure 1, can be divded 199

into three categories: debate-oriented, functional, 200

and extrinsic. We describe the higher-level goals 201

of each category of schemas, see Appendex C for 202

more details and definitions for each label. 203

Debate-Oriented Schemas Both Stance and 204

NLI capture the relation between two spans of 205

text: a premise (p) and a hypothesis (h). NLI (Da- 206

gan et al., 2005) is primarily factual while Stance 207

3We abuse notation here, using p as both probability and
perplexity: p(x) = exp{−E log p(xi|x<i)}.

4In Spangher et al. (2023)’s work, z was the choice of
source, rather than the choice of source-type. They had no
concept of a “schema” to describe sources
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Schema Macro-F1 Schema Macro-F1

Argumentation 68.3 Retrieval 61.3
NLI 55.2 Identity 67.2
Stance 57.1 Affiliation 53.3
Discourse 56.1 Role 58.1

Table 2: Classification f1 score, macro-averaged, for
the 8 schemas. We achieve moderate classification
scores for each of schema. In Section 2, when we
compare schemas, we account for differences in clas-
sification accuracy by introducing noise to higher-
performing classifiers.

(Hardalov et al., 2021) is opinion-based5. A text208

pair may be factually consistent, and thus be clas-209

sified as “Entailment” under a NLI schema, but210

express different opinions and be classified as “Re-211

fute” under Stance. In our setting, the article’s212

headline is p and a source’s attributable informa-213

tion is h. According to these schemas, a writer uses214

sources for the purpose of expanding or rebutting215

information in the narrative.216

Functional Source Schemas Argumentation,217

Discourse and Identity all capture the role a source218

plays in the overall narrative construction of the219

article. For instance, a source might provide a220

“Statistic” for a well-formed argument (Argumenta-221

tion (Al Khatib et al., 2016)), or “Background” for222

a reader to help contextualize (Discourse (Choubey223

et al., 2020)). Under these schemas, the writer in-224

cludes sources based on how the information they225

offer supports narrative construction. Identity, a226

novel schema, captures how the reader identifies227

the source. For example, an “Unnamed Individual”228

is not identifiable by the reader. This has a narra-229

tive function: some stories are about such sensitive230

topics that journalists include unnamed sources, de-231

spite being against norms (Sullivan, 2016), because232

the information provided is vital to the story.233

Extrinsic Source Schemas Affiliation, Role and234

Retrieval schemas serve to characterize attributes235

of sources external to the news article. Stories of-236

ten implicate social groups (McLean et al., 2019),237

such as “academia” or “government.” Those group238

identities are extrinsic to the story’s architecture239

but important for the selection of sources. Sources240

may be selected because they represent a group241

(i.e. Affiliation) or because their group position is242

important within the story’s narrative (e.g. “par-243

5Reddy et al. (2021) views these as the same.

Figure 2: Correlation between 8 schemas, measured as
Cramer’s V (Cramér, 1999), or the effect-size measure-
ment of the χ2 test of independence.

Schema n H % Maj. % Min.

Affiliation 14 2.2 32.9 0.46
Role 4 1.0 53.3 4.61
Identity 6 1.3 52.2 0.69
Argument. 6 1.1 62.9 0.22
NLI 3 1.1 40.4 22.6
Stance 4 1.3 34.8 15.5
Discourse 8 1.9 30.0 1.09
Retrieval 10 2.0 21.4 0.05

Table 3: Description of the size of each schema (n) and
the class imbalance inherent in it, shown by: Entropy
(H), % Representation of the Majority class (% Maj.)
and % Representation of the Minority class (% Min.).

ticipants” in the events, i.e. Role). Retrieval, in- 244

troduced by Spangher et al. (2023), captures the 245

channel through which the information was found. 246

Although these schema are news-focused, similar 247

ideas can be applied to other fields. For instance, a 248

research article in machine learning might include 249

models from the open-source, academic and indus- 250

try research communities. 251

3 Learning Categorization Schemas 252

In this section, we describe how we extracted 253

sources from news articles, annotated data and built 254

classifiers for these schema. 255

3.1 Source Extraction 256

Before classifying sources, we first need to learn an 257

attribution function (Equation 1) to identify the set 258

of sources in news articles. Spangher et al. (2023) 259

introduced a large source attribution dataset, but 260
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their models are either closed (i.e. GPT-based) or261

underperforming. So, we train a high-performing262

open-source model using their dataset. We fine-263

tune GPT3.5-turbo 6, achieving a prediction accu-264

racy of 74.5% on their test data7. Then, we label265

a large silver-standard dataset of 30,000 news arti-266

cles and distill a BERT-base span-labeling model,267

described in (Vaucher et al., 2021), with an accu-268

racy of 74.0%.8 We use this model to score a large269

corpus of 90, 000 news articles from the NewsEdits270

corpus (Spangher et al., 2022). We find that 47%271

of sentences in our documents can be attributed to272

sources, and documents each contain an average of273

7.5 +-/5 sources. These statistics are comparable to274

those reported by Spangher et al. (2023).275

3.2 Annotation276

We annotate data for our new schemas and evaluate277

model performance on all schemas. We recruited278

two annotators, one an undergraduate and the other279

a former journalist. The former journalist trained280

the undergraduate for 1 month to identify and la-281

bel sources, then, they independently labeled 425282

sources in 50 articles with each schema to calculate283

agreement, scoring κ = .63, .76, .84 on Affiliation,284

Role and Identity labels. They then labeled 4,922285

sources in 600 articles with each schema over 9286

months, labeling roughly equal amounts. Finally,287

they jointly labeled 100 sources in 25 documents288

with the other schemas for evaluation data over 1289

month, with κ ≥ .54.290

3.3 Training Classifiers for Source Schemas291

We train classifiers to assign labels sources under292

each schema. Unless specified, we use a sequence293

classifier using RoBERTa-base with self-attention294

pooling, like in Spangher et al. (2021a); we chose a295

smaller model that could scale to processing large296

amounts of articles.297

Affiliation, Role, Identity We use our annota-298

tions to train classifiers p(t|s(q)1 ⊕ ...⊕ s
(q)
n ), which299

take as input sentences attributable to source q and300

output a category in each schema.301

Argumentation, Retrieval, Discourse are la-302

beled on a sentence-level by authors on news and303

opinion datasets. We use datasets provided by the304

6As of November 30th, 2023.
7Lower than the reported 83.0% accuracy of their Curie

model. We formulate a different, batched prompt aimed at
retrieving more data, see Appendix ??

8All models will be released.

authors without modification and train classifiers 305

to labels each sentence s. For each source q, we as- 306

sign the label y with the most mutual information9 307

across attributed sentences s(q)1 , ...s
(q)
n . 308

NLI We use an NLI classifier trained by Williams 309

et al. (2022) to label each sentence attributed to 310

source q as a separate hypothesis, and the article’s 311

headline as the premise. We use mutual informa- 312

tion to assign a single label as above. 313

Stance We create a news-focused stance dataset 314

by aggregating news and news-topic-related stance 315

datasets: FNC-1 (Pomerleau and Rao, 2017), Per- 316

spectrum (Chen et al., 2019), ARC (Habernal et al., 317

2017), Emergent (Ferreira and Vlachos, 2016) and 318

NewsClaims (Reddy et al., 2021)10. We filter these 319

training sets to include premises and hypothesis ≥ 320

10 words and ≤ 2 sentences, and train a classifier. 321

We fine-tune GPT3.5-turbo11 to label news data 322

similarly to NLI, and label 60,000 news articles. 323

We distill a T5 model with this data and achieve 324

comparable performance (Table Table 2 shows T5’s 325

performance). 326

3.4 Classification Results and EDA 327

We briefly describe the results of our classification 328

trials. As shown in Table 2, we model schemas 329

within a range of f1-scores (53.3, 67.2), showing 330

moderate success in learning each schema. In the 331

next section, we introduce noise (i.e. random label- 332

swapping), to the outputs of these classifiers so that 333

that all have the same accuracy. 334

We do not observe a strong correlation between 335

the number of labels in the schema and the classi- 336

fication accuracy (ρ = −.16). As seen in Table 3, 337

many schema are highly skewed, with, for exam- 338

ple, the minority class in Argumentation (“common 339

ground”) being present in less than .22% of sources. 340

Using our classifiers to label the news articles com- 341

piled in Section 3.1, we find that the schemas all 342

offer different information. Figure 2 shows the ef- 343

fect size of the χ2 independence test, a test ranging 344

from (0, 1) which measures the relatedness of two 345

sets of categorical variables (Cramér, 1999). The 346

schemas are largely uncorrelated, with the highest 347

correspondence being ν = .34 between “Identity” 348

and “Retrieval”. We were surprised that NLI and 349

9argmaxy p(y|q)/p(y))
10Data aggregation is common in stance detection

(Hardalov et al., 2021; Schiller et al., 2021)
11We use OpenAI’s GPT3.5-turbo fine-tuning endpoint, as

of November 16, 2023.
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Conditional Perplexity p(x|z) Posterior Predictive p(ẑ|z−, x)
Schema n PPL ∆ kmeans (↓) ∆ rand (↓) F1 ÷ kmeans (↑) ÷ rand (↑)

NLI 3 22.8 0.62 -0.08 58.0 1.02** 1.01 **
Stance 4 21.5 -1.71 -3.21** 39.1 0.88** 0.83 **
Role 4 22.3 -0.06 -0.33** 38.7 1.11** 1.10 **
Identity 6 21.8 -0.42 -0.94 25.0 1.00 1.15 **
Argumentation 6 21.7 -0.52 -1.04 30.7 1.10 ** 1.12 **
Discourse 8 22.3 0.54 -0.75 19.2 1.06 ** 1.08 **
Retrieval 10 23.7 1.47 0.36 15.8 1.10 ** 1.12 **
Affiliation 14 20.5 -2.11** -3.04** 10.5 1.26 ** 1.16 **

latent var. model 14 22.06 -0.58 -1.51

Table 4: Comparing our schemas against each other. In the first set of experiments, we show conditional perplexity
results, which tell us how well each schema explains the document text. Shown is PPL (the mean perplexity per
schema), ∆kmeans (PPL - avg. perplexity of kmeans) and ∆random (PPL - avg. perplexity of the random trial).
Statistical significance (p < .05) via a t-test calculated over perplexity values is shown via **.In the second set
of experiments, we show posterior predictive results, measured via micro F1-score. We show F1 (f1-score per
schema), ÷ kmeans (F1 / f1-score of kmeans), ÷ random (F1 / f1-score of random trial). Statistical significance
(p < .05) via a t-test calculated over 500-sample bootstrapped f1-scores is shown via **.

Stance were not very related, as they have simi-350

lar labelsets and have been used interchangeably351

(Reddy et al., 2021). This indicates that significant352

semantic differences exist between fact-relations353

and opinion-relations, resulting in different appli-354

cation of tags. We explore this in Appendix A.355

4 Comparing Schemas356

We are now ready to explore how well these357

schemas explain source selection in documents.358

We start by describing our experiments, then base-359

lines, and finally results. All experiments in this360

section are based on 90, 000 news articles from361

NewsEdits (Spangher et al., 2022), described in the362

previous section. We split 85, 000/5, 000 train/eval.363

4.1 Experiments364

We run two experiments based on the approaches365

introduced in Section 2.2: (1) conditional perplex-366

ity and (2) posterior predictive.367

Each experiment requires us to learn the prob-368

ability density function over a set of latent types.369

For conditional perplexity, or p(x|z) (Equation 3),370

we train an autoregressive model that takes as a371

prompt a sequence of latent variables, each for a372

different source, and we assess perplexity on the373

article text.12 Specifically, the prompt template is:374

12We note that this formulation has overlaps with recent
work seeking to learn latent plans (Deng et al., 2022; Wang
et al., 2023; Wei et al., 2022).

〈headline〉 [HEADLINE] 375

〈labels〉 (1) label 1 376

(2) label 2...〈text〉 (1) 377

s
(q1)
1 ...s

(q1)
n (2)... 378

We fine-tune GPT2-base models (Radford et al., 379

2019) to perform conditional language model- 380

ing. Initial experiments show that text markers 381

(e.g. “(1)”, “〈text〉”) are essential for the model 382

to learn structural cues. However, they also pro- 383

vide their own signal (e.g. on the number of 384

sources) – vanilla modeling shows that even base- 385

lines have reduced perplexity. To reduce the ef- 386

fects of these artifacts, we use a technique called 387

negative prompting (Sanchez et al., 2023). Specifi- 388

cally, we calculate perplexity on the altered logits, 389

Pγ = γ log p(x|z) − (1 − γ) log p(x|ẑ), where ẑ 390

is a shuffled version of the latent variables. Since 391

textual markers remain the same in the prompt for 392

z and ẑ, this removes markers’ predictive power. 393

To learn the posterior predictive (Equation 4), 394

we train a BERT-based classification model (De- 395

vlin et al., 2018) to take the article’s headline and a 396

sequence of source-types with a one randomly held 397

out. We then seek to predict that one, and evaluate 398

using f1-score. Additionally, we follow Spangher 399

et al. (2023)’s observation that some sources are 400

more important (i.e. have more information at- 401

tributed). We model the 4 sources per article with 402

the most sentences attributed to them. 403
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4.2 Baselines404

Both evaluations described might be unduly af-405

fected by the dimensionality of each schema’s la-406

tent space (Lu et al., 2017); larger latent spaces tend407

to assign lower probabilities to each point. Thus,408

we benchmark each schema against baselines with409

similar latent dimensions.410

Random We generate a series of k unique iden-411

tifiers13, and randomly sample one for each source412

in each document. k is set to match the number of413

labels in the schema being compared against.414

Kmeans We cluster all sources across all docu-415

ments into k clusters using kmeans (Likas et al.,416

2003). We represent sources for clustering as417

paragraph-embeddings, which we derive using Sen-418

tence BERT (Reimers and Gurevych, 2019) 14.419

Latent Variable Model We hypothesize that420

kmeans may be a poor unsupervised baseline, as421

cluster assignment might be confounded by topical422

aspects of the documents, rather than the functional423

role of the sources. We adapt a Bayesian hierarchi-424

cal model introduced by (Spangher et al., 2021b)425

designed to separate topical and functional com-426

ponents in text. We fully specify the model and427

variations we tested in Appendix F, including the428

Gibbs-sampler samplers derived. Because of the429

slow run-time, we do not run multiple trials.430

4.3 Results and Discussion431

As shown in Table 4, the supervised schemas432

mostly have have lower conditional perplexity than433

their random and unsupervised kmeans baselines.434

However, only the Stance, Affiliation and Role435

schemas improve significantly (at p < .001), and436

the Role schema’s performance increase is minor.437

Retrieval has a statistically significant decrease in438

explainability. There are two reasons for this: (1)439

a small number of examples are very high per-440

plexity, and this shifts the distribution significantly441

(when considering median statistics, as shown in442

Appendix A, the difference disappears.) (2) We443

examine examples and find that Retrieval does not444

impact wording as expected: writers make efforts445

to convey information similarly whether it was ob-446

tained via a quote, document or a statement.447

13Using MD5 hashes, from python’s uuid library.
14Specifically, microsoft/mpnet-base’s model

https://www.sbert.net/docs/pretrained_mo
dels.html given all sentences associated with the source.

Interestingly, we do observe statistically signifi- 448

cant improvements of kmeans over random base- 449

lines in all cases (except k = 3). In general, our 450

baselines have lower variance in perplexity values 451

than experimental schemas. This is not unexpected: 452

as we will explore in the next section, we expect 453

that schemas will be optimal for certain articles and 454

suboptimal for others, resulting in a greater range 455

in performance. For more detailed comparisons, 456

see Appendix A. 457

Posterior predictive results generally show im- 458

provement across trials, with the Affiliation trial 459

showing the highest improvement over both base- 460

lines. This indicates that most tagsets are, to 461

some degree, internally consistent and predictable. 462

Stance is the only exception, showing significantly 463

lower f1 than even random baselines. This indi- 464

cates that, although Stance is able to explain ob- 465

served documents well (as observed by it’s im- 466

pact on conditional perplexity), it’s not always pre- 467

dictable how it will applied. Perhaps this is indica- 468

tive that writers do not know a-priori what sources 469

will agree or disagree on any given topic before 470

talking to them, and writers do not always actively 471

seek out opposing sides. 472

The latent variable model does not perform well. 473

We show in Appendex F that the latent space 474

learned by the model is sensible. Bayesian models 475

are attractive for their ability to encode prior belief, 476

and ideally they would make good baselines for a 477

task like this, which interrogates latent structure. 478

However, more work is needed to better align them 479

to modern deep-learning baselines. 480

5 Predicting Schemas 481

Taken together, our observations from (1) Section 482

3.4) indicate that schemas are largely unrelated 483

and (2) Section 4.3 indicate that Stance and Affilia- 484

tion both have similar explanatory power (although 485

Stance is less predictable). We next ask: which 486

kinds of articles are better explained by one schema, 487

and which are better explained by the other? 488

In Table 5, we show topics that have low perplex- 489

ity under the Stance schema, compared with the 490

Affiliation schema (we calculate these by aggregat- 491

ing document-level perplexity across keywords as- 492

signed to each document in our dataset). As we can 493

see, topics requiring greater degrees of debate, like 494

“Artificial Intelligence”, and “Taylor Swift” are fa- 495

vored under the Stance Topic, while broader topics 496

requiring many different social perspectives, like 497
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Stance Affiliation

Bush, George W Freedom of Speech
Swift, Taylor 2020 Pres. Election
Data-Mining Jazz
Artificial Intelligence Ships and Shipping
Rumors/Misinfo. United States Military
Illegal Immigration Culture (Arts)
Social Media Mississippi

Table 5: Top keywords associated with articles favored
by stance or affiliation. Keywords are manually as-
signed by news editors

“Culture” and “Freedom of Speech” are favored un-498

der Affiliation. We set up an experiment where we499

try to predict Ẑ = arg minZ p(x|z), the schema for500

each datapoint with the lowest perplexity. Using501

perplexity scores calculated in the prior section15,502

we calculate the lowest-perplexity schema. Table 6503

shows the distribution of such articles. We down-504

sample the articles until the classes are balanced,505

and train a simple linear classifier16 to predict Ẑ.506

We get .67 ROC-AUC (or .23 f1-score). These507

results are tantalizing and offer the prospect of be-508

ing able to better plan source retrieval, in RAG,509

and computational journalism settings, by helping510

decide an axis on which to seek different sources.511

More work is needed to validate these results.512

6 Related Work513

Latent Variable Persona Modeling Our work is514

inspired by earlier work in persona-type latent vari-515

able modeling (Bamman et al., 2013; Card et al.,516

2016; Spangher et al., 2021b). Authors model char-517

acters in text as mixtures of topics. We both seek518

to learn and reason about about latent character-519

types, but their line of work takes an unsupervised520

approach. We show that supervised schemas out-521

perform unsupervised.522

Multi-Document Retrieval In multiple settings523

– e.g. multi-document QA (Pereira et al., 2023),524

multi-document summarization (Shapira et al.,525

2021), retrieval-augmented generation (Lewis et al.,526

2020) – information from a single source is as-527

sumed to be insufficient to meet a user’s needs. In528

typical information retrieval settings, the goal is529

to retrieve a single document closest to the query530

(Page et al., 1998). In settings where multiple531

15across the dataset used for validation, or 5,000 articles
16Bag-of-words with logistic regression

Affiliation 41.7% Argument. 1.2%
Identity 22.7% Discourse 1.1%
Stance 17.7% NLI 1.1%
Role 13.4% Retrieval 1.1%

Table 6: Proportion of our validation dataset favored by
one schema, i.e. Ẑ = arg maxZ p(x|z)

sources are needed, on the other hand, retrieval 532

goals are not clearly understood17. Our work at- 533

tempts to clarify this, and can be seen as a step 534

towards better retrieval planning. 535

Planning in Language Models Along the line 536

of the previous point, chain-of-thought reasoning 537

(Wei et al., 2022) and few-shot prompting, sum- 538

marized in (Sanchez et al., 2023), can be seen as 539

latent-variable processes. Indeed, work in this vein 540

is exploring latent-variable modeling for shot se- 541

lection (). Our work, in particular the conditional 542

perplexity formulation and it’s implementation, can 543

be seen as a way of comparing different chain-of- 544

thought plans as they relate to document planning. 545

Computational Journalism seeks to apply com- 546

putational techniques to assist journalists in report- 547

ing. Researchers have sought to improve detec- 548

tion of incongruent information (Chesney et al., 549

2017), detecting misinformation (Pisarevskaya, 550

2017), and detecting false claims made in news ar- 551

ticles (Adair et al., 2017). Such work can improve 552

readers’ trust in news and enhance news aggrega- 553

tion systems online. If our work is one step towards 554

better yield better planning, then we can 555

7 Conclusions 556

In conclusion, we explore ways of thinking about 557

sourcing in human writing. We compare 8 schemas 558

of source categorization, and adapt novel ways of 559

comparing them. We find, overall, that affiliation 560

and stance schemas help explain sourcing the best, 561

and we can predict which is most useful with mod- 562

erate accuracy. Our work lays the ground work 563

for a larger discussion of retrieval aims in multi- 564

document retrieval settings, it also takes us steps 565

towards tools that might be useful to journalists. 566

Naturally, though, our work is a simplification of 567

the real human processes guiding source selection; 568

these categories are non-exclusive and inexhaustive. 569

We hope by framing these problems we can spur 570

further research in this area. 571

17As Pereira et al. (2023) states, “retrievers are the main
bottleneck” for well-performing multi-document systems.
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8 Limitations572

A central limitation to our work is that the datasets573

we used to train our models are all in English. As574

mentioned previously, we used English language575

sources from Spangher et al. (2022)’s NewsEd-576

its dataset, which consists of sources such as ny-577

times.com, bbc.com, washingtonpost.com, etc.578

Thus, we must view our work with the important579

caveat that non-Western news outlets may not fol-580

low the same source-usage patterns and discourse581

structures in writing their news articles as outlets582

from other regions. We might face extraction and583

labeling biases if we were to attempt to do such584

work in other languages.585

9 Ethics Statement586

9.1 Risks587

Since we constructed our datasets on well-trusted588

news outlets, we assumed that every informational589

sentence was factual, to the best of the journalist’s590

ability, and honestly constructed. We have no guar-591

antees that our classification systems would work592

in a setting where a journalist was acting adversari-593

ally.594

There is a risk that, if planning works and natural595

language generation works advance, it could fuel596

actors that wish to use it to plan misinformation597

and propaganda. Any step towards making gener-598

ated news article more human-like risks us being599

less able to detect and stop them. Misinformation600

is not new to our media ecosystem, (Boyd et al.,601

2018; Spangher et al., 2020). We have not experi-602

mented how our classifiers would function in such603

a domain. There is work using discourse-structure604

to identify misinformation (Abbas, 2022; ?), and605

this could be useful in a source-attribution pipeline606

to mitigate such risks.607

We used OpenAI Finetuning to train the GPT3608

variants. We recognize that OpenAI is not transpar-609

ent about its training process, and this might reduce610

the reproducibility of our process. We also recog-611

nize that OpenAI owns the models we fine-tuned,612

and thus we cannot release them publicly. Both613

of these thrusts are anti-science and anti-openness614

and we disagree with them on principle. We tried615

where possible to train open-sourced versions, as616

mentioned in the text.617

9.2 Licensing618

The dataset we used, NewsEdits (Spangher et al.,619

2022), is released academically. Authors claim that620

they received permission from the publishers to re- 621

lease their dataset, and it was published as a dataset 622

resource in NAACL 2023. We have had lawyers at 623

a major media company ascertain that this dataset 624

was low risk for copyright infringement. 625

9.3 Computational Resources 626

The experiments in our paper required computa- 627

tional resources. We used 64 12GB NVIDIA 2080 628

GPUs. We designed all our models to run on 1 629

GPU, so they did not need to utilize model or data- 630

parallelism. However, we still need to recognize 631

that not all researchers have access to this type of 632

equipment. 633

We used Huggingface models for our predictive 634

tasks, and will release the code of all the custom 635

architectures that we constructed. Our models do 636

not exceed 300 million parameters. 637

9.4 Annotators 638

We recruited annotators from our educational in- 639

stitutions. They consented to the experiment in 640

exchange for mentoring and acknowledgement in 641

the final paper. One is an undergraduate student, 642

and the other is a former journalist. Both anno- 643

tators are male. Both identify as cis-gender. The 644

annotation conducted for this work was deemed 645

exempt from review by our Institutional Review 646

Board. 647
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Figure 3: Stance and NLI schema definitions are not
very aligned. We show conditional probability of labels
in each category, p(x|y) where x = Stance and y =
NLI.

The map of our appendix is as follows. First, in878

Appendix A, we include more exploratory analysis879

to support our experiments, including comparisons880

between schemas. In Appendix C, we give a more881

complete set of definitions for the labels in each882

schema. In Appendix F, we define the unsuper-883

vised latent variable models we use as baselines,884

including providing details on their implementa-885

tion.886

Before we start, here is another example of a887

news article along with the description, by the jour-888

nalist, of the sources categories they started to in-889

vestigate.890

A Exploratory Data Analysis891

We explore more nuances of our schemas, includ-892

ing comparative analyses. We start by showing a893

deeper view of Ẑ, or the conditions under which894

a schema best explains the observed results. In895

Tables 7 and 8, we show an extension of Table896

5 in the main body: we show favored keywords897

across all schemas. (Note that in contrast to Table898

5, we restrict the keywords we consider to a tighter899

range). When topics require a mixture of differ-900

ent information types, like statistics, testimony, etc.901

Argumentation is favored. When story-telling is902

on topics like “Travel”, “Education”, “Quarantine903

(Life and Culture)”, where it incorporates back-904

ground, history, analysis, expectation, Discourse is905

favored. In Table 9, we show the top Affiliations906

per section of the newspaper, based on the NYT907

LDC corpus (Sandhaus, 2008).908

Next, we further explore the relation between909

different labelsets. In Figure 4, we show the same910

story as in Table 4 in the Main Body, except with a911

broader view of the distributional shifts. As can be912

seen, by comparing differents between the means in913

Table 4 and the medians in 4, we see that the effect914

Figure 4: Distribution of conditional perplexity mea-
surements across different experimental groups.

(a) Relationship between the size of the labelset and perplexity
for kmeans trials

(b) Relational between the size of the labelset and perplexity
for random trials.

(c) Distribution over perplexity scores for all random trials and
kmeans trials, compared.

Figure 5: To explore the effects of labelset size, and
confirm that conditional perplexity does align with ba-
sic intuitions, we compare Random trials and Kmeans
trials across all of our labelset sizes.
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Affiliation Argumentation Discourse NLI

Inflation (Economics) Race and Ethnicity Travel and Vacations Deaths (Fatalities)

Writing and Writers Books and Literature Quarantine (Life and
Culture)

Murders, Homicides

United States Economy Demonstrations,
Protests and Riots

Education (K-12) Law and Legislation

Race and Ethnicity Travel and Vacations Fashion and Apparel States (US)

Disease Rates Suits and Litigation Murders, Homicides Science

Real Estate and Hous-
ing (Residential)

Senate Great Britain Politics and Govern-
ment

China United States Interna-
tional Relations

Deaths (Fatalities) Personal Profile

Supreme Court (US) Deaths (Fatalities) Pop and Rock Music Children/ Childhood

Ukraine Labor and Jobs Demonstrations,
Protests and Riots

China

Table 7: Keyword topics that are best explained (i.e. have the lowest conditional perplexity) by the following
schemas: Affiliation, Discourse, NLI. Broader topics, like “Inflation” which require sources from different back-
grounds, favor Affiliation-based source selection, while topics integrating many different, possibly conflicting,
facts, favor NLI-based selection.

Figure 6: Pearson Correlation between conditional per-
plexity per document under different schemas.

of outliers is quite large, which reduces the signif-915

icance we observe. In 6, we show the correlation916

between perplexities across labelsets. We observe917

clusters in our schemas of particularly high correla-918

tion. Interestingly, this stands in contrast to Figure919

2, which showed almost no relation between the920

tagsets. We suspect that outlier effects on perplex-921

ity (e.g. misspelled words, strange punctuation)922

has a high effect on relating different conditional923

perplexities, swamping the effects of the schema.924

This points to the caution in using perplexity as a925

metric; it must be well explored and appropriately926

baselined. 927

In Figure 3, we explore more why NLI and 928

Stance are not very related. It turns out that many 929

of the factual categories can fall in any one of the 930

opinion-based categories. A lot of “Entailing” facts 931

under NLI, for example, might be the the basis of 932

“Discussion” under Stance. This points to the need 933

to be cautious when using NLI as a stand-in for 934

Stance, as in (Reddy et al., 2021). 935

In Figures 5, we compare random and kmeans 936

perplexities across the latent dimension size. Our 937

experiments show that indeed, we are learning im- 938

portant cues about perplexity. As expected, “Ran- 939

dom” assignments have almost no affect on the 940

perplexity of the document, while “kmeans” as- 941

signments do. Increasing the dimensionality space 942

of Kmeans, interestingly, decreases the median 943

perplexity, perhaps because the Kmeans algorithm 944

is allowed to capture more and more meaningful 945

semantic differences between sources. 946

B Article Example 947

Here is an article example, annotated with different 948

schema definitions, along with a description by the 949

journalist of why they pursued the sources they did. 950

We mined state and federal court paper- 951
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Retrieval Role Identity Stance

Actors and Actresses Inflation (Economics) United States Economy Midterm Elections
(2022)

Fashion and Apparel House of Representa-
tives

Disease Rates Presidential Election of
2020

Pop and Rock Music Presidential Election of
2020

Real Estate and Hous-
ing (Residential)

California

Elections United States Economy Movies Storming of the US
Capitol (Jan, 2021)

Personal Profile Trump, Donald J Education (K-12) Vaccination and Immu-
nization

Deaths (Fatalities) Education (K-12) Race and Ethnicity News and News Media

Primaries and Caucuses Elections, House of
Representatives

Ukraine United States Economy

Politics and Govern-
ment

Supreme Court (US) Trump, Donald J Defense and Military
Forces

Regulation and Deregu-
lation of Industry

Computers and the In-
ternet

Presidential Election of
2020

Television

Table 8: Keyword topics that are best explained (i.e. have the lowest conditional perplexity) by the following
schemas: Retrieval, Role, Identity, Stance. Political topics, like “House of Representatives” which often have a
mixture of different roles, favor Role-based source selection, while polarizing topics like “Storming of the US
Capitol” favor Stance.

work. We went looking for [previous]952

stories. We called police and fire commu-953

nications people to determine [events].954

We found families for interviews about955

[the subjects’] lives.18956

C Further Schema Definitions957

Here we provide a deeper overview of each of the958

schemas that we used in our work, as well as defi-959

nitions that we presented to the annotators during960

annotation.961

• Affiliation: Which group the source belongs962

to.963

– Institutional: The source belongs to a964

larger institution.965

1. Government: Any source who exe-966

cutes the functions of or represents a967

government entity. (E.g. a politician,968

18https://www.nytimes.com/2017/01/23/in
sider/on-the-murder-beat-times-reporters
-in-new-yorks-40th-precinct.html

regulator, judge, political spokesman 969

etc.) 970

2. Corporate: Any source who be- 971

longs to an organization in the private 972

sector. (E.g. a corporate executive, 973

worker, etc.) 974

3. Non-Governmental Organization 975

(NGO): If the source belongs to a 976

nonprofit organization that operates 977

independently of a government. (E.g. 978

a charity, think tank, non-academic 979

research group.) 980

4. Academic: If the source belongs to 981

an academic institution. Typically, 982

these are professors or students and 983

they serve an informational role, but 984

they can be university administrators, 985

provosts etc. if the story is specifi- 986

cally about academia. 987

5. Other Group: If the source belongs 988

or is acting on behalf of some group 989

not captured by the above categories 990

(please specify the group). 991
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Newspaper Sections Proportion of Sources in each Category

Arts Individual: 0.29 Media: 0.19 Witness: 0.17
Automobiles Corporate: 0.41 Witness: 0.17 Media: 0.11
Books Individual: 0.26 Media: 0.19 Witness: 0.18
Business Corporate: 0.51 Government: 0.2 Industry Group: 0.06
Dining and Wine Witness: 0.28 Individual: 0.18 Media: 0.17
Education Government: 0.36 Academic: 0.19 Witness: 0.1
Front Page Government: 0.5 Political Group: 0.09 Corporate: 0.08
Health Government: 0.33 Academic: 0.19 Corporate: 0.12
Home and Garden Individual: 0.21 Witness: 0.19 Corporate: 0.17
Job Market Corporate: 0.26 Individual: 0.15 Witness: 0.14
Magazine Witness: 0.23 Media: 0.2 Individual: 0.18
Movies Individual: 0.28 Media: 0.18 Witness: 0.18
New York and Region Government: 0.36 Witness: 0.13 Individual: 0.12
Obituaries Government: 0.18 Individual: 0.18 Media: 0.16
Opinion Government: 0.43 Media: 0.14 Witness: 0.12
Real Estate Corporate: 0.33 Government: 0.21 Individual: 0.12
Science Academic: 0.4 Government: 0.19 Corporate: 0.1
Sports Other Group: 0.38 Individual: 0.15 Witness: 0.14
Style Individual: 0.23 Witness: 0.2 Corporate: 0.17
Technology Corporate: 0.41 Government: 0.17 Academic: 0.09
The Public Editor Media: 0.44 Individual: 0.16 Government: 0.16
Theater Individual: 0.34 Witness: 0.18 Media: 0.14
Travel Witness: 0.25 Corporate: 0.21 Government: 0.15
U.S. Government: 0.44 Political Group: 0.12 Academic: 0.08
Washington Government: 0.6 Political Group: 0.1 Media: 0.08
Week in Review Government: 0.37 Academic: 0.11 Media: 0.1
World Government: 0.54 Media: 0.09 Witness: 0.09

Table 9: Distribution over source-types with different Affiliation tags, by newspaper section.

– Individual: The source does NOT be-992

long to a larger institution.993

1. Actor: If the source is an individ-994

ual acting on their own. (E.g. an995

entrepreneur, main character, solo-996

acting terrorist.)997

2. Witness: A source that is ancillary998

to events, but bears witness in either999

an active (e.g. protester, voter) or1000

inactive (i.e. bystander) way.1001

3. Victim: A source that is affected by1002

events in the story, typically nega-1003

tively.1004

4. Other: Some other individual1005

(please specify).1006

• Role:1007

1. Participant: A source who is either di-1008

rectly making decisions on behalf of the1009

entity they are affiliated with, or taking 1010

an active role somehow in the decision- 1011

making process. 1012

2. Representative: A source who is speak- 1013

ing on behalf of a Participant. 1014

3. Informational: A source who is giv- 1015

ing information on ongoing decisions or 1016

events in the world, but is not directly 1017

involved in them. 1018

4. Other: Some other role that we have not 1019

captured (please specify). 1020

• Role Status: 1021

1. Current: A source who is currently oc- 1022

cupying the role and affiliation. 1023

2. Former: A source who used to occupy 1024

the role and affiliation. 1025

3. Other: Some other status that we have 1026

not captured (please specify). 1027
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Headline: Services failed to prevent crime

’s voice became a preoccupation of ,
who told the police that he heard her calling
his name at night. ← Government, Neutral

“Psychotic Disorder,” detectives wrote in
their report. ← labels: Government, Refute

“She had a strong voice,” said Carmen Mar-
tinez, 85, a neighbor. ← Witness, Neutral

Records show a string of government en-
counters failed to help as his mental health
deteriorated. ← labels: Government, Agree

“This could have been able to be avoided,”
said ’s lawyer. ← labels: Actor, Agree

Table 10: Informational sources synthesized in a sin-
gle news article19. Source categorizations under two
different schema: affiliation and stance. Our central
question: which schema best characterizes the kinds of
sources needed to tell this story?

We note that Rote Status was a schema that we1028

collected, but ultimately did not end up modeling.1029

D Example GPT Prompts1030

We give more examples for prompts.1031

D.1 Source Attribution Prompts1032

In Section 3.1, we discuss training a GPT3.5-Turbo1033

model with Spangher et al. (2023)’s source attri-1034

bution dataset to create more labeled datapoints,1035

which we then distil into a BERT model. We train1036

a batched model to save on costs. The prompt takes1037

the following form:1038

Input:1039

1. <sent 1>1040

2. <sent 2>1041

3. <sent 3>...1042

Response:1043

1. <attribution 1>1044

2. <attribution 2>1045

...1046

Here is an example:1047

System Prompt:1048

You are a journalist’s1049

fact-checker who identifies1050

sources providing information1051

for each sentence. The user1052

will show you a sentences in1053

an article and you’ll respond1054

with the source of the sentences.1055

Consider the whole article and be1056

sure to answer every question. 1057

Answer either by directly 1058

copying text in the article 1059

OR with "passive-voice" when 1060

a canonical source is clearly 1061

consulted OR "journalist" when 1062

a direct observation is made OR 1063

"No source" when no source is 1064

referenced, the information is 1065

vague, or the source is unclear. 1066

Do not make up names, or say 1067

anything that is not in the 1068

article besides those phrases 1069

above. 1070

User Input: 1: BANGKOK | A 1071

plane carrying key senior Laotian 1072

government officials crashed 1073

Saturday morning, leaving at 1074

least four people dead, Laotian 1075

diplomats said Saturday. 1076

2: Killed in the crash were 1077

two top figures in the security 1078

apparatus of the authoritarian 1079

Lao government: the deputy prime 1080

minister, Douangchay Phichit, 1081

and Thongbane Sengaphone, the 1082

minister of public security, 1083

according to two Lao diplomats. 1084

3: For a Communist party that 1085

relies on force and intimidation 1086

to stay in power, the loss of 1087

what were arguably the two most 1088

powerful people in the security 1089

apparatus was a significant blow. 1090

4: The governor of Vientiane 1091

province was also killed in the 1092

crash. 1093

5: In addition to his post 1094

as deputy prime minister Mr. 1095

Douangchay was defense minister 1096

and a member of the Politburo 1097

, the highest decision - making 1098

body of the Communist party. 1099

6: Mr. Thongbane, the public 1100

security head, was feared in the 1101

country and was said to be one of 1102

the officials leading a crackdown 1103

against dissent over the past 1104

year and half. 1105

Response: 1106

1: Laotian diplomats 1107
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2: No Source1108

3: No Source1109

4: No Source1110

5: No Source1111

6: No Source1112

1113

D.2 Stance-Based Prompts1114

In Section 3.3 we discuss the prompts we formu-1115

lated to do appropriate transfer learning from the1116

stance datasets others have annotated to our news1117

setting. Because in Stance detection, there are usu-1118

ally many claims made for each hypothesis, we1119

used batched prompts to save costs, in the follow-1120

ing form:1121

Premise: <premise>1122

Claim:1123

1. <claim 1>1124

2. <claim 2>1125

Response: 1. <label 1>1126

2. <label 2>1127

...1128

Here is an example:1129

System Prompt: You are a1130

journalist’s assistant who spots1131

opposing claims. The user will1132

give you a premise and 5 claims.1133

Respond to each one, in numbered1134

order from 1 to 5, with a choice1135

from: [’Neutral’, ’Affirm’,1136

’Discuss’, ’Refute’].1137

Don’t say anything else, and be1138

sure to answer each one.1139

User Prompt1140

Premise: 3-D printing will1141

change the world.1142

Claims:1143

1: I can see 3D printing for1144

prototypes, and some custom work.1145

However manufacturing industries1146

use thousands of plastics and1147

thousands of metal alloys...1148

2: Flash backwards to 1972,1149

Colorado, where the newly1150

enfranchised...1151

3: This is precisely the way I1152

feel about 3D printers...another1153

way to fill the world with1154

plastic junk that will end up1155

in landfills, beaches, and yes,1156

mountains and oceans. ...1157

4: I am totally terrified with 1158

the thought of 3-D printed, 1159

non-traceable, guns and bullets 1160

in every thugs hands. May that 1161

never happen. But then Hiroshima 1162

did (bad thing)... 1163

5: Hate to point out an obvious 1164

solution is to tie the tax rate 1165

to unemployment.... 1166

Response: 1167

1: Refute 1168

2: Neutral 1169

3: Refute 1170

4: Affirm 1171

5: Neutral 1172

D.3 GPT-2 Conditional Perplexity Prompts 1173

In Section 4.1, we discuss crafting prompts for 1174

GPT2-base models in order to calculate conditional 1175

perplexity. We give the outline of our prompt. Here 1176

is an example: 1177

Revelations from the artist’s 1178

autobiography threaten to cloud 1179

her new show at the San Francisco 1180

Museum of Modern Art. 1181

<labels> 1182

(1): NGO, 1183

(2): Media, 1184

(3): Media, 1185

(4): Media, 1186

(5): Corporate 1187

<text> 1188

(1): In a telephone interview 1189

on Tuesday, the museumś current 1190

director, Christopher Bedford , 1191

said he welcomed the opportunity 1192

to "be very outspoken about 1193

the museumś relationship to 1194

antiracism" and ... 1195

(2): Last week a Chronicle 1196

critic denounced the museumś 1197

decision to proceed with the 1198

show. 1199

(3): Its longest-serving 1200

curator, Gary Garrels, resigned 1201

in 2020 soon after a post quoted 1202

him saying, "Dont́ worry, we will 1203

definitely continue to collect 1204

white artists." 1205

(4): The website Hyperallergic 1206

surfaced those comments in June . 1207
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(5): And its previous director,1208

Neal Benezra, apologized to1209

employees after removing critical1210

comments from an Instagram post1211

following the murder of George1212

Floyd.1213

(6): And the San Francisco1214

Museum of Modern Art has been1215

forced to reckon with what1216

employees have called structural1217

inequities around race.1218

(7): The popular Japanese artist1219

Yayoi Kusama, whose " Infinity1220

Mirror Rooms " have brought1221

lines around the block for one1222

blockbuster exhibition after1223

another, has...’1224

E Combining Different Schema1225

We show how two schema, Role and Affiliation1226

may be naturally combined. One function of jour-1227

nalism is to interrogate the organizations power-1228

ing our society. Thus, many sources are from1229

Affiliations: Government, Corporations, Univer-1230

sities, Non-Governmental Organizations (NGOs).1231

And, they have different Roles in these places. Jour-1232

nalists first seek to quote decision-makers or par-1233

ticipants: presidents, CEOs, or senators. Some-1234

times decision-makers only comment though Rep-1235

resentatives: advisors, lawyers or spokespeople.1236

These sources all typically provide knowledge of1237

the inner-workings of an organization. Broader1238

views are often sought from Informational sources:1239

experts in government or analysts in corporations;1240

scholars in academia or researchers in NGOs.1241

These sources usually provide broader perspectives1242

on topics. Table 11 shows the intersection of these1243

two schema.1244

F Latent Variable Models 1245

As shown in Figure 7, our model observes a switch- 1246

ing variable, γ and the words, w, in each document. 1247

The switching variable, γ is inferred and takes one 1248

of two values: “source word” for words that are 1249

associated with a source “background”, for words 1250

that are not. 1251

The model then infers source-type, S, document 1252

type T , and word-topic z. These variables are all 1253

categorical. All of the variables labeled P. in the 1254

diagram represent Dirichlet Priors, while all of 1255

the variables labeled H. in the diagram represent 1256

Dirichlet Hyperpriors. 1257

Our generative story is as follows: 1258

For each document d = 1, ..., D: 1259

1. Sample a document type Td ∼ Cat(PT ) 1260

2. For each source s = 1, ..., S(d,n) in document: 1261

(a) Sample source-type Ss ∼ Cat(P (Td)
S ) 1262

3. For each word w = 1, ...Nw in document: 1263

(a) If γd,w = “source word”, sample word- 1264

topic zd,w ∼ Cat(P
(Ss)
z ) 1265

(b) If γd,w = “background”, sample word- 1266

topic zd,w ∼ Cat(P
(Td)
z ) 1267

(c) Sample word w ∼ Cat(zd,n) 1268

The key variables in our model, which we wish 1269

to infer, are the document type (Td) for each docu- 1270

ment, and the source-type (S(d,n)) for each source. 1271

It is worth noting a key difference in our model 1272

architecture: Bamman et al. (2013) assume that 1273

there is an unbounded set of mixtures over person- 1274

types. In other words, in step 2, Ss is drawn from 1275

a document-specific Dirichlet distribution, P (d)
S . 1276

While followup work by Card et al. (2016) extends 1277

Bamman et al. (2013)’s model to ameliorate this, 1278

Card et al. (2016) do not place prior knowledge on 1279

the number of document types, and rather draw 1280

from a Chinese Restaurant Process.20 We con- 1281

straint the number of document-types, anticipating 1282

in later work that we will bound news-article types 1283

into a set of common archetypes, much like we did 1284

for source-types. 1285

Additionally, both previous models represent 1286

documents solely as mixtures of characters. Ours, 1287

on the other hand, allows the type of a news article, 1288

T , to be determined both by the mixture of sources 1289

20Card et al. (2016) do not make their code available for
comparison.
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Role
Decision Maker Representative Informational

A
ffi

lia
tio

n

In
st

itu
tio

na
l Government President, Senator... Appointee, Advisor... Expert, Whistle-Blower...

Corporate CEO, President... Spokesman, Lawyer... Analyst, Researcher...
NGO Director, Actor... Spokesman, Lawyer... Expert, Researcher...
Academic President, Actor... Trustee, Lawyer... Expert, Scientist...
Group Leader, Founder... Member, Militia... Casual, Bystander...

In
di

vi
d. Actor Individual... Doctor, Lawyer... Family, Friends...

Witness Voter, Protestor... Spokesman, Poll... Bystander...
Victim Individual... Lawyer, Advocate... Family, Friends...

Table 11: Our source ontology: describes the affiliation and roles that each source can take. A source-type is the
concatenation of affiliation and role.

present in that article, and the other words in that1290

article. For example, a crime article might have1291

sources like a government official, a witness, and a1292

victim’s family member, but it might also include1293

words like “gun”, “night” and “arrest” that are not1294

included in any of the source words.1295

F.1 Inference1296

We construct the joint probability and collapse out1297

the Dirichlet variables: Pw, Pz , PS , PT to solve1298

a Gibbs sampler. Next, we discuss the document-1299

type, source-type, and word-topic inferences.1300

F.1.1 Document-Type inference1301

First, we sample a document-type Td ∈ 1, ..., T for1302

each document:1303

p(Td|T−d, s, z, γ,HT , HS , HZ) ∝
(HTTd + c

(−d)
Td,∗ )×

∏Sd
s=1

(HSs+cTd,s,∗,∗)

(cTd,∗,∗,∗+SHS)

×
∏NT
j=1

(Hzk+ck,∗,Td,∗)

(c∗,∗,Td,∗+KHz)

(5)1304

where the first term in the product is the probability1305

attributed to document-type: c(−d)Td,∗ is the count of1306

all documents with type Td, not considering the cur-1307

rent document d’s assignment. The second term is1308

the probability attributed to source-type in a docu-1309

ment: the product is over all sources in document d.1310

Whereas cTd,s,∗,∗ is the count of all sources of type1311

s in documents of type Td, and cTd,∗,∗,∗ is the count1312

of all sources of any time in documents of type Td.1313

The third term is the probability attributed to word-1314

topics associated with the background word: the1315

product is over all background words in document1316

d. Here, ck,∗,Td,∗ is the count of all words with1317

topic k in document type Td, and c∗,∗,Td,∗ is the1318

count of all words in documents of type Td.1319

F.1.2 Source-Type Inference 1320

Next, having assigned each document a type, Td, 1321

we sample a source-type S(d,n) ∈ 1, ..., S for each 1322

source. 1323

p(S(d,n)|S−(d,n), T, z,HT , Hs, Hz) ∝
(HSSd

+ c
−(d,n)
Td,S(d,n),∗,∗)

×
∏NSd,n

j=1

(Hz+czj ,∗,S(d,n),∗,∗)

(c∗,∗,S(d,n),∗,∗+KHz)

(6) 1324

The first term in the product is the probability 1325

attributed to the source-type: c−(d,n)
Td,S(d,n),∗,∗ is the 1326

count of all sources of type S(d,n) in documents 1327

of type Td, not considering the current source’s 1328

source-type assignment. The second term in the 1329

product is the probability attributed to word-topics 1330

of words assigned to the source: the product is over 1331

all words associated with source n in document d. 1332

Here, czj ,∗,S(d,n),∗,∗ is the count of all words with 1333

topic zj and source-type S(d,n), and c∗,∗,S(d,n),∗,∗ is 1334

the count of all words associated with source-type 1335

S(d,n). 1336

F.1.3 Word-topic Inference 1337

Finally, having assigned each document a 1338

document-type and source a source-type, we sam- 1339

ple word-topics. For word i, j, if it is associated 1340

with sources (γi,j = Source Word), we sample: 1341

p(z(i,j)|z−(i,j), S, T, w, γ,Hw, HS , HT , Hz) ∝

(c
−(i,j)
zi,j ,∗,Sd,∗,∗ +Hzzi,j )×

c
−(i,j)
zi,j ,∗,wi,j ,∗+Hw

c
−(i,j)
zi,j ,∗,∗,∗+V Hw

(7) 1342

The first term in the product is the word-topic 1343

probability: c−(i,j)
zi,j ,∗,Sd,∗,∗ is the count of word-topics 1344

associated with source-type Sd, not considering the 1345
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current word. The second term is the word prob-1346

ability: c−(i,j)
zi,j ,∗,wi,j ,∗ is the count of words of type1347

wi,j associated with word-topic zi,j , and c−(i,j)
zi,j ,∗,∗,∗1348

is the count of all words associated with word-topic1349

zi,j .1350

For word i, j, if it is associated with background1351

word-topic (γi,j = Background), we sample:1352

p(z(i,j)|z−(i,j), S, T, w, γ,Hw, HS , HT , Hz) ∝

(c
−(i,j)
zi,j ,∗,Td,∗ +Hzzi,j )×

c
−(i,j)
zi,j ,∗,wi,j ,∗+Hw

c
−(i,j)
zi,j ,∗,∗,∗+V Hw

(8)1353

Equation 8 is nearly identical to 7, with the ex-1354

ception of the first term, the word-topic probability1355

term, where c−(i,j)
zi,j ,∗,Td,∗ refers to the count of words1356

associated with word-topic zi,j in document-type1357

Td, not considering the current word. The second1358

term, the word probability term, is identical.1359
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