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Abstract

Retrieval-based language models (LMs) can generalize well to unseen test domains, but typically assume access to a datastore of examples from the target domain. It remains an open question if these models are robust with more general datastores, which may include other out of domain data or cover multiple different test domains. In this paper, we study this question by constructing a multi-domain datastore, using a $k$NN-LM approach. We first show that, on domains that are part of the multi-domain datastore, the model is comparable to or even better than the model with an oracle test domain datastore. We also find that, on domains that are unseen during training and not part of the datastore, using a multi-domain datastore consistently outperforms an oracle single-domain datastore. Together, our results show that $k$NN-LM is highly robust at out-of-distribution generalization and can effectively target many domains at once, without the oracle domain knowledge assumptions included in all previous work.

1 Introduction

Generalizing to new domains that are unseen during training is a long-standing challenge in machine learning. Retrieval-based language models (LMs) have recently been shown to be effective at domain generalization (Min et al., 2023a), assuming that they have test-time access to a datastore of text samples that are perfectly in-distribution to the evaluation data. However, it is unexplored how the performance of retrieval-based LMs is affected by distribution shifts between the datastore and evaluation data, e.g., because the datastore includes other potentially distracting domains or the evaluation domain is not even included in the datastore. Such shifts would be common when building a general-purpose retrieval-based LM that can target multiple domains simultaneously.

In this paper, we study this question using $k$NN-LM retrieval language models (Khandelwal et al., 2020b). We first construct a multi-domain datastore by concatenating 8 single-domain datastores with a post-hoc merging method, making it easy to study the effect of different datastore compositions at scale. We then evaluate on 20 different domains, categorized along two dimensions: whether or not the domain was seen during training, and whether or not the domain data is included in the datastore. Such shifts would be common when building a general-purpose retrieval-based LM that can target multiple domains simultaneously.

Our results show that, as long as the test domain is included in the datastore, $k$NN-LM with a multi-domain datastore outperforms or matches the model with an oracle, single-domain datastore. This indicates that $k$NN-LM is highly robust to the out-of-distribution data in a datastore and can effectively target many domains simultaneously, unlike parametric models that suffer from competition between different target domains (Oren et al., 2019, Chowdhery et al., 2022, Xie et al.).
When test domains are not included in the datastore, we find that a multi-domain datastore consistently outperforms an oracle single-domain datastore, although the gains from retrieval are relatively minor (9% vs. 66% for domains in the datastore). Together, our results highlight the promise of scaling the domains in a datastore for a general-purpose retrieval-based LM with no prior assumptions about the evaluation domain.

2 Related Work

Out-of-distribution (OOD) generalization. Prior work on distribution shifts have shown that models can suffer significant performance drops when evaluated on test data that is OOD to the training data (Koh et al. 2021; Sagawa et al. 2022). Generalizing across multiple domains simultaneously presents additional challenges in standard parametric models, because targeting one domain (e.g., by upweighting that domain in the training data) can lower performance on other domains (Oren et al. 2019; Sagawa et al. 2019; Chowdhery et al. 2022; Xie et al. 2023). In this work, we study domain generalization relative to the datastore provided at inference time. Furthermore, we demonstrate that using nonparametric retrieval from a multi-domain datastore effectively removes the competition between different domains, allowing the model to perform well on all domains in the datastore.

Retrieval-based LMs. Retrieval-based LMs reason with external data provided during inference (called a datastore). We distinguish work that retrieves a small set of text blocks from the data and feeds into the LM as an additional input (Guu et al. 2020; Borgeaud et al. 2022; Shi et al. 2023; Ram et al. 2023) from work that uses a nonparametric softmax over the data (Khandelwal et al. 2020b; Zhong et al. 2022; Min et al. 2023b). We use kNN-LM (Khandelwal et al. 2020b), a model that falls into the latter type, and leave extensions to other models for future work. Most work in retrieval-based LMs assume an in-distribution datastore to the evaluation data, with a few exceptions: Borgeaud et al. 2022; Paktus et al. 2021), which use only Web data, and Khandelwal et al. 2020b; Huang et al. 2023), which constructed a multi-domain datastore for an ablation study. To the best of our knowledge, our work is the first that studies the effect of different choices and compositions of the domains in the datastore, including on test domains that are not included in the datastore.

3 Method

A kNN-LM models a next token probability distribution given a prefix: \( P(y|x_1...x_n; D) \) conditioned on a datastore with \( N \) tokens, \( D = \{d_1...d_N\} \). It computes a contextualized representation for each token \( d_i = \text{Enc}(d_i_1...d_{i−1}) \in \mathbb{R}^h \), where \( \text{Enc} \) is a function that maps the text into a vector, and \( h \) is the number of hidden dimensions. The distribution is then defined as \( P(y|x_1...x_n; D) = (1 − \lambda)P_{\text{LM}}(y|x_1...x_n) + \lambda P_{\text{kNN}}(y|x_1...x_n; D) \), where \( P_{\text{LM}}(y|x_1...x_n) \) is an output from a regular LM (called a parametric-only LM), and

\[
P_{\text{kNN}}(y|x_1...x_n; D) \propto \sum_{i \leq N} \mathbb{I}[d_i = y]\exp \left( \frac{-\text{dist}(d_i, \text{Enc}(x_1...x_n))}{\tau} \right),
\]

where \( \text{dist} \) is a distance function (squared L2 distance in our experiments), and \( \lambda \) and \( \tau \) are hyperparameters. Typically, \( P_{\text{kNN}} \) is approximated by considering only the \( k \) vectors nearest to \( \text{Enc}(x_1...x_n) \) out of \( d_1...d_N \)—see Appendix A for the details.

The kNN-LM method can be used either with a single-domain dataset \( D \) or with multiple datasets in \( M \) different domains, \( D_1...D_M \). We use a post-hoc index merging scheme to construct our multi-domain datastore, which allows us to reuse the datastore from each domain without constructing a new datastore from scratch. Details are provided in Appendix A. Our method allows studying the effect of different compositions of a multi-domain datastore at scale, as demonstrated in Section 4.

4 Experiments

4.1 Experimental Setup

Parametric LM. We use SILO (Min et al. 2023a) for both parametric inference and encoding for the datastore construction, as it is not exposed to most of the domains during training.
Table 1: Perplexity change brought by a single-domain datastore, compared to the parametric LM. Each column represents the domain used in a single-domain datastore, and each row represents the evaluation domain. For this table, we set a minimum value of $\lambda \geq 0.1$ to force the model to use the datastore. *Green* and *red* indicate the datastore helps and does not help, respectively. *Bold* indicates the datastore is in-domain to the eval domain.

<table>
<thead>
<tr>
<th>Eval Domain</th>
<th>Wikipedia</th>
<th>Books3</th>
<th>Github</th>
<th>Datastore Domain</th>
<th>NIH ExPorter</th>
<th>Amazon</th>
<th>CC News</th>
<th>MIMIC III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wikipedia</td>
<td>-4.92</td>
<td>-0.72</td>
<td>0.47</td>
<td>0.60</td>
<td>-0.16</td>
<td>-0.63</td>
<td>1.28</td>
<td></td>
</tr>
<tr>
<td>Books3</td>
<td>-0.19</td>
<td>-1.31</td>
<td>0.59</td>
<td>0.87</td>
<td>0.01</td>
<td>0.01</td>
<td>1.03</td>
<td></td>
</tr>
<tr>
<td>Github</td>
<td>0.15</td>
<td>0.12</td>
<td>-0.19</td>
<td>0.24</td>
<td>0.16</td>
<td>0.17</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>NIH ExPorter</td>
<td>-0.20</td>
<td>0.02</td>
<td>0.77</td>
<td>-4.17</td>
<td>0.56</td>
<td>0.10</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>Amazon</td>
<td>-0.07</td>
<td>-2.94</td>
<td>0.81</td>
<td>1.48</td>
<td>-7.65</td>
<td>-0.35</td>
<td>1.42</td>
<td></td>
</tr>
<tr>
<td>CC News</td>
<td>-1.01</td>
<td>-0.49</td>
<td>0.47</td>
<td>0.82</td>
<td>-0.25</td>
<td>-15.07</td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td>MIMIC III</td>
<td>0.20</td>
<td>-0.08</td>
<td>0.80</td>
<td>0.24</td>
<td>0.48</td>
<td>0.35</td>
<td>-13.12</td>
<td></td>
</tr>
</tbody>
</table>

**Datastore.** We build a multi-domain datastore containing 5 billion tokens from eight domains: Github, NIH ExPorter, Wikipedia, Books3, Enron Emails, CC-News, Amazon and MIMIC-III (see Appendix B for the details). These domains follow the choice made in Min et al. (2023a).

**Evaluation domains.** We consider 20 evaluation domains in total, including eight domains presented in the datastore and 12 more from the Pile (Gao et al., 2020). All domains fall in one of three categories, based on whether it was seen during training and whether it is in the datastore

1. **Seen during training & included in the datastore:** These are domains that are available at any time.
2. **Unseen during training & included in the datastore:** These are domains that cannot be used for model training but can be used at inference time, either because the data requires attribution or opt-out guarantees (Min et al., 2023a), or the data includes domains that were added after pretraining. Prior work in retrieval-based LMs often assumes this setting.
3. **Unseen during training & not included in the datastore:** There are domains that were unseen at any stage of the model development but were given to the model run-time. These include the most strict out-of-distribution cases.

**Evaluation details.** For each evaluation domain, we randomly sample 10,000 test samples and compute the perplexity. There are three key hyper-parameters in $k$-NN-LM: $k$, $\tau$, and $\lambda$. We report the perplexity using two hyper-parameter tuning methods: (1) we assume a validation set in distribution to the test set to optimize hyper-parameters, and (2) we choose a single configuration for all evaluation domains. We refer to Appendix B for more details.

**Baselines.** We consider two baselines. The first is the parametric-only LM without any datastore. The second is an oracle single-domain $k$-NN-LM where the model computes the perplexity by iterating over all single-domain datastores and report the best performance as the oracle result.

### 4.2 Experimental Results

We first demonstrate the importance of datastore composition using pairwise combinations of evaluation domains and single-domain datastores. We then compare our multi-domain datastore with the baselines. In Appendix C.1 and Appendix C.2, we also study the effect of OOD data in the datastore and the effect of the datastore size respectively.

**Composition of the datastore does matter.** Table 1 shows the perplexity changes when using different single-domain datastores. First, as expected, using the in-domain datastore always gives the largest gains. Domains that contain general information (e.g., Wikipedia and Books3) are helpful for multiple domains, while specific domains like Github and NIH ExPorter can harm other domains. It is important to figure out the optimal target domain when using the single-domain datastore, however we next show our multi-domain setting does not need such prior knowledge.

1It is possible the domain is seen during training but not included in the datastore, but this is somewhat an unconventional setting. Therefore, we exclude it from our current scope.
Table 2: Perplexity on 20 evaluation domains. *Prm-only LM* refers to Parametric-only LM. We show the percentage of decrease of perplexity by retrieval in parenthesis. *‘global’* indicates a single set of hyperparameters is used across all test domains, indicating that the model is unaware of any information about the test domain. Multi-domain datastore is on par with single-domain oracle on domains included in a datastore, and outperforms single-domain oracle on domains not in a datastore.

<table>
<thead>
<tr>
<th>Eval domain</th>
<th>In-distribution Datastore</th>
<th>Prm-only LM</th>
<th>kNN-LM</th>
<th>Single-domain (oracle)</th>
<th>Multi-domain</th>
<th>Multi-domain (global)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Github</td>
<td>✓</td>
<td>✗</td>
<td>2.69</td>
<td>2.50 (-7%)</td>
<td>2.44 (-9%)</td>
<td>2.61 (-3%)</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>✓</td>
<td>✗</td>
<td>19.91</td>
<td>14.99 (-25%)</td>
<td>14.30 (-28%)</td>
<td>14.32 (-28%)</td>
</tr>
<tr>
<td>CC News</td>
<td>✓</td>
<td>✗</td>
<td>23.13</td>
<td>8.06 (-65%)</td>
<td>8.31 (-64%)</td>
<td>8.56 (-63%)</td>
</tr>
<tr>
<td>Books3</td>
<td>✓</td>
<td>✗</td>
<td>18.60</td>
<td>17.29 (-7%)</td>
<td>16.79 (-10%)</td>
<td>17.63 (-5%)</td>
</tr>
<tr>
<td>NIH ExPorter</td>
<td>✓</td>
<td>✗</td>
<td>18.90</td>
<td>14.72 (-22%)</td>
<td>14.77 (-21%)</td>
<td>14.93 (-21%)</td>
</tr>
<tr>
<td>Amazon</td>
<td>✓</td>
<td>✗</td>
<td>35.91</td>
<td>28.27 (-21%)</td>
<td>27.20 (-24%)</td>
<td>27.20 (-24%)</td>
</tr>
<tr>
<td>Enron Emails</td>
<td>✓</td>
<td>✗</td>
<td>13.84</td>
<td>6.45 (-53%)</td>
<td>6.52 (-53%)</td>
<td>6.65 (-52%)</td>
</tr>
<tr>
<td>MIMIC III</td>
<td>✓</td>
<td>✗</td>
<td>19.82</td>
<td>6.70 (-66%)</td>
<td>6.74 (-66%)</td>
<td>7.35 (-63%)</td>
</tr>
<tr>
<td>ArXiv</td>
<td>✗</td>
<td>✓</td>
<td>8.53</td>
<td>8.53 (-0%)</td>
<td>8.53 (-0%)</td>
<td>8.87 (4%)</td>
</tr>
<tr>
<td>StackExchange</td>
<td>✗</td>
<td>✓</td>
<td>7.47</td>
<td>7.46 (-0%)</td>
<td>7.42 (-0%)</td>
<td>7.58 (1%)</td>
</tr>
<tr>
<td>OpenSubtitles</td>
<td>✗</td>
<td>✓</td>
<td>18.68</td>
<td>18.20 (-3%)</td>
<td>18.21 (-3%)</td>
<td>18.37 (2%)</td>
</tr>
<tr>
<td>PhilPapers</td>
<td>✗</td>
<td>✓</td>
<td>16.83</td>
<td>16.60 (-1%)</td>
<td>16.35 (-3%)</td>
<td>16.54 (-2%)</td>
</tr>
<tr>
<td>OpenWeb/Text2</td>
<td>✗</td>
<td>✓</td>
<td>23.13</td>
<td>22.32 (-4%)</td>
<td>21.56 (-7%)</td>
<td>21.61 (-7%)</td>
</tr>
<tr>
<td>Pile-CC</td>
<td>✗</td>
<td>✓</td>
<td>21.38</td>
<td>20.91 (-2%)</td>
<td>20.50 (-4%)</td>
<td>20.60 (-4%)</td>
</tr>
<tr>
<td>YoutubeSubtitles</td>
<td>✗</td>
<td>✓</td>
<td>16.58</td>
<td>16.09 (-3%)</td>
<td>15.55 (-6%)</td>
<td>15.55 (-6%)</td>
</tr>
<tr>
<td>EuroParl</td>
<td>✗</td>
<td>✓</td>
<td>21.20</td>
<td>19.51 (-8%)</td>
<td>18.54 (-13%)</td>
<td>18.63 (-12%)</td>
</tr>
<tr>
<td>BookCorpus2</td>
<td>✗</td>
<td>✓</td>
<td>18.75</td>
<td>17.93 (-4%)</td>
<td>17.77 (-5%)</td>
<td>17.77 (-5%)</td>
</tr>
<tr>
<td>PubMed Abstracts</td>
<td>✗</td>
<td>✓</td>
<td>17.89</td>
<td>17.30 (-3%)</td>
<td>17.22 (-4%)</td>
<td>17.51 (-2%)</td>
</tr>
<tr>
<td>PubMed Central</td>
<td>✗</td>
<td>✓</td>
<td>12.82</td>
<td>12.82 (-0%)</td>
<td>12.77 (-0%)</td>
<td>13.15 (3%)</td>
</tr>
<tr>
<td>USPTO Backgrounds</td>
<td>✗</td>
<td>✓</td>
<td>10.83</td>
<td>10.83 (-0%)</td>
<td>10.83 (-0%)</td>
<td>11.19 (3%)</td>
</tr>
</tbody>
</table>

**Multi-domain datastore performs comparably to single-domain oracle when the evaluation domain is included in the datastore.** Both the single-domain design and our multi-domain design help decrease the perplexity when the evaluation set is in-distribution to the training data. The gains are much larger when the domain is unseen during training than when the domain is seen during training, e.g., 66% vs. 9% relative improvements. Our multi-domain design has comparable performance to the single-domain oracle when the domain is included in the datastore. We hypothesize that using a multi-domain datastore is more beneficial when the evaluation domain is more heterogeneous and thus potentially benefits from a variety of domains, e.g., Wikipedia and Books3, whereas the single-domain datastore is better when the evaluation domain is highly specific and does not benefit from other domains, e.g., Enron Emails and MIMIC III.

A multi-domain datastore matching the in-distribution datastore indicates that kNN-LM is highly robust to out-of-distribution data in the datastore and maintains its performance even when more domains are added. This is different from the parametric models where adding more domains typically hurts performance on individual domains (Oren et al., 2019; Chowdhery et al., 2022; Xie et al., 2023).

Finally, we report results in a global hyper-parameter setting where our multi-domain datastore does not assume the availability of any validation samples. The model still achieves comparable performance to the single-domain oracle datastore, indicating its generalization capability even when there is no prior information about the test data, e.g., when the test data is provided on-the-fly.

**Multi-domain datastore outperforms single-domain oracle when the evaluation domain is not in the datastore.** When the evaluation domain is not included in the datastore (the bottom block of Table 2), using the multi-domain datastore generally achieves lower perplexity compared with both the LM and the single-domain oracle. The results indicate that the unseen domain is likely to benefit from multiple domains in the datastore, and constraining the datastore to a single domain hurts performance. Nonetheless, the gains brought by are relatively small, e.g., up to 13%, compared to up to 66% on domains that are included in the datastore. Generalizing to domains that are not explicitly included in the datastore is an open problem for future work.
5 Conclusion

In this work, we demonstrate the promise of constructing a generic datastore that performs comparably to a single in-distribution datastore and generalizes to unseen domains. Furthermore, we illustrate that a multi-domain datastore does not require specific information about the test domain to identify which data to use, as long as it includes in-domain data. Together, our results show that kNN-LM is highly robust at out-of-distribution generalization and can effectively target many domains at once, without the oracle domain knowledge assumptions included in previous work.
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Supplementary Material

A Details in Methodology

Approximation in single-domain kNN-LM. Computing the full distribution $P_{kNN}$ with large $D$ is very expensive. Therefore, most work uses an approximation using the nearest neighbor search index (henceforth called index). An index takes an input vector $x$ and returns $k$ number of tuples, $(i_1, \text{dist}(d_{i_1}, x)), \cdots, (i_k, \text{dist}(d_{i_k}, x))$, denoted as $\mathcal{N}(x|D)$, where $i_1 \cdots i_k = \arg\min_{1 \leq i \leq N} \text{dist}(d_i, x)$. Then, $P_{kNN}(y|x_1 \cdots x_n; D)$ is computed as:

$$
\sum_{(i,d) \in \mathcal{N}(\text{Enc}(x_1 \cdots x_n)|D)} \cdot \exp(-d/\tau)
\sum_{(i,d) \in \mathcal{N}(\text{Enc}(x_1 \cdots x_n)|D)} \exp(-d/\tau)
$$

Constructing multi-domain kNN-LM. When there are $M$ datasets under multiple domains: $D_1 \cdots D_M$, a naive method is to consider a union of datasets $D = \bigcup_{1 \leq m \leq M} D_m$ and use the method that is the same as a single-domain kNN-LM. This was used in prior work that explores a multi-domain datastore (Khandelwal et al. [2021], Huang et al. [2023]). However, adding or removing the domain in the datastore requires a reconstruction of an entirely new index, which can be expensive.

Instead, we construct the multi-domain datastore by re-using the index constructed for each domain data and aggregating the results during run-time. Formally, $P_{kNN}(y|x_1 \cdots x_n; D_1 \cdots D_M)$ is defined as:

$$
\sum_{1 \leq m \leq M} \sum_{(i,d) \in \mathcal{N}(\text{Enc}(x_1 \cdots x_n)|D_m)} \cdot \exp(-d/\tau)
\sum_{1 \leq m \leq M} \sum_{(i,d) \in \mathcal{N}(\text{Enc}(x_1 \cdots x_n)|D_m)} \exp(-d/\tau)
$$

This offers more flexibility: adding or removing the domain data does not require reconstructing the index, and any update in the $m$-th domain data only requires updating the $m$-th index while the rest of the indices can remain the same. This allows us to efficiently study the effect of different compositions of the datastore at scale, at the cost of increasing the time required for the nearest neighbor query (since we query each domain separately).

B Evaluation Setup

Table 3: Composition of our 5B multi-domain datastore.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Github</th>
<th>Wikipedia</th>
<th>CC News</th>
<th>Books3</th>
<th>NIH ExPorter</th>
<th>Amazon</th>
<th>Enron Emails</th>
<th>MIMIC III</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Tokens</td>
<td>1000M</td>
<td>1000M</td>
<td>400M</td>
<td>1000M</td>
<td>100M</td>
<td>1000M</td>
<td>50M</td>
<td>500M</td>
</tr>
</tbody>
</table>

Details in eight domains included in the datastore. We first take five domains from the Pile: the Github codes, grant abstracts from the NIH ExPorter, English Wikipedia articles, the Books3 (Presser 2020), and emails from Enron Emails (Klimt & Yang 2004). Additionally, we consider news articles from CC-News (Mackenzie et al. 2020), Amazon product reviews from He & McAuley (2016), and clinical notes from MIMIC-III (Johnson et al. 2016). This choice was made following Min et al. (2023a).

For each domain, we randomly sample up to 1B tokens from the training set to build the datastore. The composition of the 5B multi-domain datastore is provided in Table 3. For the single-domain baseline, we take each column as one single-domain datastore.

Evaluation metrics. We report language modeling perplexity as the evaluation metric. We merge all text into one stream of text and split them into batches with a maximum sequence length of 1,024 and a sliding window of 512, a setup that is standard in prior language modeling literature (Baevski & Auli 2019, Khandelwal et al. 2020b).

Hyperparameter search. When we use the same set of hyperparameters for all evaluation domains, we choose the hyperparameters based on the average performance of the domains included in the datastore. The chosen hyperparameters are $k = 4096, \tau = 20, \lambda = 0.5$ for the eight domains.
C Additional Results

C.1 Effect of the out-of-distribution data in the datastore

We can measure the effect of out-of-domain (OOD) data in the datastore using Enron Emails as the in-domain data and the Github as the OOD data. As shown in Figure 1a, adding OOD data to the datastore (i.e., decreasing the in-domain ratio) can negatively impact performance, albeit to a moderate extent. However, the absolute size of in-domain data is crucial to performance. Figure 1b shows that, with a fixed total number of tokens in the datastore, changing the ratio of the in-domain data can drastically improve performance.

C.2 Effect of the datastore size

We also present an ablation study on datastore size. We show the effect of multi-domain datastore size on the performance of kNN-LM in Table 4. We build another multi-domain datastore that has 3B tokens in total with up to 0.5B tokens per domain. Increasing the number of tokens of one domain in the multi-domain datastore consistently improve the corresponding performance. For example, it further decreases the perplexity of Github, Wikipedia, Books3, and Amazon when including more in-distribution tokens in the multi-domain datastore. In the 3B datastore, we keep the tokens for CC News, NIH ExPorter, Enron Emails, and MIMIC III to be the same as in the 5B datastore. We found that increasing OOD data might even help improve the kNN-LM.
Table 4: The effect of the datastore size on the performance. The 3B datastore is constructed by reducing the sizes of the domains marked “*” from 1B tokens to 0.5B tokens. Other domains that have less than 0.5B tokens maintain the same sizes.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Github*</th>
<th>Wikipedia*</th>
<th>CC News</th>
<th>Books3*</th>
<th>NIH ExPorter</th>
<th>Amazon*</th>
<th>Eron Emails</th>
<th>MIMIC III</th>
</tr>
</thead>
<tbody>
<tr>
<td>5B Datastore</td>
<td><strong>2.444</strong></td>
<td><strong>14.309</strong></td>
<td><strong>8.317</strong></td>
<td><strong>16.790</strong></td>
<td><strong>14.777</strong></td>
<td><strong>27.209</strong></td>
<td><strong>6.524</strong></td>
<td>6.747</td>
</tr>
</tbody>
</table>