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Abstract

Adjusting the outdated behaviors of large langu-001
gae models (LLMs) after deployment remains002
a significant challenge. It motivates the model003
editing research, which is however mainly ex-004
plored in a restricted task form with triplet-005
based edit requests. Some recent works have006
initiated a transition to a more practical and007
unified editing task that takes free-form text008
as edit requests. However, there is gaps in nu-009
anced benchmark designs and re-evaluation of010
existing methods. To bridge the gaps, we in-011
troduce a multi-level benchmark for free text012
model editing (MULFE). The benchmark cate-013
gorizes probe queries into three levels of gen-014
eralization, ranging from basic literal memory015
to deeper understanding and reasoning. Based016
on the benchmark, we conduct extensive exper-017
iments across various base models, edit sizes,018
and editing methods, including adaptations of019
mainstream locate-and-edit and hypernetwork020
methods. The results highlight the inconsistent021
behaviors of edited models on different gener-022
alization levels. Higher level of generalization023
is still difficult for current methods. Based on024
the findings, we propose SIDE, a simple yet025
effective method based on in-context distilla-026
tion to enhance the generalization performance.027
The benchmark and baseline methods will be028
publicly available for facilitating further study.029

1 Introduction030

Large Language Models (LLMs) have showcased031

impressive capabilities in comprehending and gen-032

erating human language, as well as vast parametric033

knowledge obtained from large corpora (Petroni034

et al., 2019; AlKhamissi et al., 2022). However,035

as new information keeps emerging, adjusting the036

outdated behaviors of LLMs after deployment re-037

mains a significant challenge. Unlike humans, who038

can naturally assimilate new knowledge from new039

text and adjust specific aspects of their understand-040

ing, accurately and effectively updating LLMs with041

Ginny & Georgia is released on  Netflix

(a) Classic Model Editing

Probe Queries

Subject Relation Object

Ginny & Georgia is released on

Ginny & Georgia first aired on

Netflix

Edited Model
Netflix

Ginny & Georgia is an American comedy-
drama streaming television series created
by Sarah Lampert that was released on
Netflix on February 24, 2021.

(b) Free Text Model Editing

Probe Queries
Ginny & Georgia is created
by ___.

Did Ginny & Georgia premiere
before 2020?

Sarah
Lampert

Edited Model
No

Figure 1: (a) Classic task of model editing. The edit re-
quest is typically based on relational knowledge triples.
(b) Free text model editing investigated in this paper.
The edit request is a piece of free-form text.

new information is non-trivial. To tackle this, the 042

field of model editing (or knowledge editing), has 043

emerged (De Cao et al., 2021; Yao et al., 2023). 044

It focuses on methods for lightweight updates on 045

LLMs, ensuring the responses to relevant inputs 046

are modified as expected (termed “efficacy” or 047

“edit success”) while minimizing adverse effects 048

on other inputs (termed “specificity” or “locality”). 049

Previous work mainly investigates a restricted 050

form of the problem (De Cao et al., 2021; Meng 051

et al., 2022; Mitchell et al., 2022a), where the edit 052

request is expressed as a tuple of input and desired 053

output, typically based on relational knowledge 054

triples in the form of (subject, relation, object). As 055

shown in Figure 1(a), after edited with “Ginny & 056

Georgia is released on → Netflix”, the model is ex- 057

pected to give the target response “Netflix” to both 058

the edit input and its similar expressions. How- 059

ever, the practicality of such task setting remains 060
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limited, because new knowledge is often encoun-061

tered in free-form text rather than well-organized062

tuples. Therefore, some recent works (Onoe et al.,063

2023; Akyürek et al., 2023) introduce a more intu-064

itive but challenging task, which we refer to as free065

text model editing. As shown in Figure 1(b), the066

edit request is a piece of free text, and the edited067

model needs to correctly respond to various related068

probe queries. Despite previous works have ini-069

tiated such a transition to a more practical task070

form, there are notable gaps in benchmark designs071

and evaluation. (1) Lacking nuanced benchmark072

designs: A key challenge of the task is that the073

potential queries could vary greatly in difficulty074

and rely on different abilities, ranging from literal075

reciting to implicit reasoning. However, previous076

benchmarks overlook the diversity of queries and077

lack categorization in data construction. Therefore,078

only vague overall performance is reported in the079

results, hindering in-depth diagnosis of the bottle-080

neck of methods. (2) Lacking re-evaluation of ex-081

isting methods: Many mainstream model editing082

methods rely on the triple-based input structures,083

making them not directly applicable beyond the084

classic model editing setting without adaptation.085

Therefore, these methods are rarely investigated086

in previous work. Their adaptability to free text087

model editing is largely unknown and requires com-088

prehensive re-evaluation.089

To address these gaps, we introduce a multi-level090

benchmark for free text model editing (MULFE),091

and provide comprehensive experiment results092

across various settings. Specifically, inspired by093

Bloom’s Taxonomy about cognitive levels (Bloom,094

1956) and recent knowledge analysis results on095

LLMs (Allen-Zhu and Li, 2023), we define three096

levels of generalization for the probe queries,097

ranging from the basic literal memory to deeper098

understanding. Moreover, we create additional099

fine-grained tags to further distinguish the probe100

queries. These levels and tags provide diverse di-101

mensions for analyzing editing performance. Fol-102

lowing the proposed guidelines, we construct a103

dataset with 3700 edits and 40,000 probes for the104

re-implementation of trainable editing methods,105

and manually curate a high-quality dataset with106

285 edits and 2300 probes for evaluation. Utiliz-107

ing the data, we undertake extensive model edit-108

ing experiments across various base models, edit-109

ing sizes and editing methods. To accommodate110

mainstream locate-and-edit methods and hyper-111

network methods in the experiments, we explore112

re-implementations and edit simplification strate- 113

gies. Our empirical findings highlight the inconsis- 114

tent behaviors of edited models on different levels. 115

Higher-level generalization remains a significant 116

challenge to current methods. Based on the find- 117

ings, we propose a simple yet effective method 118

SIDE, which incorporates question generation and 119

in-context distillation, largely improving the per- 120

formance of higher generalization levels. 121

We summarize the contribution as follows. 122

• We introduce MULFE, a multi-level bench- 123

mark for free text model editing. It contains 124

a high-quality evaluation dataset with 285 ed- 125

its and 2300 manually curated probe queries. 126

The queries are categorized into three gener- 127

alization levels and annotated with tags for 128

multi-dimensional analysis. Besides, a train- 129

ing dataset with 3700 edits and 40,000 queries 130

is presented for developing editing methods. 131

• We present extensive experiment results and 132

analyses across different base models, edit- 133

ing sizes, and editing methods. The methods 134

include the variants of fine-tuning as well as 135

mainstream locate-and-edit and hypernetwork 136

methods with necessary adaptation. 137

• Based on the best practices in the experiments, 138

we propose a simple yet effective method 139

SIDE, which incorporates question generation 140

and in-context distillation training, serving as 141

a strong baseline for future study. 142

2 Related Work 143

2.1 Model Editing Methods 144

In the narrow sense, model editing methods should 145

update the model weights. The methods typically 146

include the variants of fine-tuning which directly 147

update the model weights (Zhu et al., 2020; Sinitsin 148

et al., 2020; Hu et al., 2022), hypernetwork-based 149

methods which train a hypernetwork to update the 150

model weights (Sinitsin et al., 2020; De Cao et al., 151

2021; Hase et al., 2023; Mitchell et al., 2022a; Tan 152

et al., 2023), and locate-and-edit methods which 153

selectively update the model weights based on the 154

knowledge mechanism analysis (Dai et al., 2022; 155

Meng et al., 2022, 2023; Ma et al., 2023). Recently, 156

there is also a family of methods that tackle the 157

knowledge editing task with additional parameters 158

or memory components (Mitchell et al., 2022b; 159

Huang et al., 2023). Retrieval-augmented methods 160

2



can also be considered as one of them (Gao et al.,161

2023; Ovadia et al., 2023). Although these methods162

are valuable alternatives in real-world applications,163

they fundamentally change the model or system164

architecture and thus have different outcomes. In165

this paper, we mainly investigate the model edit-166

ing methods in the narrow sense, leaving the other167

methods to future work.168

2.2 Benchmarks for Model Editing169

Model editing is a rapidly developing area with170

constantly improved benchmarks. Most of them171

are created based on knowledge triples (De Cao172

et al., 2021; Meng et al., 2022). To more com-173

prehensively study the performance of knowledge174

editing, there is a recent trend to create benchmarks175

for special topics such as time-series knowledge176

editing (Dhingra et al., 2022; Yin et al., 2023),177

cross-lingual knowledge editing (Wu et al., 2023;178

Wang et al., 2023a,b), and multi-hop generaliza-179

tion (Zhong et al., 2023; Cohen et al., 2023). In180

this paper, we focus on the free text model edit-181

ing task, which presents practical challenges for182

this research area. The closest works to this pa-183

per include Onoe et al. (2023) and Akyürek et al.184

(2023). Compared with them, our work creates185

larger datasets with more detailed categorization,186

facilitating a more comprehensive evaluation of187

different methods.188

3 Free Text Model Editing189

3.1 Task Definition190

Formally, provided with an edit request expressed191

in free-from text, a model with pretrained param-192

eters θ is updated with a certain editing method,193

which results in an edited model in the same ar-194

chitecture with new parameters θ′. A set of probe195

queries (abbreviated as probes) are then used to196

test whether the edited model satisfies the desired197

editing criteria. Specifically, each probe is a pair of198

a knowledge-intensive question and a target answer,199

denoted as (q, a). The edited model is expected to200

assign high probability to a when providing q as the201

input. There are two kinds of probes corresponding202

to different criteria. Efficacy probes are based on203

the information conveyed in the edit request, test-204

ing whether the model successfully internalizes the205

new information. Specificity probes are based on206

the knowledge that the model has learned during207

pretraining, testing whether the editing procedure208

has undesired damage on previous knowledge.209

3.2 Metrics 210

To quantify how well the edited model behaves in 211

terms of efficacy and specificity, the corresponding 212

subsets of probes are evaluated on two base metrics: 213

Exact-Matching Accuracy (EM) and Per-Token 214

Perplexity (PPL). The metrics are formally given 215

as follows. 216

EM =

∑
(q,a)∈P 1{argmaxypθ′(y|q) = a}

|P|

PPL = exp

(
−
∑

(q,a)∈P log pθ′(a|q)∑
(q,a)∈P Tokens(a)

)
(1) 217

where P is a probe set, pθ′(y|x) represents the con- 218

ditional probability predicted by the edited model, 219

argmaxypθ′(y|q) means the greedy search result 220

given q as the input, 1 denotes the indicator func- 221

tion, and Tokens(a) is the token quantity in a. 222

Intuitively, a larger EM metric and a smaller PPL 223

metric signal better performance. EM directly indi- 224

cates the model’s ability to precisely generate the 225

target answer and can be compared across differ- 226

ent base models. PPL provides a more nuanced 227

reflection of the answer uncertainty while it is not 228

comparable across different base models. 229

4 MULFE Benchmark 230

4.1 Overview 231

As illustrated in Figure 2, an editing instance of 232

MULFE includes three key components: the edit 233

request, multi-level efficacy probes, and specificity 234

probes. In the following sections, we will first 235

introduce the multi-level designs and data curation 236

procedure of the efficacy probes, and then describe 237

the construction of specificity probes. 238

4.2 The Levels of Efficacy Probes 239

Intuitively, a successful edit should result in not 240

only the direct memorization of the original text 241

but also good generalization on a variety of relevant 242

questions. To provide more analytical dimensions, 243

we define three levels of generalization as follows. 244

• Level 1: The probe questions are clozes to 245

complete the fragments that appears in the 246

original text. At this level, the edited model 247

needs to memorize the surface form of new 248

information, achieving the completion of par- 249

tial content. For example, the level-1 probe in 250

Figure 2 directly comes from the beginning of 251

the edit request text. 252
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  Multi-Level Efficacy Probes: 

Edit: (New Infomation Text)
May 13, 2022 - Mohamed bin Zayed Al Nahyan
is elected as the 3rd president of the United
Arab Emirates by the Federal Supreme Council
following the death of Khalifa bin Zayed Al
Nahyan a day earlier.

Question: Who was elected
as the 3rd president of the United
Arab Emi-rates on May 13, 2022?
Answer: Mohamed bin Zayed Al
Nahyan

Question: Mohamed bin Zayed Al
Nahyan is elected as the 3rd presi-
dent of ___.
Answer: the United Arab Emirates

Level 1 - Reciting fragments of
the source text

  Specificity Probes:
Question: Who replaced Iraqi
President Ahmed Hassan al-
Bakr in July 1979?
Answer: Saddam
Factual questions that the model
correctly answers before editing

Question: 
What event led to Mohamed bin
Zayed Al Nahyan's election as the
3rd president of the UAE?
Answer: The death of Khalifa bin
Zayed Al Nahyan
Tags: 

Level 2 - Tackling questions which
involves paraphrases of the text

Level 3 - Reasoning or summarizing
based on the information

Cause Extraction

Remember Understand

Figure 2: The illustration of an instance in MULFE. The edit request is a piece of text with new information. The
specificity probes test how whether the previous knowledge of the model is reserved. The multi-level efficacy probes
test how well the model internalize the new information, ranging from basic remembering to deeper understanding.

• Level 2: The probe questions include simple253

synonymous variants or paraphrases of the254

original text. At this level, the edited model255

needs to understand the linguistic transforma-256

tion of the new information. For example, the257

level-2 probe in Figure 2 is based on the first258

half of the text.259

• Level 3: The probe questions require addi-260

tional reasoning and summarizing ability. At261

this level, the model needs to have deeper un-262

derstanding and reasoning based on the new263

information. For example, the level-3 probe in264

Figure 2 asks to extract the cause of the event.265

The design is inspired by the Bloom’s Taxon-266

omy (Bloom, 1956), which describes different267

cognitive levels of educational learning objectives.268

However, considering the nature of LLMs, our cat-269

egorization focuses on the basic remembering and270

understanding. For ease of differentiation, we set271

only three levels. As a result, there could be a272

variety of probes with different characteristics clas-273

sified as level 3. For more fine-grained categoriza-274

tion, we provide a series of informal tags for the275

level-3 probes, indicating the type of answers they276

ask for or some featured issues they may related to,277

such as Reversal Curse (Berglund et al., 2023) and278

Partial Retrieval (Allen-Zhu and Li, 2023). Refer279

to Appendix A.1 for more details.280

4.3 Data Collection and Curation 281

To construct the editing data, we first collect a set 282

of text snippets as the edit requests. For evaluation 283

data, to align with the domain of previous work, we 284

reuse the edit requests in Entity Inference (Onoe 285

et al., 2023) and DUNE (Akyürek et al., 2023), 286

which mainly consist of entity and event descrip- 287

tions from recent Wikipedia pages. Additionally, 288

we collect 3700 snippets from Wikipedia as the 289

edit requests for the training dataset. For each re- 290

quest, we utilize GPT-4 to generate efficacy probes 291

of the three levels. After that, we manually curate 292

the evaluation data to ensure the quality of probes. 293

Refer to Appendix A.2 and A.3 for more details. 294

4.4 Dynamic Specificity Probes 295

Previous work usually applies a fixed set of speci- 296

ficity probes. However, if the base model has little 297

of the corresponding knowledge, the numerical re- 298

sult of specificity could be low and insensitive to 299

the editing process. Ideally, the specificity probes 300

should be related to the knowledge previously en- 301

coded in the model. Therefore, in MULFE, the 302

specificity probes are dynamically constructed for 303

each base model, ensuring that it has already mas- 304

tered the knowledge and yields 100% EM accu- 305

racy. Specifically, we evaluate the base models on 306

TriviaQA (Joshi et al., 2017) and collect the QA in- 307

stances that can be robustly answered. In this way, 308
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Dataset Edit Request Efficacy Probes Probes/Edits

Onoe et al. (2023) 85 85 1
Akyürek et al. (2023) 200 1000 5

Mulfe (Evaluation) 285 2300 8.1
- Level 1/2/3 285 436/910/954 1.5/3.2/3.3

Mulfe (Training) 3700 40000 10.8

Table 1: The statistics of MULFE and similar datasets.

we sample 400 specificity probes for each model.309

Refer to Appendix A.4 for more details.310

4.5 Dataset Summary311

The statistics of datasets are shown in Table 1.312

MULFE combines the wiki-styled edit requests in313

Onoe et al. (2023) and Akyürek et al. (2023), con-314

tains larger size of manually curated efficacy probes315

with fine-grained categorization, and provides ad-316

ditional training dataset for method development.317

5 Experiment Setup318

5.1 Editing Methods319

In experiments, we evaluate four groups of methods320

on MULFE, which are briefly described as follows.321

Non-Editing We present Before-Editing to show322

the performance of unedited base models. Also, we323

include a baseline that provides the edit request in324

the context before each probe, denoted as Edit-325

In-Context. It works in a way similar to reading326

comprehension. Although it is actually not an edit-327

ing method, it can show what gains are achievable328

when the ground truth edit is provided.329

Fine-Tuning We evaluate standard fine-tuning,330

fine-tuning single layer, and LoRA (Hu et al., 2022).331

As the performance is highly dependent on the332

hyper-parameter setting, we set a threshold condi-333

tion for the specificity (EM > 90%) and report334

the best efficacy in the main results, leaving the de-335

tailed analysis of hyper-parameters in Section 6.2.336

Locate-and-Edit Two representative locate-and-337

edit methods, ROME (Meng et al., 2022) and338

MEMIT (Meng et al., 2023), are evaluated in the339

experiments. Note that these methods are devel-340

oped for triple-based editing. We will describe how341

we apply them to free text model editing with edit342

simplification strategies in Section 5.2.343

Hypernetwork We evaluate MEND (Mitchell344

et al., 2022a), a state-of-the-art hypernetwork-345

based editing method in the experiments. MEND346

is a trainable method. Therefore, besides reusing347

the original MEND checkpoints, we additionally 348

implement a MEND variant using the training data 349

of MULFE, which is denoted as MEND-MULFE. 350

5.2 Beforehand Edit Simplification 351

To reuse classic editing methods in free text model 352

editing, a straightforward way is to simplify the 353

free text edit request into a list of triple-based edit 354

requests before applying the editing, while there 355

could be a loss of information. We refer to the pro- 356

cedure as simplification. In this paper, we examine 357

several possible simplification strategies. 358

OpenIE Extracting open-domain relation triples 359

from text is a classic NLP task, termed OpenIE. In 360

this work, we utilize two OpenIE tools, Stanford- 361

OpenIE (Angeli et al., 2015) and DOCoR(Yong 362

et al., 2023), to extract triples from the edit request 363

text. After that, the triples are converted according 364

to the edit requests format of classic edit methods. 365

Question Generation Another way to break 366

down the text into factual tuples is question genera- 367

tion (QG). We use LMQG (Ushio et al., 2023) to 368

generate QA pairs with two strategies. The first one 369

is to directly generate QA instances with an end-to- 370

end QG model. We denote the strategy as E2EQG. 371

The second strategy is to extract all entities from 372

the text as answers and generate the correspond- 373

ing questions. We denote the strategy as NERQG. 374

Finally, we extract entities from the questions and 375

convert the results into triple-based edit requests. 376

5.3 Other Implementation Details 377

Following the common practice in model editing 378

research, in each round we edit the model with 379

one edit request, and evaluate the model on the 380

corresponding efficacy probes and all the speci- 381

ficity probes. After all edit requests are tested, we 382

summarize the results according to the metrics in 383

Equation 1. Besides the single edit setting, We also 384

discuss the results of batch editing in Section 6.4, 385

i.e. editing the model with a batch of edit requests 386

simultaneously. 387

To investigate the impact of base language mod- 388

els, we test GPT2-XL (1.5B), GPT-Neo (2.7B), 389

GPT-J (6B), and LLaMA2 (7B) in the experiments. 390

These models have different sizes and are widely 391

used in previous model editing research. For the 392

sake of simplicity, we mainly report the results of 393

GPT-J, and specifically discuss the impact of base 394

models in Section 6.5. Refer to Appendix B for 395

hyper-parameter settings and other details. 396
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Edit Level 1 Level 2 Level 3 Overall Efficacy Specificity
PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓

Before-Editing 17.62 8.49 22.52 7.25 30.21 6.49 28.08 7.17 27.93 100.00 1.82
Edit-In-Context 1.24 85.32 1.51 70.33 1.79 38.74 3.22 60.06 2.29 85.34 1.95

FT (Full Model) 1.00 76.15 2.00 52.75 3.36 23.66 4.98 45.11 3.74 90.66 1.85
FT (LoRA) 1.01 67.66 2.18 47.03 3.91 23.25 6.12 41.07 4.42 90.57 1.73
FT (Single Layer) 1.00 74.08 2.06 48.02 3.60 19.39 6.01 41.09 4.21 92.70 1.76

MEMIT (w/ Sim.) 17.64 20.41 15.38 18.02 16.97 18.13 18.67 18.52 17.49 99.66 1.80
ROME (w/ Sim.) 22.68 19.95 20.36 22.09 20.07 18.97 29.67 20.39 24.15 98.07 1.82
MEND (w/ Sim.) 19.80 26.15 13.93 27.25 14.40 22.96 32.42 25.26 20.95 86.02 2.04

MEND-MULFE 2.31 52.52 3.75 36.92 5.23 26.73 6.28 35.65 5.42 96.99 1.84
SIDE (Section 7) 1.03 73.17 1.93 59.56 2.23 35.95 3.66 52.35 2.75 90.51 1.67

Table 2: Overall comparison of different editing methods on GPT-J model (FT=Fine-Tuning, Sim.=Simplification,
Edit PPL=Perplexity on edit request). The best and second-best results are highlighted with Bold and Underline
respectively. The results of fine-tuning are obtained under a specificity threshold condition (EM > 90%).

6 Results397

6.1 Overall Results398

Table 2 shows the overall comparison of differ-399

ent editing methods with the best hyper-parameter400

settings and simplification strategies. The main401

observations include: (1) Edit-In-Context is signif-402

icantly ahead in terms of efficacy, indicating that403

the model excels in utilizing information provided404

in the context but struggles to internalize the in-405

formation as parameters. Meanwhile, irrelevant406

context could disturb the behavior of the model,407

resulting in the damage of specificity. (2) With408

proper hyper-parameter settings, fine-tuning can409

bring efficacy gains on all three generalization lev-410

els. Nevertheless, there is a significant difference411

among different levels. Level 1 has much more412

gains than level 3, indicating that the editing is413

mainly helpful for the surface memory. (3) With414

edit simplification, MEMIT, ROME, and MEND415

are successfully adapted to free text model editing.416

However, they also suffer from the information loss417

in the simplification procedure. As a result, their418

efficacy gains are small and similar on different419

levels. This is quite different from the outcome420

of fine-tuning. (4) Utilizing the MULFE training421

dataset, MEND-MULFE shows better performance422

than the original MEND checkpoint. Besides, our423

method SIDE (described soon in Section 7) largely424

improves the efficacy on higher generation levels.425

6.2 Fine-Tuning with Different Settings426

Efficacy-Specificity Trade-Offs Generally, We427

want the edited model to perform well in both effi-428
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Figure 3: The efficacy-specificity curve of EM scores.

cacy and specificity. However, the metrics actually 429

exhibit mutual restraint, and the hyper-parameters 430

setting of fine-tuning could largely influence their 431

balance. Therefore, we try different settings and 432

show the trade-offs curve in Figure 3. The main 433

findings include: (1) When increasing the fine- 434

tuning extent (i.e. larger learning rate or steps), 435

the result point tends to move towards the upper 436

left direction (better efficacy and worse specificity). 437

(2) However, the efficacy of level 3 first rises and 438

then falls. It indicates fine-tuning can improve 439

higher-level generalization at first, but the damage 440

to the model’s ability gradually becomes dominant. 441

Therefore, both the specificity and higher-level gen- 442

eralization are impacted. (3) Result points of most 443

other editing methods are close to or below the 444

curve. Therefore, they have no significant advan- 445

tage compared to fine-tuning with proper hyper- 446

parameters. 447
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Figure 4: The EM scores of fine-tuning a single layer.

Level 1 Level 2 Level 3 Overall Specificity

MEMIT+SOIE 14.68 8.24 8.70 9.65 99.72
MEMIT+DOCoR 23.17 11.21 9.01 12.57 99.88
MEMIT+E2EQG 17.66 19.34 13.63 16.65 99.79
MEMIT+NERQG 20.41 18.02 18.13 18.52 99.66

MEND+SOIE 13.30 7.69 7.43 8.65 85.77
MEND+DOCoR 27.52 17.91 10.26 16.56 98.84
MEND+E2EQG 24.08 26.37 15.39 21.38 95.06
MEND+NERQG 26.15 27.25 22.96 25.26 86.02

Table 3: The EM score comparison of different simplifi-
cation strategies. (SOIE=Stanford-OpenIE)

Single Layer Fine-Tuning Figure 4 depicts the448

results of fine-tuning a single layer of GPT-J. Dif-449

ferent layers vary in the potential to accommodate450

new knowledge varies among. Updating earlier lay-451

ers does not bring much efficacy gains and largely452

damages the specificity. Better efficacy results are453

obtained by updating the middle later layers. How-454

ever, there are slight differences among different455

levels of probes. For example, the best layer for456

level 1 is earlier than the best layer for level 3.457

6.3 Methods with Edit Simplification458

We show the performance of MEMIT and MEND459

with different simplification strategies in Table 3.460

QG-based strategies (E2EQG and NERQG) per-461

form betters than OpenIE-based strategies (SOIE462

and DOCoR). We conjecture that QA pairs could463

retain more information from the edit request. Due464

to the same reason, NERQG is more effective than465

E2EQG. As NERQG ensures a question for each466

mentioned entity, it produces QA pairs with richer467

knowledge.468

6.4 Batch Editing469

In this section, we discuss the results of editing470

the model with multiple edit requests, i.e. the471

batch editing setting. The results are shown in472

Figure 5. As the edit batch size increases, there473

are significant differences between different meth-474

ods. The efficacy of fine-tuning with fixed steps475
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Figure 5: The EM scores of batch editing.

gradually decreases, while the specificity tends to 476

stabilize. MEMIT is specially designed for batch 477

editing, it shows the most stable performance with 478

slight degradation in specificity. It surpasses fine- 479

tuning in level 3 when the edit size is larger than 20. 480

MEND shows remarkable a performance decrease, 481

resulting in near-zero efficacy and specificity for 482

larger edit sizes. In general, batch editing remains 483

a significant challenge for free text model editing. 484

6.5 The Impact of Base Model 485

In Figure 6, We report the best editing perfor- 486

mance on different base models, in comparison 487

with the performance of Before-Editing and Edit- 488

In-Context. For most models, Edit-In-Context re- 489

marks the upper bound of performance. GPT2-XL 490

is an exception because of its weaker context uti- 491

lization ability. Besides, model editing methods 492

can reach or surpass the performance of Edit-In- 493

Context in level 1, but there is always a gap in level 494

3. The finding is consistent for different models, 495

which highlights that higher-level generalization is 496

a significant challenge for free text model editing. 497

6.6 Cases Study 498

Figure 7 shows the tags with the high or low EM 499

scores (obtained by fine-tuning GPT-J), as well as 500

corresponding cases. In general, the edited model 501

is better at recalling named entities that appears in 502

the edit request, and it does well on partial retrieval, 503

e.g. recalling a specific part of the location infor- 504

mation. Meanwhile, the edited model struggles on 505

recalling causal information, type information, and 506

conducting reverse query, e.g. recalling a person 507

7
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Tags of Strength

Nation
Extraction

Time
Extraction

Partial Location
Information

Partial
Information

Tags of Weakness

Cause
Extraction

Reverse
Query

Type
Extraction

Purpose
Extraction

The East Canyon Fire was a wildfire
burning in La Plata and Montezuma
Counties in Colorado in the United
States.
Question: In which state did the East
Canyon Fire burn?
Answer: Colorado
Tags: Partial Location Information

February 5, 2022 - The United States
Federal Bureau of Investigation pub-
lishes religious leader Apollo Quiboloy
as one of the most wanted list ......
Question: Which religious leader was
placed on the FBI's most wanted list
on February 5, 2022?
Answer: Apollo Quiboloy
Tags: Reverse Query

Figure 7: The tags with the high or low EM scores and
their cases. We omit the tags with less than 15 cases.

through its description.508

7 SIDE: Simplification and In-context509

Distillation Editing510

The empirical results show the effectiveness of511

Edit-In-Context. The method does not edit the512

model, but it has the potential to serve as a teacher513

model for knowledge distillation (Hinton et al.,514

2015; Snell et al., 2022). Hence, we combine it515

with our best practices in edit simplification, and516

propose a simple yet effective method SIDE for517

free text model editing.518

Method First, as did in the NERQG strategy, we519

extract the entities that appears in the edit request520

and generate a series of QA pairs. Then, we train521

the model with both the language modeling objec-522

tive and the knowledge distillation objective. Con-523

ditioned on a QA pair (q, a) and an edit e, we524

obtain the teacher distribution pt(·|q) as follows.525

log pt(·|q) = (1 + λ) log pθ(·|q, e)− λ log pθ(·|q)526

where pθ is the probability distribution predicted527

by the unedited model, and λ is a coefficient for528

emphasizing context information. We update the 529

model parameter θ′ with the following loss. 530

Ltotal = (1− α− β)Le + αLsoft + βLhard 531

where Le is the language modeling loss on the edit 532

request e, Lsoft = KL (pt(·|q) ∥ pθ′(·|q)) is the 533

soft target loss (KL-divergence between the student 534

and teacher distributions), Lhard = −logpθ′(a|q) 535

is the hard target loss, and α, β are coefficients. 536

The losses are averaged by token in the actual train- 537

ing process. The coefficients are searched on the 538

training data of MULFE. 539

Evaluation Results We present the evaluation re- 540

sults of SIDE in Table 2 and Figure 3. The method 541

shows significant improvement in the efficacy, es- 542

pecially for level 2 and level 3 probes. We also 543

test SIDE in batch editing setting. The results in 544

Figure 5 show that the method has a similar trend 545

to basic fine-tuning but retains higher efficacy for 546

larger edit size. Therefore, SIDE can serve as a 547

strong baseline for further study. 548

8 Conclusion 549

This work presents the MULFE benchmark for free 550

text model editing and provides extensive empirical 551

results across different settings. For the take-home 552

message, we highlight the findings as follows. 553

• After editing a model with free text edit re- 554

quests, the editing efficacy could vary signif- 555

icantly on probes of different generalization 556

levels. Higher generalization levels are still 557

challenging for current methods. 558

• Current model editing methods (in narrow 559

sense) have significant gaps to the perfor- 560

mance bounds set by Edit-In-Context, indi- 561

cating there is large room for improvement. 562

• Through edit simplification, mainstream meth- 563

ods for triple-based editing can be applied to 564

free text editing. However, the pipeline could 565

lose details in the original text, resulting in 566

inferior results compared to fine-tuning. 567

Based on the findings, we propose a simple yet 568

effective method SIDE, which shows significant 569

improvement in the higher generation levels. How- 570

ever, much work is needed for an all-round solution. 571

To sum up, Free text model editing is a practical but 572

largely unsolved task. The evaluation benchmark 573

and baseline methods proposed in this paper can 574

facilitate further work in this field. 575
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9 Limitations576

This work has limitations in data construction and577

editing methods, which are described as follows.578

(1) This work focuses on free text model editing,579

where the edit request is expressed in free-form580

text. This formulation could cover a diverse range581

of editing scenarios with various text styles. How-582

ever, for the convenience of data collection and pro-583

cessing, we focus on short Wikipedia-styled texts584

of approximately two sentences in length as the585

source of edit requests. (2) This works mainly uti-586

lizes public Wikipedia corpus, pre-existing datasets,587

and AI generation in data construction. We have588

excluded potentially offensive text in the evalua-589

tion data through manual curation. But we do not590

carefully check the training dataset. (3) Model edit-591

ing could be categorized as different operations592

such as adding, erasing and updating. This pa-593

per mainly involves the operations of adding and594

updating but does not make careful identification.595

(4) The boundaries of the proposed three levels596

are not very strict. There could be misclassifica-597

tion in the dataset. Also, there could be a more598

nuanced categorization scheme, but we do not fur-599

ther explore that due to the complexity. (5) We600

only investigate model editing methods in a narrow601

sense, i.e. directly modifying the model weights602

without structure changing. Methods of increasing603

the model structure or utilizing external memory604

components are excluded in this work. (6) The605

proposed method SIDE still suffers from the degra-606

dation in large batch editing, and also requires large607

memory usage as it is a variant of fine-tuning.608
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A Details of MULFE798

A.1 Levels and Tags799

We have defined the generalization levels in Sec-800

tion 4.2. Here we highlight some details.801

All questions for level 1 are clozes. If filling the802

blank in clozes with the correct answer, the result-803

ing sentences either exactly appear in the original804

text, or have only capitalization or punctuation dif-805

ferences with the original text. Level 2 and level806

3 can have both cloze-styled questions and normal807

wh-questions.808

In terms of the fine-grained tags for level 3, it is809

difficult to design a comprehensive and complete810

taxonomy system for the reasoning types before-811

hand. Therefore, we propose a informal tagging812

guideline. Specifically, we firstly consider if the813

answer can be directly extracted from the original814

text. If so, we identify which types of elements or815

properties are asked in the questions, such as time,816

location, status, reason, etc. If not, we identity what817

kind of inference are required by the questions,818

such as counting, comparison, opinion inference,819

etc. Besides, we consider a list of featured issues820

in recent knowledge analysis research for language821

models, such as multi-hop problem, coreference,822

reverse curse and partial retrieval.823

During the probe generation procedure, we also824

ask GPT-4 to generate tags for the probes. During825

the manual curation procedure, we edit the tags826

according to our guidelines. Therefore, the tag827

lists are gradually updating. Finally, we summarize828

all annotated tags and reorganize them, merging829

synonymous ones and removing ambiguous ones.830

A.2 Collecting Edits and Generating Probes831

We first collect wikipedia-styled short texts as edit832

requests. For evaluation data, we reuse the edit833

requests in Entity Inference (Onoe et al., 2023) and834

DUNE Akyürek et al. (2023), which mainly consist835

of entity and event descriptions from Wikipedia.836

We use these edit requests to create the evaluation837

data. Additioally, we collects the first two sen-838

tences of 3700 Wikipedia pages from before 2022839

as the edit requests of the MULFE training dataset.840

For each request, we utilize GPT-4 to generate841

10 ∼ 20 efficacy probes of the three levels in JSON842

format. In the prompt template, we provide an843

instruction which describes the requirements and 844

examples of each level and emphasizes that the 845

questions should be unambiguous and answerable 846

without the context. The template is shown in Ex- 847

ample 1. We omit the examples of probes in the 848

template, and $edit is replaced with the content of 849

the edit request. 850

A.3 Manual Curation 851

After the collection of efficacy probes, we manu- 852

ally curate the evaluation data to ensure the qual- 853

ity. Specifically, we first remove undesired probes, 854

which include probes that are not answerable with- 855

out context (e.g. “What is his purpose?”), probes 856

that irrelevant to the edit request, probes with too 857

broad answer spaces, and probes that GPT-4 gives 858

wrong answers. Secondly, we revise whether the 859

automatically generated level is correct according 860

to the proposed standard and manually edit the fine- 861

grained tags for level-3 probes. 862

A.4 Dynamic Specificity Probes 863

In previous work, a fixed set of specificity probes 864

are used. However, if the base model have little 865

of the corresponding knowledge, the numerical re- 866

sult of specificity could be low and insensitive to 867

the editing process. Ideally, the specificity probes 868

should be related to the knowledge previously en- 869

coded in the model. Therefore, in MULFE, the 870

specificity probes are dynamically constructed for 871

each base model, ensuring that it has already mas- 872

tered the knowledge and yields 100% EM accuracy. 873

Specifically, we evaluate the base model on the 874

“wikipedia nocontext” subset of TriviaQA (Joshi 875

et al., 2017) and collect the QA instances that the 876

model correctly answered. As the dataset is based 877

on the facts that appeared before 2017, most of 878

mainstream LLMs have seen relevant corpora. To 879

ensure the robustness, for each instance we evaluate 880

the model with three different zero-shot prompts. 881

An instance is chosen as specificity probe only if it 882

is correctly answered with all the prompts. For each 883

model in experiments, we sample 400 specificity 884

probes in this way. 885

A.5 Data Example 886

We show a data example in Example 2. For the 887

same edit, we show the edit simplification results 888

generated by Stanford-OpenIE, DOCoR, E2EQG 889

and NERQG respectively in Example 3-6. 890
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[System]
Based on the given text , create a list of clozes (using the underline "___" as the

mask) or questions of different difficulty levels. Level 1 should be based on
some exact fragments of the source text. Level 2 include simple synonymous
variants or paraphrases of the original text. Level 3 requires some reasoning or
summarizing processes based on the original text. Note that the clozes or

questions should be unambiguous and answerable without the context. You should
also provide the correct answer as well as specific tags to indicate the
question type. The answer MUST be short phrases rather than a full sentence.
Your response should follow this JSON format.

‘‘‘
{" probes ":[

{
"query": "...", # A cloze or question
"answer ": "...", # The correct answer
"level ":"1", # Difficulty level: 1, 2, 3
"tag ":["..."]

},
{

... # More instances
}

]}
‘‘‘

[User]
Create 6 clozes and questions based on the text:

January 2, 2022 - Abdalla Hamdok resigns as Prime Minister of Sudan amid deadly
protests.

[Assistant]
{" probes ":[

... # Six Probes
]}

[User]
Create several clozes or questions based on the text:

$edit

Example 1: The prompt template for generating probes.
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...,
{

"edit": "Warrior Nun is an American fantasy drama streaming television series
created by Simon Barry based on the comic book character Warrior Nun Areala
by Ben Dunn.",

"id": "mulfe_test_ei_42",
"probes ": [

{
"query": "___ Nun is an American fantasy drama streaming television series

.",
"answer ": "Warrior",
"level": "1",
"tags": [],
"id": "mulfe_test_ei_42_0"

},
{

"query": "Warrior Nun is an American ___ drama streaming television series
.",

"answer ": "fantasy",
"level": "1",
"tags": [],
"id": "mulfe_test_ei_42_1"

},
{

"query": "Warrior Nun is based on the comic book character Warrior Nun ___
by Ben Dunn.",

"answer ": "Areala",
"level": "2",
"tags": [],
"id": "mulfe_test_ei_42_2"

},
{

"query": "Warrior Nun is created by ___ based on the comic book character
Warrior Nun Areala.",

"answer ": "Simon Barry",
"level": "2",
"tags": [],
"id": "mulfe_test_ei_42_4"

},
{

"query": "Name the series that combines elements of fantasy and drama ,
related to a nun with combat abilities.",

"answer ": "Warrior Nun",
"level": "3",
"tags": [

"Property Reverse"
],
"id": "mulfe_test_ei_42_8"

},
{

"query": "What genre does the streaming television series Warrior Nun belong
to?",

"answer ": "Fantasy drama",
"level": "3",
"tags": [

"Type Extraction"
],
"id": "mulfe_test_ei_42_9"

}
]

},
...

Example 2: A data example of MULFE.
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...,
{

"edit": "Warrior Nun is an American fantasy drama streaming television series
created by Simon Barry based on the comic book character Warrior Nun Areala
by Ben Dunn.",

"id": "mulfe_test_ei_42",
"simplification ": [

{
"prompt ": "{} is",
"input": "Warrior Nun is",
"target ": " American fantasy drama",
"subject ": "Warrior Nun"

},
{

"prompt ": "{} is",
"input": "Warrior Nun is",
"target ": " fantasy drama",
"subject ": "Warrior Nun"

},
{

"prompt ": "{} is",
"input": "Nun is",
"target ": " American",
"subject ": "Nun"

}
]

},
...

Example 3: Edit Simplification with of Stanford-OpenIE.

...,
{

"edit": "Warrior Nun is an American fantasy drama streaming television series
created by Simon Barry based on the comic book character Warrior Nun Areala
by Ben Dunn.",

"id": "mulfe_test_ei_42",
"simplification ": [

{
"prompt ": "{} is",
"input": "Warrior Nun is",
"target ": " an American fantasy drama streaming television series",
"subject ": "Warrior Nun"

},
{

"prompt ": "{} created by",
"input": "television series created by",
"target ": " Simon Barry",
"subject ": "television series"

},
{

"prompt ": "{} based on the comic book character by",
"input": "Simon Barry based on the comic book character by",
"target ": " Ben Dunn",
"subject ": "Simon Barry"

}
]

},
...

Example 4: Simplification Examples of DOCoR.
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...,
{

"edit": "Warrior Nun is an American fantasy drama streaming television series
created by Simon Barry based on the comic book character Warrior Nun Areala
by Ben Dunn.",

"id": "mulfe_test_ei_42",
"simplification ": [

{
"input": "Question: Who created Warrior Nun?\ nAnswer:",
"target ": " Simon Barry",
"prompt ": "Question: Who created {}?\ nAnswer:",
"subject ": "Warrior Nun"

},
{

"input": "Question: What comic book character was Warrior Nun Areala based
on?\ nAnswer:",

"target ": " Ben Dunn",
"prompt ": "Question: What comic book character was {} Areala based on?\

nAnswer:",
"subject ": "Warrior Nun"

},
{

"input": "Question: What is Warrior Nun?\ nAnswer:",
"target ": " American fantasy drama streaming television series",
"prompt ": "Question: What is {}?\ nAnswer:",
"subject ": "Warrior Nun"

}
]

},
...

Example 5: Simplification Examples of E2EQG.

...,
{

"edit": "Warrior Nun is an American fantasy drama streaming television series
created by Simon Barry based on the comic book character Warrior Nun Areala
by Ben Dunn.",

"id": "mulfe_test_ei_42",
"simplification ": "simplification ": [

{
"input": "Question: What nationality is Warrior Nun?\ nAnswer:",
"target ": " American",
"prompt ": "Question: What nationality is {}?\ nAnswer:",
"subject ": "Warrior Nun"

},
{

"input": "Question: Who created Warrior Nun?\ nAnswer:",
"target ": " Simon Barry",
"prompt ": "Question: Who created {}?\ nAnswer:",
"subject ": "Warrior Nun"

},
{

"input": "Question: What is the name of the comic book character in Warrior
Nun?\ nAnswer:",

"target ": " Nun Areala",
"prompt ": "Question: What is the name of the comic book character in {}?\

nAnswer:",
"subject ": "Warrior Nun"

}
]

},
...

Example 6: Simplification Examples of NERQG.
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B Details of Experiments891

B.1 Base Models892

To investigate the impact of base language mod-893

els, we test GPT2-XL (1.5B), GPT-Neo (2.7B),894

GPT-J (6B), and LLaMA2 (7B) in the experi-895

ments. We use the checkpoints from huggingface896

hub1. The names are gpt2-xl, EleutherAI/gpt-j-6B,897

EleutherAI/gpt-neo-2.7B, and meta-llama/Llama-898

2-7b-hf.899

B.2 Implementations of Methods900

For normal fine-tuning and SIDE, we implement901

the methods through Pytorch with AdamW as the902

optimizer, and use gradient accumulation trick to903

enable large batch editing size. For LoRA, we904

refer to the implementation in PEFT2. Other edit-905

ing methods are implemented based on the official906

codes of ROME, MEMIT3 and MEND4.907

B.3 Hyper-Parameters and Environment908

Conditions909

For the fine-tuning methods, the hyper-parameters910

are set by grid search. Specifically, we set learning911

rate in (5e − 4, 1e − 4, 5e − 5, 1e − 5, 5e − 6,912

1e−6), learning steps in [5, 25] with early stopping913

at loss = 0.1. For the coefficients of SIDE, we914

conduct a grid search on the training dataset and915

empirically set them as γ = 0.6, α = 0.1 β = 0.1.916

All experiments in this paper can be undertook917

on two Nvidia A100 80G GPU. Each evaluation918

run takes 0.5 ∼ 1 hours. We conduct about 500919

evaluation runs in total.920

B.4 Evaluation Template921

The evaluation input templates are shown in 7.922

$question is replaced with the probe questions.923
924

Directly answer the question.925
926

Question: $question927
Answer:928929

Example 7: Template for Evaluation.

1https://huggingface.co/models
2https://github.com/huggingface/peft
3https://github.com/kmeng01/memit
4https://github.com/eric-mitchell/mend
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