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Abstract

Despite the fact that the large language models001
(LLMs) facilitate conversations with rational-002
ization and knowledge, they are still restricted003
to the passive response mechanism that relies004
on user instructions, which are hard to actively005
care for the user. To realize the actively car-006
ing ability, we propose an active conversational007
agent (ACA) named CareAgent which creates008
new session to approach user potential interest.009
Specifically, inspired by the Jung’s theory of010
psychological types and the active exploration011
mechanism of agent in environment, we de-012
signed three components to support the goal of013
caring for user. The Character Extractor (CE)014
obtains the personality through Myers-Briggs015
Type Indicator (MBTI) and attributes for char-016
acter descriptions; the Memory Reconstructor017
(MR) achieves multi-topic summaries based018
on multi-clue branching for complete mem-019
ories; the Decision Adapter (DA) selects the020
best topic summary as the background memory021
and adapts the agent intention to control the022
scenario of new session. The results of experi-023
ments demonstrated that CareAgent was able to024
maintain reliability in character understanding025
and extract complete multi-topic summaries026
from conversational history. Evaluators also027
believed that this agent enhanced the actively028
caring and personification level in new session.029

1 Introduction030

The realization of highly autonomous intelligent031

system in conversation has long been a central ob-032

ject in the field of AI(Turing, 1990; Park et al.,033

2023; Wang et al., 2023a). Large language mod-034

els (LLMs) (Ouyang et al., 2022; OpenAI, 2023;035

Touvron et al., 2023a,b) represented by ChatGPT1036

revolutionized intelligent systems with clear logical037

response, specialized domain knowledge and adapt-038

ability for complex tasks, which not only propelled039

this field into the era of multi-billion-parameter040

1https://openai.com/blog/chatgpt/
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I'm not a doctor, but I can 
offer some general advice ...

My foot was swollen and I 
don't think I can work ...

I twisted my foot. 
What should I do?

If your foot was swollen, 
it's important to  ...

My foot still hurt. Will 
cold compresses 
help?

Hello, Sir. How is 
your foot healing?

Cold compresses can 
be ...

Yes, and some pain. 
I don't know if a cold 
compress will help.

So?

I'm an AI language model, 
and while I can provide 
general suggestions  ... 

I'm sorry to hear that 
you're still experiencing 
pain in your foot.  Cold 
compresses can be 
helpful in ...

Figure 1: Representative example for explaining differ-
ence between Traditional Conversation (left) and Active
Conversation (right)

models but also provided a novel platform for con- 041

structing conversational agents. In order to fully 042

utilize LLMs to actively care for users, it is cru- 043

cial to build an active conversational agent(ACA), 044

rather than traditional conversation models with 045

passive response mechanism, to start and control 046

the new session with caring utterances that are tai- 047

lored for user expectations. 048

Characters were essential for agent to select key 049

memory and action. Park et al. (2023) and Wang 050

et al. (2023b) assigned each agent with complex 051

descriptions to enable distinct speech and behavior 052

patterns. However, character attributes defined in 053

these works were not sufficiently distinctive and 054
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systematic to represent all dimensions of character055

personality. Thus, to implement the actively caring056

ability of agent to user, the primary challenge lies057

in how to extract and establish abstract character058

descriptions for both user and agent.059

Conversational memories served as the founda-060

tion for the agent to understand the current ses-061

sion. While key words(Zhang et al., 2020a), slot062

value(Peng et al., 2021) or single summary(Liu063

et al., 2021) were the basic elements for control-064

ling local coherence in the session context, they065

struggled to adapt to long-term conversational his-066

tory composed of complex topics, leading to con-067

fusion or loss of semantics. Therefore, the second068

challenge in caring for user is how to reconstruct069

complete conversational memories for all topics.070

Based on the above analysis, we believe that071

active conversation requires the understanding of072

character, the setting of background and the control073

of scenario (Figure 1). To this end, we propose074

CareAgent which portrays the abstract contour of075

new session without user instructions to obtain the076

session control prompt (SCP) by characters, back-077

ground and scenario. The SCP is submitted to the078

LLM to generate caring utterances of new session079

and guide the specific directions of subsequent dia-080

logues. The contribution of this paper includes:081

• For caring user, we explored the active con-082

versational framework that generated the ini-083

tial utterances to start new session which ap-084

proached user potential interest by construct-085

ing the session control prompt (SCP).086

• To support the construction of SCP. We pro-087

posed a character extractor (CE) to build char-088

acter descriptions of user and agent; a memory089

reconstructor (MR) to obtain multi-topic sum-090

maries for background combing; a decision091

adapter (DA) to determine the optimal mem-092

ory as background and intention as scenario.093

• Experimental results demonstrated that our094

agent outperformed traditional models in095

terms of character reliability, memory com-096

pleteness, overall conversational quality and097

actively caring ability.098

2 Related Work099

Character Understanding and Description. Ex-100

isting methods can be divided into two categories:101

implicit character extraction and explicit charac-102

ter description. The essence of implicit character103

extraction is to obtain attributes encoding, Jang 104

et al. (2022) and Fu et al. (2022) encoded char- 105

acter attributes and related knowledge to create a 106

conversational context representation that guides 107

the selection of character and knowledge in the 108

response. Wen et al. (2021) and Mo et al. (2021) 109

tied user character and sentiments together to pre- 110

dict emotion based on the encoding of conversa- 111

tional history and character attributes. Furthermore, 112

the essence of explicit character description lies in 113

defining or augmenting the expression of character. 114

Cao et al. (2022) constructed character descrip- 115

tion through entity replacement and data matching, 116

while Kim et al. (2022) further enriched charac- 117

ter descriptions with common knowledge in GPT- 118

2(Radford et al., 2019) and evaluation model. How- 119

ever, above models may have the disadvantages of 120

instability, potentially conflicting in character de- 121

scription and failure in innate trait extraction of 122

character. 123

Conversational Memory. The issue of recon- 124

structing conversational memory can be distin- 125

guished into two parts: memory extraction and 126

memory organization. For memory extraction, Wu 127

et al. (2021) and Liu et al. (2021) segmented the 128

conversation into paragraphs and generated sum- 129

mary to obtain memory. Lin et al. (2022) con- 130

structed memories from the perspectives of user 131

and agent with semantic similarity. The above mod- 132

els captured summary from conversational history 133

as memory, but they may suffer from loss and con- 134

fusion of semantic due to the complexity of topics 135

in real-life. To ensure the completeness of mem- 136

ory, it is also crucial to build memory organization. 137

Park et al. (2023) designed the memory stream to 138

guide the action of each agent by retrieve mecha- 139

nism, reflect mechanism and memory importance 140

scores. Although memory stream improved the 141

completeness of memory, its single-threaded mem- 142

ory chain may also cause details overlooked due to 143

the lack of multi-topic combing. 144

3 Method 145

3.1 Task Definition 146

In this work, we formalize the notion of active con- 147

versation as follows: given a conversational history 148

C = (S1, S2, . . . , SD) composed of sessions S col- 149

lected within D days, the caring utterances N are 150

generated without user instructions to create a new 151

session through large language model llm based 152
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Figure 2: Main framework of active conversational agent named CareAgent. Starting from the conversational history
(top left), CareAgent generates the caring utterances of new session (bottom left) that approaches user’s potential
interest through Session Control Prompt SCP which relies on key components (three light green blocks in the
right), including the Character Extractor CE, the Memory Reconstructor MR and the Decision Adapter DA.

on the session control prompt SCP .153

N = llm(SCP )154

SCP = P ⊕M ⊕ I (1)155

P = PU ⊕ PA156

To express active concern for user, SCP should157

be made up of three components (equation 1): the158

character descriptions P that includes user PU159

based on personality and agent PA based on pre-160

fabricated attributes Attr; the background memory161

M selected from summaries M|T | of |T | topics;162

the agent intention I for scenario based on user PU163

and background memory M , as shown in Figure 2.164

PU = CE(C), PA = CE(Attr)165

M|T | = MR(C) (2)166

M = DA(PU ,M|T |), I = DA(PU ,M)167

Where, the Character Extractor CE is designed to168

transform the character understanding object into169

the user Myers-Briggs Type Indicator (MBTI) clas-170

sification and the generation of character descrip-171

tions; the Memory Reconstructor MR is designed172

to structure the conversation combing object as the173

multi-topic summaries generation; the Decision174

Adapter DA is designed to transform session con-175

trol object into the optimal memory choice and the176

inference of agent intention.177

3.2 Character Extractor (CE) for Character178

Understanding179

For the primary challenge, it is crucial to extract180

the innate trait(Park et al., 2023) which implies181

user deep-seated attributes and is significant for182

the agent to understand the motivations and prefer- 183

ences of user. Here, we use MBTI as user innate 184

trait since it has been widely adopted as the stan- 185

dard for personality classification. 186

Our MBTI personality classification is shown 187

in Figure 3, user utterances are extracted from the 188

conversational history and randomly sampled as 189

input for the 4-dimensional binary classifiers, each 190

classifier consist of a BERT(Devlin et al., 2019) 191

encoder and a linear classification layer, to achieve 192

4-dimensional labels in MBTI, i.e., 16 possible per- 193

sonalities (implicit character). Each personality 194

is related to an personality description [Personal- 195

ity_Descrip] which explicitly expresses its innate 196

trait. Taking the dimension of Focus2 preference 197

as an example, the output of the binary classifier 198

could be label: Introversion (I) or Extraversion (E). 199

Based on the concatenation of the outputs of the 200

4-dimensional binary classifiers, implicit personal- 201

ity labels such as ISTP, ENFP or INTJ of MBTI 202

were obtained. Finally, we combine user name 203

[User_Name], identity [User_Identity], MBTI per- 204

sonality label and personality descriptions [Person- 205

ality_Descrip] into user descriptions (explicit char- 206

acter) based on the template (Figure 10 (up)). Re- 207

lated details is illustrated in Appendix A. 208

Furthermore, the character of the agent also de- 209

termines the memory exploration and intention 210

selection. Therefore, this work prefabricates a 211

variety of structured agent character attributes 212

with template (Figure 10 (bottom)), including 213

2This work refers to the four dimensions of the MBTI as
Focus preference, Perceptive preference, Judgement prefer-
ence and Cognitive preference.
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Figure 3: Design of Character Extractor CE. CE employs 4 BERT-based binary classifiers that related to 4
dimensions in MBTI to extract user personality (MBTI Label). Then CE obtains the character description based on
the user personality, basic attributes and description templates.

agent name [Agent_Name], age [Agent_Age], iden-214

tity [Agent_Identity], identity description [Iden-215

tity_Descrip] and gender [Agent_Gender]. Related216

details are shown in Appendix B.217

3.3 Memory Reconstructor (MR) for218

Background Combing219

For the second challenge, the agent needs to reor-220

ganize conversational history C to comb the back-221

ground for the intertwined nature of multi-topic222

within C, and we design three modules (Figure 4).223

Semantic Segment Module: Each session in C224

may contain multiple distinct topics, while con-225

tent related to the same topic may be distributed226

across different sessions. Therefore, this mod-227

ule divides each session into multiple independent228

segments by predicting segmentation points. In-229

spired by the work of (Wu et al., 2021; Liu and230

Chen, 2022; Ouyang et al., 2023), this module in-231

sert special tokens [SEGT]3 and [LNKT] between232

multi-turn dialogues in each session of SAMSum233

dataset(Gliwa et al., 2019) by calculating the topic234

similarity among dialogues, to train a segmenta-235

tion points prediction model based on BERT. After236

each session in C is divided into multiple segments,237

timestamps containing the date and the serial num-238

ber in session are added to each segment. Related239

details are shown in Appendix C.240

3[SEGT] denotes the segment point, while [LNKT] is the
opposite.

Topic Clustering Module: To obtain topic- 241

centered clues, this module clusters all segments 242

into multi-topic clues and reorders them in each 243

clue. Specifically, single-pass algorithm is adopted 244

for preliminary clustering to obtain the suitable 245

number |T | of clusters, then we cluster segments 246

with LDA algorithm again to obtain |T | topic clues 247

(clusters) with reasonable length. Additionally, to 248

ensure the temporal logic, segments in each clue 249

are reordered based on their timestamps. The multi- 250

topic clues are the output of this module. Details 251

of Clustering are shown in Appendix D. 252

Clue Summary Module: This module is designed 253

to provide multi-topic memories M|T |, where each 254

memory is derived from a summary which gener- 255

ated from the corresponding topic clue. Although 256

LLM have the ability to summarize conversational 257

history, it tends to generate itemized records rather 258

than paragraph-style conversational summaries and 259

may introduce hallucinations(Ji et al., 2023). There- 260

fore, to ensure the coherence and avoid hallucina- 261

tion, this module trains a conversational summary 262

model based on BART(Lewis et al., 2020) to gen- 263

erate summaries (memories) M|T | for all clues. 264

M|T | =

|T |∑
i=1

BART (Pre (Cluesi)) (3) 265

Where, Pre represents the words filtering function, 266

and BART denotes the conversational summary 267

model for i− th each topic clue Cluesi. 268
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Figure 4: Design of Memory Reconstructor MR. MR employs the Semantic Segment Module to achieve segments
from C, the Topic Clustering Module to reorganize them into multi-topic clues and the Clue Summary Module to
generate multi-topic memories M|T |.

3.4 Decision Adapter (DA) for Scenario269

Control270

For the propose of actively care for the user, the271

agent needs to establish background and scenario272

for the new session to meet user’s potential expec-273

tation, as shown in Figure 5.

Memory 
Exploration 

Module

Intent 
Adaptation 

Module
M

As 
Background

Memory
of

Topic x

Multi-Topic
Memory

User

User
Description

Session
Control

Backgr-
ound & 

Intention

• Importance
• Balance
• Freshness • Preference

Feedback 
Checker
Module

        Scenario 
    with Intention 
Monica emphasize 
medical attention ...

    Background 
        Memory 
Johnny twisted his 
feet and can not ...

||TM

UP

Ba
ck

gr
ou

nd
 C

on
tro

l

Intention Control

Provide 
Memories

I As 
Scenario

I feel my feet 
don't hurt  ... 

Last three user 
utterances

Feedback
M

M

Figure 5: Design of Decision Adapter DA. DA em-
ploys the Memory Exploration Module and the Feed-
back Checker Module to choose the optimal memory
M as background, then it adopts the Intent Adaptation
Module to obtain agent intention I as scenario.

274
Memory Exploration Module: The exploration275

in the multi-topic memories M|T | determines the276

optimal memory M as background. Inspired by the277

work of Park et al. (2023) and Liang et al. (2023),278

this work designs three scoring methods:279

a. the Importance ScoreIt gives scores (0 to 1)280

through LLM, which indicates how important the281

t− th memory Mt is for PU and PA (Figure 12).282

ScoreIt = llm (PU ⊕ PA ⊕Mt) (4)283

b. the Balance ScoreBt ranks semantic similari- 284

ties between each memory and last three sessions, 285

gives high scores to both ends (recently mentioned 286

and longest neglected memories) of ranking by the 287

difference between Poisson distribution and 1. 288

Rt = Rank
|T |

D∑
d=D−2

Similar (Mt, Sd) 289

ScoreBt = 1−

(
|T |
2

)Rt

Rt!
e−

|T |
2 (5) 290

Where, Similar denotes the semantic similarity 291

function between memory Mt and three sessions 292

S that include the last date D. Rt is the ranked 293

sequence number by ranking function Rank. 294

c. the Freshness ScoreFt obtained by the average 295

timestamp in each memory emphasizes memories 296

that have been discussed most recently. 297

Averaget =
1

|Segmentst|

|Segmentst|∑
seg=1

timeseg 298

ScoreFt = Averaget/

|T |∑
t=1

Averaget (6) 299

Where, Averaget represents the average times- 300

tamp in the clue for the memory Mt. timeseg de- 301

notes the timestamp of segment and |Segmentst| 302

denotes the number of segments in the t− th clue. 303

Scoret = α · ScoreIt + β · ScoreBt + γ · ScoreFt
(7)

304
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Where, α, β and γ are adjustment coefficients with305

a sum of 1. The memory Mt which has the highest306

comprehensive score Scoret is selected as the back-307

ground M . Related explanation in Appendix E.308

Feedback Checker Module: To guarantee the at-309

tractiveness of new session for users, just as the310

agent receives rewards from the environment and311

adjusts its action in reinforcement learning, our312

agent continues to focus on user preferences from313

responses and make decision on whether to change314

the background memory M . The method is calcu-315

lating the semantic similarity between each mem-316

ory and the last three user utterances in new session,317

finding the alternative memory M̄ which has closer318

semantic similarity and replacing the existing back-319

ground M . Details are shown in Appendix F.320

Intent Adaptation Module: To guide the direc-321

tion of new session, the agent needs an adaptive322

intention as scenario. Specifically, this module con-323

structs prompt based on user character PU , agent324

character PA and background memory M to de-325

termine the optimal intention I through LLM. The326

prompt is shown in Figure 13.327

I = llm (PU ⊕ PA ⊕M) (8)328

3.5 Agent Structure329

In order to achieve the purposed actively caring330

ability, user character PU , agent character PA,331

memory M (as background) and intention I (as sce-332

nario) are used to construct session control prompt333

SCP , as shown in equation 1 and Figure 14. With-334

out the control of above mechanisms, LLMs have335

ability to output sentences or behaviors, but are336

unable to maintain long-term coherence from the337

understanding of past to the future decisions(Park338

et al., 2023; Li et al., 2023). As the abstract contour339

of the new session, SCP is used to generate the340

caring utterances N of new session to control the341

direction of interaction between the agent and the342

user, as shown in the bottom left of Figure 2.343

The active conversational agent proposed in this344

work has a closed-loop structure as shown in Fig-345

ure 6, which takes conversational history as input346

and adds new sessions into it. Among them, CE347

and MR realize the agent’s active understanding348

of history, and the decision adapter DA realizes349

the agent’s active decision of the new session. In350

order to achieve the regularity of the agent and351

avoid excessive interference to the user, we set the352

timepoint of actively triggering new sessions by353

periodic clocks at 12 am, 6 pm and 9 pm.354

Active Conversational Agent
CareMan

Conversation History

CE & MR DA

Periodic Clock LLM (SCP)

Active 
Trigger

Active 
Output

Active 
Understanding

Active 
DecisionAU PP ,

||TM

Trigger 
Time

Extract
History

Add New 
Session

IMP ,,

Figure 6: Closed-loop Structure of CareAgent

4 Experiments 355

To validate the proposed CareAgent, we has to in- 356

vestigate the Character Reliability and the Memory 357

Completeness, which relate to the primary and sec- 358

ond challenges in §1, respectively. Besides, we 359

perform the ablation study and the discussion of 360

overall performance and actively caring ability. 361

4.1 Datasets and Baselines 362

Datasets. MBTI dataset4: This dataset is used 363

to train the CE and test its character reliability, 364

which contains of 8k samples consisting of user ut- 365

terances and personality labels; SAMSum dataset5: 366

This dataset contains about 16k messenger-like ses- 367

sions with summaries that reflect the proportion of 368

topics in real-life, which is used to train the MR 369

and test its memory completeness; SAMSumMD 370

dataset: We expanded the number of topics on 371

the SAMSum dataset to test the extraction ability 372

of multi-topic memories. Details of datasets and 373

evaluation metrics are shown in Appendix H. 374

Baselines. For the evaluation of personality re- 375

liability, we refer to 5 baselines: • LSTM_Cls6 is 376

a classifier based on LSTM; • BERT_Logi uses 377

logistic regression classifier with BERT tokenizer; 378

• BERT_XGB uses XGBoost classifier with BERT 379

tokenizer; • BERT_Cls has the same design as CE 380

without sampling or dropout. 381

For the evaluation of memory completeness, we 382

refer to 4 baselines: • PEGASUS(Zhang et al., 383

2020b) employs extracted sentences as summary; 384

• PEGFAME(Aralikatte et al., 2021) employs key 385

words and focuses more on the core topic of con- 386

versation; • BART(Lewis et al., 2020) is the key 387

4https://kaggle.com/datasets/datasnaek/mbti-type
5https://huggingface.co/datasets/samsum
6https://github.com/ianscottknight/Predicting-Myers-

Briggs-Type-Indicator-with-Recurrent-Neural-Networks
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pre-trained model for summarization; • CODS(Wu388

et al., 2021) uses sketch and segment modules to389

control summary generation.390

For the ablation study, we design 4 variants of391

CareAgent: • w/o CE: This variant removed CE,392

which results in the absence of the user charac-393

ter PU and the agent character PA, then Memory394

Exploration Module and Intent Adaptation Mod-395

ule in DA rely only on the multi-topic memories396

M|T | and LLM infering; • w/o MR: This variant397

removed MR, which results in the lack of multi-398

topic memories M|T |, then DA could not provide399

Background and Scenario; • w/o MR(ST): This400

variant removed the Semantic Segment Module401

and Topic Clustering Module in MR, which gives402

a fixed-length abstract memory M ′ for the entire403

conversation history as background; • w/o IA: The404

variant removed DA, which results in the absence405

of intention I , and the multi-topic memories M|T |406

is directly used as Background.407

4.2 Implementation408

The training of CE and MR were performed sep-409

arately in this work. In CE, we used 4 BERT-410

base (110M) classifiers for 4 dimensions of MBTI,411

and each classifier was trained in 100 epochs with412

batch size of 4 and 2e-5 learning rate. In MR,413

we adopted BERT-base (110M) segment model414

and BART-large (400M) summary model with both415

batch size of 4 and learning rate of 1e-6 and 4e-5416

respectively. Both segment model and summary417

model were trained in 300 epochs. Both the base-418

line models and the above models were trained on 4419

GPUs (Titan XP 12G). The 4 MBTI classifiers were420

trained for a cumulative total of 20 hours, while the421

segment model and summary model consumed 35422

hours and 6 days for training, respectively.423

4.3 Results424

The CE achieved the optimal character reli-425

ability, as shown in Table 1. In terms of accu-426

racy across four dimensions, the LSTM_Cls was427

weaker than other BERT-based classifiers, indicat-428

ing that LSTM was difficult to extract deep person-429

ality attributes from semantics. BERT_Logi and430

BERT_XGB represented traditional classification431

models based on BERT tokenizer, while our CE in432

CareAgent demonstrated stronger personality un-433

derstanding than them. The classification results434

from BERT_Cls were lower than CE suggesting435

the importance of sampling and dropout. Further-436

more, the character consistency of BERT_Logi,437

BERT_XGB and BERT_Cls could not match our 438

CE, which illustrated that our agent was able to 439

maintain a more stable character understanding 440

than other models.

Accuracy ConsF P J C
LSTM_Cls 53.8 52.6 57.9 52.7 0.75
BERT_Logi 53.1 52.6 57.3 53.9 0.85
BERT_XGB 56.4 54.6 56.7 55.0 0.90
BERT_Cls 52.4 53.3 54.3 53.5 0.90
CE (Ours) 56.5 55.3 60.7 55.2 0.95

Table 1: Results of Character Reliability Experiment on
MBTI dataset. The character accuracy relates to four
dimensions of Focus(F), Perceptive(P), Judgement(J)
and Cognitive(C). Cons is the character consistency.

441

The MR worked well on memory complete- 442

ness, as shown in Table 2. PEGFAME has a better 443

Rouge score than PEGASUS for the focus attention 444

mechanism of topic in PEGFAME. CODS achieved 445

more precise in controlling the semantic framework 446

than BART in BLEU and BERTScore. However, 447

the above models had difficulty focusing on each 448

topic, leading to the loss of conversational mem- 449

ory. In contrast, our MR in CareAgent generated 450

multi-topic summaries, which can capture details 451

around each topic to form more complete memo- 452

ries and demonstrated by the Rouge-L 50.56 and 453

BERTScore 0.72 on SUMSum. Furthermore, Fig- 454

ure 8 demonstrated that MR maintained a more 455

stable performance than the strong baseline model 456

when the number of topics increased.

R-1 R-2 R-L B BS
PEGASUS 50.59 26.82 49.18 17.01 0.529
PEGFAME 51.05 26.98 49.31 17.08 0.532
BART 51.37 27.11 49.67 17.34 0.684
CODS 52.82 27.46 50.35 18.75 0.721
MR (Ours) 52.94 27.63 50.56 19.08 0.723

Table 2: Results of Memory Completeness Experiment
on SAMSum dataset. R-1, R-2 and R-L represents
Rouge-1, Rouge-2 and Rouge-L. B and BS denote
BLEU and BERTScore.

Number of Topics

ROUGE-L

2 4 6 8 10
35

50

Number of Topics
2 4 6 8 10

BLEU

0

20

Number of Topics
2 4 6 8 10

BERTScore

0.67

0.73

CODS

MR

Figure 7: Results of Experiment on SAMSumMD
dataset for multi-topics memories extraction.

457
Ablation experiments demonstrated the ne- 458

cessity of all components, as shown in Figure 8. 459
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Based on the results by 50 human evaluators, it was460

found that the variant w/o CE showed a decrease461

in personification and expectation because it could462

not focused on user preferences and agent service463

direction. We believed that this decrease was not464

significant because the memories also implied a465

small amount of character information. Variant466

w/o MR lost core topic memory and presented hal-467

lucination leading to an obvious decrease in reason-468

ability. Variant w/o MR(ST) failed to converge on469

specific topic and details were forgotten, causing470

in a huge decrease in reasonability, personification471

and expectation. This phenomenon proved that the472

fixed-length abstract memory could not captured473

details for entire conversation, and the mechanism474

of segments and clues was necessary for complex475

memories. Variant w/o DA also showed a signifi-476

cant decrease, as it was unable to control the sce-477

nario or understand user feedback through DA, and478

the topic of new session was quickly abandoned479

by user in subsequent dialogues. In summary, the480

design of CE, MR, and DA were indispensable7.481

Figure 8: Results of Ablation Experiment. ns means not
significant; * means P<0.05, *** means P<0.001.

482

4.4 Discussion483

We conducted more experiments to detect the fol-484

lowing abilities of CareAgent: 1) Whether the485

agent has excellent overall session quality? 2)486

Whether the agent has actively caring ability?487

The CareAgent achieved excellent scores of488

session quality as shown in Table 3. The automatic489

scoring from GPT-3.5 indicated that this agent490

was able to achieve the same quality as the LLMs491

and the human evaluators unanimously agreed that492

our agent could provide both valuable information493

and emotional comfort to users. Secondly, this494

agent outperformed LLMs at capturing potential495

key topic, as it could maintain a long-term topic496

7Statistical analysis was performed using Student’s t-test
between two groups (Graphpad Prism 7.0). P values of <0.05
indicate statistical difference.

focus. Finally, automatic scoring also showed that 497

the agent could reduce the appearance of halluci- 498

nation and content contradictions between the new 499

session and conversational history. 500

GPT-4 Human
Sv Tp Cc Sv Tp Cc

ChatGPT 77.1 81.5 10.4 62.5 54.4 32.8
Bard 74.3 80.3 11.5 63.8 56.0 33.0
Spark Desk 71.9 82.4 9.7 61.7 60.2 31.8
ERNIE bot 73.1 83.3 9.9 62.9 59.6 32.0
CareAgent 84.5 91.5 4.2 76.8 79.0 22.2

Table 3: Overall Session Quality. Sv denotes the session
value in evaluation, while Tp denotes the topic focus
and Cc denotes the content contradiction.

The CareAgent was able to realize actively 501

caring ability that was specifically manifested by 502

initiating caring greetings to user. In the test con- 503

ducted by human evaluators, it was found that most 504

of LLMs could not actively initiate caring utter- 505

ances to the user, as shown in Figure 9. Few of 506

LLMs could concern user based on provided con- 507

versational history, they often mention all topics 508

in new session rather than the user’s potential in- 509

terests. In contrast, CareAgent has the ability to 510

actively care for user based on its understanding 511

of characters and the reconstruction of memories. 512

As the fundamental design object of this work, we 513

believed that actively caring capabilities could im- 514

prove the execution mechanisms for more tasks. 515

Figure 9: Actively Caring Ability. * means P<0.05, ***
means P <0.001.

516

5 Conclusion 517

In this work, we proposed an active conversational 518

agent named CareAgent that generated caring ut- 519

terances of the new session to care for users, we 520

also discussed the active mechanism that centered 521

on the integration of character, background and 522

scenario, as well as three related key components. 523

Experiments have demonstrated that our agent was 524

capable of achieving excellent session quality to 525

ensure the character reliability and the memory 526

completeness. 527
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Limitations528

In the Character Extractor, in addition to the529

MBTI label, the long-term sentiment and behav-530

ioral styles of users should also be considered as531

attributes to enhance the accuracy of character ex-532

traction. In the Memory Reconstructor, although533

our method has improved traditional summary gen-534

eration model through the mechanism of segments535

and clues, the Clue Summary Module may still536

limit the length of summary for each clue and lead537

to detail loss. In the Decision Adapter, the Intent538

Adaptation Module should also be designed with539

an improvement mechanism based on user feed-540

back. We believe that it will be beneficial to apply541

these methods to agent design.542

Ethics Statement543

We recognize that developing agent that actively544

care for users may involve in user privacy and eth-545

ical issues. Thus, in the method and experiments,546

the user and agent character attributes are fictional547

and do not map to any real individuals. The at-548

tributes of the user and prefabricated agents can549

also be changed as needed. The conversational550

history used in the experiment comes from actual551

conversations with Chatgpt, but it is independent552

of any real-world events. Overall, we believe that553

our work does not pose any significant risks or neg-554

ative social impacts. On the other hand, we also555

acknowledge that the agent framework proposed556

in this work may not be completely accurate and557

should be used with caution in practical applica-558

tions.559
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A Personality Prediction and Description778

for User779

In prediction of classifier in each dimension, the780

[CLS] in the output of the BERT was utilized to781

represent personality under different dimensions,782

which was then converted into classification proba-783

bilities via the linear classification layer.784

LabelF = Linear
(
BERTF

(
XU

1 , . . . , XU
20

))
785

LabelMBTI =LabelF ⊕ LabelP⊕
LabelJ ⊕ LabelC

(9)786

Where, XU
1 , · · · , XU

20 ∈ C represents 20 randomly787

sampled user utterances, BERTF is the person-788

ality encoder under the dimension of Focus, and789

Linear represents a linear classification layer that790

is used to predict the implicit label LabelF . The791

labels LabelP , LabelJ , and LabelC , correspond-792

ing to the dimensions of Perceptive, Judgement793

and Cognitive, are obtained in a similar way as794

LabelF , to build the user personality MBTI label795

LabelMBTI . Each personality label corresponds796

to a character description [Personality_Descrip], as797

shown in Table 4.798

Considering that the user self-input informa-799

tion may be inaccurate or untrue, leading to con-800

tradictions between the user attributes and subse-801

quent multi-turn dialogues, this work exclusively802

utilizes the user name [User_Name] and identity 803

[User_Identity] as the basic attributes in [Personal- 804

ity_Descrip] with the template (Figure 10 (up)) to 805

build user description.

Agent Description        :

[Agent_Name]  i s  a  [Agent_Age]  [Agent_Gender ] 
[Agent_Identity], who [Identity_Descrip].

AP

User Description        :

[ U s e r _ N a m e ]  i s  a  [ U s e r _ I d e n t i t y ]  w i t h  t h e 
personality                   , who [Personality_Descrip].

UP

MBTILabel

Figure 10: Template of User (up) and Agent (bottom)

806

B Prefabricated Agent Description 807

To achieve more diverse conversational agent, we 808

design multiple attributes with the template (Fig- 809

ure 10 (bottom)) for the agent, including age, gen- 810

der, identity and brief description. This work finds 811

that agents with different attributes have varying 812

styles of caring utterances. The attributes of prefab- 813

ricated agents are described in Table 5 to Table 8. 814

815

C Details of Semantic Segment Module 816

[SEGT] is employed to represent the segmentation 817

point between dialogues of different topics, while 818

[LNKT] is used to represent the linked point be- 819

tween dialogues of the same topic. By predicting 820

[SEGT], this module implements the segmentation 821

of each session, as shown in Figure 11.

...

Sorry to hear that you ...

Certainly! ...

My feet need some ...

Recommend me music.

...

Session  Sample

[MASK]

[MASK]

[MASK]

pos

Dialog at 1pos

Dialog at 1pos

[SEGT]

[LNKT]

[LNKT]

Predicted 
Token

Semantic 
Segment 

Mark

1

0

0

Topic A

Topic B

Segmentation Point

Figure 11: Segmentation Point Prediction. The green
dotted line region represents two topics in the session
sample, and the black solid line is the segmentation
point prediction. The red dotted line indicates the pre-
dicted segmentation point.

822

H = BERT (. . . , Xpos−1, [MASK], Xpos+1, . . .) 823

11
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Implicit Personality Explicit Description [Personality_Descrip]
ISTJ is reliable and values order and predictability, especially when things can be controlled and require

attention to detail.
ISFJ is sensitive, prioritizes the needs of others, and likes to give and serve.
INFJ is understanding, enjoys improving or helping, and values authenticity and meaningful connections.
INTJ prefers innovation, efficiency and values the many possibilities of things.
ISTP like things that need speed and has a lot of autonomy.
ISFP is low-key, introspective and values personal authenticity.
INFP enjoy things that reflect personal values, or things that require frequent reflection, imagination and

contemplation.
INTP has a preference for conceptualizing ideas or things, and enjoys things that are creative and challeng-

ing and require deep thought.
ESTP like things that are aggressive and risky, especially things that require a lot of decision making with

uncertain consequences.
ESFP prefers to live in the moment and likes to be involved in social or socially oriented affairs.
ENFP is energetic and enjoys solving all types of problems with creativity and intuition.
ENTP enjoys debating and exploring new ideas, is creative and challenging, and has a knack for connecting

things that seem completely different.
ESTJ favors pragmatism and is good at solving problems through multiple abilities.
ESFJ enjoys helping others and is especially good for things that need to be coordinated with others, and

is an excellent arbiter.
ENFJ is good at influencing and persuading others and knows how to motivate others.
ENTJ enjoys taking on large and extensive responsibilities and being a leader in a challenging environment.

Table 4: Description of 16 Personalities [Personality_Descrip].

Agent_Name: Monica
Agent_Age: 30 years old

Agent_Gender: female
Agent_Identity: life assistant

Identity_Descrip: cares about [User_Name]’s life
and gives all kinds of useful ad-
vice.

Chat_Head:

Table 5: Prefabricated Agent Monica.

Agent_Name: Christine
Agent_Age: 35 years old

Agent_Gender: female
Agent_Identity: private psychological consultant

Identity_Descrip: cares about the mental health
of [User_Name] and can solve
the emotional and psychological
problems of [User_Name] at any
time.

Chat_Head:

Table 6: Prefabricated Agent Christine.

Agent_Name: Matt
Agent_Age: 32 years old

Agent_Gender: male
Agent_Identity: private fitness instructor

Identity_Descrip: cares about the [User_Name]’s
physical health and can guide
the [User_Name] through exer-
cises to improve strength and fit-
ness. Matt has a rugged and pas-
sionate personality and can be
short-tempered if [User_Name]
doesn’t take his advice.

Chat_Head:

Table 7: Prefabricated Agent Matt.

Agent_Name: Elma
Agent_Age: 48 years old

Agent_Gender: female
Agent_Identity: family education instructor

Identity_Descrip: aims to the personal guidance
of educational activities carried
out in the family environment,
including the cultivation and in-
struction of parents on their chil-
dren’s morals, studies, living
habits and other aspects.

Chat_Head:

Table 8: Prefabricated Agent Elma.

P = δ · Sigmoid(W (H)) (10) 824

Where, Xpos−1 and Xpos+1 represent the dia- 825

logues before and after [MASK]. P denotes the 826

probability that [MASK] is predicted as a segmen- 827

tation point [SEGT]. If the value of P exceeds a 828

preset threshold, the semantic segmentation mark 829

is set to 1, otherwise 0. The coefficient δ used to 830

control the length of segment. This module utilizes 831

the semantic segment mark to transform each ses- 832

sion into independent single or multiple segments, 833

and the segments of all sessions in conversational 834

history collectively constitute the output of the Se- 835

mantic Segment Module. 836

D Details of Topic Clustering Module 837

The length of each topic clue after clustering should 838

be neither too long nor too short, and there should 839

not be too many clues, so determining the appro- 840
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priate number of topics is the basis of clustering.841

In this work, Single-pass algorithm is used for pre-842

liminary clustering to obtain the number of clusters843

|T |. Besides, we calculate the length of longest and844

shortest topic clues separately. When the length of845

the longest topic clue is 10 times that of the shortest846

one, or when the number of clustered topic clues847

exceeds the limit |T |max, it indicates that there are848

too many topics resulting in excessive dispersion,849

and the number |T | will be set to the limit |T |max.850

Finally, we use LDA algorithm to recluster seg-851

ments based on |T | to get multi-topic clues.852

Clues = SinglePass(Segments)853

|T | = Number(Clues)854

|T | = |T |max ⇔ Longest(Clues)

Shortest(Clues)
> 10

or |T | > |T |max

855

Clues = LDA(Segments, |T |) (11)856

Where, Clues denotes the obtained topic clues857

after clustering the Segments with the Single-858

pass or LDA algorithm. Longest(Clues) and859

Shortest(Clues) represent the lengths of the860

longest and shortest clues, respectively.861

E Details of Memory Exploration Module862

The background memory M should follow three863

scores: 1) the importance of the memory to the864

user, 2) the balance of the recent attention or the865

longest neglect, and 3) the freshness of the memory866

content.867

a. Importance. The user character PU , the agent868

character PA and the t − th memory Mt in M|T |869

are concatenated as the prompt (Figure 12), then870

GPT-3.5 is asked to make a score of 0 to 1. The871

importance score indicates how important Large872

Language Model llm thinks the memory Mt is.873

Note that the Question in Figure 12 must contain a874

formal and precise description to control the output875

which returns a score value with two decimals.876

b. Balance. Considering that the importance877

score may cause some memories to be neglected,878

this work designs the balance score. The specific879

method is to rank the semantic similarity between880

the each memory and the last three sessions, and881

then use the difference between the Poisson dis-882

tribution and 1 to raise the scores at both ends of883

the ranking. The thought of assigning high scores884

to both ends of the ranking is to give attention to885

both recently mentioned and long-term neglected886

memories.887

c. Freshness. Although memories that come up 888

frequently in recent sessions should have a higher 889

value than memories that have not been discussed 890

for a long time, memories that have not been men- 891

tioned for a long time but have popped up recently 892

should also be paid attention to. So the freshness 893

score is to calculate the timestamp’s average of 894

all segments in each clue corresponding to each 895

memory, and the higher freshness score means the 896

newer timestamp’s average. 897

F Details of Feedback Checker Module 898

When the semantic similarity between the last three 899

user utterances and the background memory M is 900

below 0.5, and the similarity between the last three 901

user utterances and the memory M̄ which has the 902

highest semantic similarity is above 0.5, the agent 903

will stop the current session and trigger a new one 904

with the memory M̄ as background. 905

Sim_Turn(m)
m∈M|T |

=

|U |∑
i=|U |−2

Similar
(
m,XU

i

)
(12)

906

M = M̄ ⇔ a. Sim_Turn(M) < 0.5

b. Sim_Turn(M̄) > 0.5

c. M̄ = argmax
m∈M|T |

Sim_Turn(m)
907

Where, U denotes the number of user utterances 908

in the current session, while Sim_Turnm repre- 909

sents the semantic similarity between a memory 910

m and the last three user utterances XU with the 911

similarity function Similar. When the three con- 912

straints in the above equation are satisfied, the mem- 913

ory M̄ will replace the current M and become the 914

background memory for the session. 915

G Prompts 916

In this work, we use prompts to obtain the impor- 917

tance score of each memory Figure 12, infer the 918

agent intention for scenario control Figure 13 and 919

portray the contour of new session Figure 14. 920

H Details of Evaluation 921

To evaluate the proposed active conversational 922

agent, we introduce the MBTI dataset for CE and 923

the SAMSum dataset for MR. In addition, our eval- 924

uation method for agent is also described in detail 925

of this section. 926
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Persona: Monica is a 30 years old female life assistant who cares 
about Johnny's life and gives all kinds of useful advice. Johnny is a 
Mechanic with the personality ISTP who like things that need 
speed and has a lot of autonomy.
Memory: Johnny twisted his feet and couldn't work. Monica gave 
Johnny some advice for the swollen feet and suggested he go to 
the hospital. Advice include rest and elevate your feet, cold 
compresses, compression stockings, stay hydrated, avoid 
prolonged sitting or standing and avoid tight shoes and clothing. 
Johnny asked Monica how to recover from the swollen feet and 
Monica gave various suggestions. Johnny's feet still hurts. Monica 
again suggests that Johnny see a doctor.
Question: How important do you think it is for Johnny and Monica 
to start talking about this Memory again? Please rate on a scale of 
0 to 1. Please only reply to the rating value with a precision of two 
decimal places.

Prompt for Importance

Figure 12: Prompt for Importance Score

Prompt for Intention

Persona: Monica is a 30 years old female life assistant who cares 
about Johnny's life and gives all kinds of useful advice. Johnny is a 
Mechanic with the personality ISTP who like things that need 
speed and has a lot of autonomy.
Background: Johnny twisted his feet and couldn't work. Monica 
gave Johnny some advice for the swollen feet and suggested he go 
to the hospital.  Advice include rest and elevate your feet, cold 
compresses, compression stockings, stay hydrated, avoid 
prolonged sitting or standing and avoid tight shoes and clothing. 
Johnny asked Monica how to recover from the swollen feet and 
Monica gave various suggestions. Johnny's feet still hurts. Monica 
again suggests that Johnny see a doctor.
Question: Based on the Background, what do you think is the 
single most important thing Monica needs to do next? Please 
answer in only one sentence.

Figure 13: Prompt for Intent Adaptation

Persona: Monica is a 30 years old female life assistant who cares 
about Johnny's life and gives all kinds of useful advice. Johnny is a 
Mechanic with the personality ISTP who like things that need 
speed and has a lot of autonomy.
Background: Johnny twisted his feet and couldn't work. Monica 
gave Johnny some advice for the swollen feet and suggested he 
go to the hospital. Advice include rest and elevate your feet, cold 
compresses, compression stockings, stay hydrated, avoid 
prolonged sitting or standing and avoid tight shoes and clothing. 
Johnny asked Monica how to recover from the swollen feet and 
Monica gave various suggestions. Johnny's feet still hurts. Monica 
again suggests that Johnny see a doctor.
Scenario: Monica emphasize the importance of seeking medical 
attention and urge Johnny to see a doctor for further evaluation of 
his persistent foot pain.
Now: I'll play Johnny, please play the Monica. Please send a 
greeting to Johnny in only one sentence as Monica and wait for my 
reply as Johnny.

Session Control Prompt (SCP)

Figure 14: Example of Session Control Prompt (SCP)

MBTI dataset. We divided the MBTI dataset 927

into 8 labels according to the classifiers of the 4 928

dimensions, namely extraversion (E) and introver- 929

sion (I), sensing (S) and intuition (N), thinking (T) 930

and feeling (F), judging (J) and perceiving (P), as 931

shown in Table 9. 932

SAMSum dataset. This dataset is made of 933

16369 samples (Table 10), and the conversation 934

of each sample consist of the name of speaker and 935

content. We add a fixed timestamp for each sam- 936

ple to accommodate the mechanism of MR, which 937

means that the timestamp based segment reordering 938

will be randomized in training. 939

SAMSumMD dataset. Real life often has a 940

large amount of conversation with mixed topics, 941

which puts higher demands on multi-topic memo- 942

ries extraction. Therefore, we randomly combine 943

different sessions and adjust the speaker’s name 944

on the SAMSum dataset to form dataset contain- 945

ing 2 topics, 4 topics, 6 topics, 8 topics and 10 946

topics, respectively. As shown in Table 11. This 947

new dataset was used to test the performance com- 948

parison between MR and strong baseline model. 949

950

Evaluation metrics. In addition to the basic 951

two experiments: the personality reliability and the 952

memory completeness, we conducted the ablation 953

study to ascertain the design necessity of each com- 954

ponent. The overall session quality and the actively 955

caring ability also is the core of discussion to prove 956

the research value and innovation of CareAgent. 957

The evaluation metrics are as follows. 958

a. Character Reliability: This evaluation in- 959

cludes both the accuracy of personality classifi- 960

cation and the consistency of character. Accuracy 961

is used to measure whether the CE can obtain the 962

personality attributes under the four dimensions 963

of MBTI. Consistency is used to detect whether 964

the CE can make the identical personality classifi- 965

cation8 for the user character before and after the 966

addition of the new session. Consistency scores 967

increased by 0.25 when each dimension of person- 968

ality remained the same, and the consistency score 969

was 1 when none of the personality attributes of 970

the 4 dimensions changed. 971

ConsF =

{
0 LabelBefore

F ̸= LabelAfter
F

0.25 LabelBefore
F = LabelAfter

F

972

8The consistent classification of personality indicates that
the work of the CE is stable, which means that the under-
standing of user character from conversational history does
not change after the addition of new session.
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Focus (F) Perceptive (P) Judgment (J) Cognitive (C)
I E N S T F J P

Train 1125 3756 674 4207 2641 2244 2949 1932
Valid 375 1251 224 1402 880 748 982 644
Test 499 1669 299 1869 1173 995 1310 858

Table 9: Number of Samples in Myers-Briggs Personality Type Indicator (MBTI) Dataset.

Number
Train 14732
Valid 818
Test 819

Table 10: Number of Samples in SAMSum Dataset.

Number
2 topics 3961
4 topics 1125
6 topics 408
8 topics 156
10 topics 25

Table 11: Number of Samples in SAMSumMD Dataset.

ConsMBTI =ConsF + ConsP+

ConsJ + ConsC
(13)973

Cons =
1

Num

Num∑
ConsMBTI974

where, ConsF is the character consistency975

score which depends on LabelBefore
F and976

LabelAfter
F under the dimension of focus prefer-977

ence. LabelBefore
F denotes the personality label978

extracted from the user conversational history,979

and LabelAfter
F denotes the user personality980

label after the addition of new session. Similar981

calculation formula are used for the scores of982

perceptive preference, judgment preference, and983

cognitive preference. ConsMBTI represents the984

comprehensive character consistency score for985

one sample combined with the scores of four986

dimensions. Cons represents the final character987

consistency score for all samples Num in testing.988

b. Memory Completeness: This evaluation is to989

determine whether the memory reconstructor can990

extract core semantic information from the con-991

versational history. The specific approach is to992

evaluate the quality of the generated multi-topic993

memories using Rouge, BLEU and BERTScore.994

c. Ablation Experiments: To verify the necessity995

of each component design in active conversational996

agent CareAgent, this work separately removes997

various components involved in building SCP to998

obtain multiple variant models of CareAgent. We999

employed 50 human evaluators, each of whom was1000

asked to evaluate an average of four samples. Each 1001

human evaluator will be paid 10 RMB for each sam- 1002

ple. The human evaluators studied or researched 1003

in 5 different directions, including artificial intelli- 1004

gence, biomedicine, mechanical engineering, phi- 1005

losophy and music. Particularly, human evalua- 1006

tors are demanded to conduct new sessions with 1007

variants and scores based on the following three 1008

evaluation items: 1009

• Reasonability: Whether the new session is 1010

associated with the conversational history, and 1011

whether the content of the session conforms 1012

to the character description of user and agent. 1013

• Personification: Whether the interaction capa- 1014

bility of the agent is close to that of humans, 1015

especially in terms of language expression, 1016

utterance length, empathy, etc. 1017

• Expectation: Whether human evaluators are 1018

willing to continue the current session with 1019

the agent, or whether they look forward to the 1020

next session with the agent. 1021

d. overall session quality: This evaluation comes 1022

from automatic scoring9 based on LLM and scoring 1023

by human evaluators, with three evaluation items. 1024

• Session Value: Whether the agent can pro- 1025

vide users with useful information in both the 1026

conversational history and the new session. 1027

• Topic Focus: Whether the agent can focus on 1028

the user’s expected topics in the new session 1029

and respond accordingly. 1030

• Content Contradiction: Whether there are any 1031

utterances in the new session that conflict 1032

with the conversational history. The lower 1033

the score, the better. 1034

e. Actively Caring Ability: As the most fun- 1035

damental design objective of this paper, the ac- 1036

tively caring ability is embodied as warm and car- 1037

ing greetings initiated by the agent to the user. At 1038

9Automatic scoring is a process where the conversational
history, new session utterances and each evaluation item are
stitched together into prompt and scored through LLM.
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the same time, to prevent users from becoming fa-1039

tigued or confused by the care information, there1040

should be only one topic in the care content.1041
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