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Abstract

Developing specialized Large Language Model (LLM) prompts for domain-
specific tasks at scale remains a significant hurdle, particularly for e-
commerce applications managing tens of thousands of distinct product
attributes. We introduce CascadeAgent, a novel multi-agent framework
that automates prompt adaptation and specialization through semantic
gradient-based refinement. CascadeAgent employs a hierarchical architec-
ture where a central Prompting Agent orchestrates four specialized counter-
parts—Writing, Generation, Evaluation, and Flaw Detection—that collabo-
ratively analyze domain metadata, construct attribute-specific prompts, and
enhance performance through iterative feedback. Our approach combines
Multi-pass Prompt Generation (MPG) for modularity with textual gradient
optimization that refines instructions based on detected error patterns. We
provide formal theoretical analysis demonstrating provable convergence to-
wards reduced loss under defined conditions. In a large-scale e-commerce
case study on product attribute enrichment, CascadeAgent generated and
optimized over 27,000 distinct prompts, achieving improvements of +21%
to +33% in precision and +12% to +14% in coverage across multiple LLMs.
These results highlight CascadeAgent’s capacity for robust, automated
prompt engineering at industrial scale, while making more affordable models
viable for deployment. The framework’s modular design, iterative improve-
ment mechanism, and theoretical guarantees make it a strong candidate for
applications requiring principled refinement of vast numbers of task-specific
prompts.

1 Introduction

Enhancing product listings with detailed and accurate attribute information is a critical,
yet challenging task in e-commerce. Automatically enriching product catalogs simplifies the
listing process for sellers and significantly improves the shopping experience for customers
by boosting search relevance, product discovery, and informed purchasing decisions. While
Large Language Models (LLMs) offer a promising solution for automating this process,
adapting them to domain-specific tasks remains challenging, as generic prompts often fail to
capture the nuanced requirements of specific product attributes, impacting catalog quality
and user experience.

The core complexity lies in the sheer heterogeneity of e-commerce catalogs: countless product
categories, each with a unique set of relevant attributes, demand specialized handling.
Effective attribute extraction requires instructions meticulously tailored to specific product-
attribute (PA) combinations while ensuring consistency and quality across the entire catalog.
To address this scale and specificity, we first introduce Multi-pass Prompt Generation
(MPG), a strategy that modularizes the problem by processing individual attributes with
dedicated prompts. This approach allows for precise instruction tuning without creating overly
complex prompts and provides a robust foundation for systematic, scalable optimization by
isolating the refinement of each attribute.
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While prior work has explored individual aspects of prompt engineering and multi-agent
systems Shin et al. (2020); Yang et al. (2024); Ye et al. (2023); Yuksekgonul et al. (2024);
Chang et al. (2024); Shinn et al. (2023), our key innovation lies in their principled integration
for industrial-scale attribute extraction. Unlike previous approaches that handle dozens to
hundreds of attributes Zheng et al. (2018); Yan et al. (2021c); Yang et al. (2022); Fang et al.
(2024); Zhang et al. (2024); Gong et al. (2025), CascadeAgent’s novel architecture enables
management of over 27,000 attribute-specific prompts while providing theoretical guarantees
of convergence. The significant performance improvements (+33% in precision, +14% in
coverage) and ability to make affordable models competitive with premium ones demonstrate
a fundamental rethinking of how to approach large-scale prompt engineering.

Figure 1: CascadeAgent with five special-
ized agents to optimize catalog enrichment.

Building on MPG, we propose CascadeAgent,
a novel multi-agent framework designed to au-
tomate the creation and, crucially, the iterative
refinement of these attribute-specific instruc-
tions. CascadeAgent orchestrates five special-
ized agents—Prompting, Writing, Generation,
Evaluation, and Flaw Detection—in a collabo-
rative loop. This system begins by generating
initial instructions based on catalog guidelines
and seller data. It then enters iterative re-
finement cycles where outputs are evaluated,
flaws are identified, and instructions are sys-
tematically updated using a semantic gradient-
based optimization Shin et al. (2020). This
process, which continues until desired accuracy
is achieved or iteration limits are met, ensures
that PA-specific instructions are progressively
enhanced.

A key contribution of this work is not only the empirical demonstration of CascadeAgent’s
effectiveness but also a formal theoretical analysis of its iterative refinement mechanism.
We model the system’s dynamics and prove, under reasonable assumptions, that the expected
catalog loss decreases, providing principled validation for our design.

The contributions of our work are thus multi-faceted:

1. Multi-pass Prompt Generation (MPG): A scalable framework that decomposes
complex catalog enrichment into attribute-specific sub-tasks, each managed by a
specialized prompt.

2. CascadeAgent: A novel multi-agent system that collaboratively creates, evaluates,
and refines attribute-specific instructions, incorporating domain knowledge (e.g.,
catalog guidelines, seller preferences) and optimized through an iterative, semantic
gradient-based approach.

3. Theoretical Guarantees: A formal analysis demonstrating the convergence prop-
erties of CascadeAgent’s iterative refinement process toward reduced catalog loss.

4. Industrial-Scale Empirical Validation: Demonstration of CascadeAgent’s effec-
tiveness in a real-world e-commerce setting, achieving up to +33% precision and
+14% coverage improvements on attribute value generation across multiple LLMs.

2 Method

To address the challenge of scaling attribute extraction, we propose CascadeAgent, a novel
framework featuring a multi-agent architecture that systematically generates, refines, and
optimizes attribute-specific instructions. CascadeAgent is built upon two core concepts:
MPG for modularity and an agentic workflow for initial prompt creation and iterative
refinement via textual gradients.
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2.1 MPG: A Scalable Framework for Attribute-Specific Processing

We decompose the complex catalog enrichment problem into a series of manageable, attribute-
specific sub-tasks. This decomposition strategy—henceforth termed Multi-pass Prompt
Generation (MPG) strategy—offers the following significant advantages:

1. Modular Decomposition: MPG decomposes the task into attribute-specific modules.
Each attribute gets its own specialized prompt, allowing for precise instruction tuning
without the complexity overhead of conditional logic.

2. Independent Optimization: By isolating each attribute’s handling, MPG enables
independent optimization of prompts. If a specific attribute’s extraction is underperforming,
its prompt can be refined without affecting the performance of others.

3. Scalable Architecture: The modular nature of MPG makes it inherently scalable. While
previous approaches were either limited to handling small set of attributes or required
a lot training data Tavanaei et al. (2024); Yan et al. (2021b), our approach successfully
manages over 27,000 distinct product-attribute combinations.

Under the MPG framework, each product attribute is processed individually using a dedicated,
specialized prompt. This process initiates with a generic base prompt that incorporates
essential product information (e.g., title, description). It is then tailored to the specific
attribute by integrating relevant attribute metadata, such as its expected data type or
permissible values. This attribute-level approach enables independent optimization through
the process described in the following section.

2.2 Collaborative Refinement: The CascadeAgent

Building upon MPG, we introduce CascadeAgent, a novel multi-agent system that auto-
mates the creation and refinement of attribute-specific prompts. CascadeAgent operates
through a synergistic, iterative refinement loop, illustrated in Figure 1. The core philosophy
is that prompts are not static artifacts but are dynamically "sculpted" by specialized agents,
each contributing its expertise, much like a collaborative human team but operating at
machine scale and speed to ensure optimal accuracy and relevance across diverse product
categories.

Unlike previous approaches that rely on single-agent architectures or static prompt engineering
techniques, the Agentic Cascade leverages a team of specialized agents working in concert
to continuously improve prompt quality and performance. The workflow orchestrates five
distinct agents in a continuous cycle, where each agent’s output informs the next:

Prompting Agent: Serves as the central orchestrator. It initiates the cycle by obtaining
relevant metadata (e.g., product category, attribute specifications) and generating an initial
base prompt. It coordinates the activities of the other agents and integrates their outputs to
drive the refinement process.

Writing Agent: Receives the current prompt and associated metadata. It synthesizes diverse
information sources—ranging from broad catalog guidelines and attribute specifications (e.g.,
data types, valid values from category definitions) to nuanced seller preferences gleaned
from historical data patterns—into coherent, context-aware instructions. This step is vital
for grounding the prompts in the specific operational realities and quality standards of the
e-commerce platform.

Generation Agent: Takes the refined instructions from the Writing Agent and executes
the attribute value generation task. It processes input data, such as product titles and
descriptions, using an underlying LLM to generate attribute values that are intended to be
accurate and aligned with catalog expectations.

Evaluation Agent: Assesses the attribute values produced by the Generation Agent. It
applies a set of pre-defined evaluation criteria, comparing generated values against ground-
truth data or using other quality heuristics, to provide detailed feedback on the performance
of the current instruction.
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Flaw Agent: Performs a crucial diagnostic role. It analyzes the feedback from the Evaluation
Agent to move beyond simple error counts, identifying systematic problems, common error
patterns, or ambiguities in the generated outputs that indicate deficiencies in the current
instruction. Its summarized findings are not just logs but actionable critiques that guide
subsequent prompt rewriting.

The cycle then returns to the Prompting Agent, which, in concert with the Writing Agent,
leverages the Flaw Agent’s diagnosis to iteratively improve the instruction. This refinement
is guided by a textual gradient-based optimization strategy, detailed in the next section. The
process for each product-attribute (PA) prompt continues independently until it achieves a
desired level of accuracy or a predetermined iteration limit is reached, allowing for a varying
number of refinement cycles tailored to the complexity of each specific PA.

This multi-agent approach offers several advantages:

• Specialization: Each agent focuses on a specific aspect of the prompt engineering
process, allowing for more nuanced and effective improvements.

• Continuous Improvement: The iterative nature of the cascade enables ongoing
refinement, adapting to new patterns and edge cases over time.

• Interpretability: By breaking down the refinement process into distinct steps, the
CascadeAgent provides insights into how and why prompts are being modified.

• Scalability: The modular architecture allows for parallel processing of multiple attribute-
specific prompts, enabling efficient optimization at scale.

2.3 Principled Improvement: Optimization with Textual Gradients

Algorithm 1 Optimization with Textual Gradients
Input:

Initial LLM instruction I0, Training data with errors
D

Number of minibatches m, sample size n
Top-K selection size K, max iterations T

Output: Optimized LLM instruction
1: Initialize pool: P ← {I0}
2: Initialize top-K: best_K← {I0}
3: Initialize counter t← 1
4: repeat
5: new_instructions← ∅
6: for each instruction I in best_K do
7: for each minibatch Bi of training data do
8: Sample n errors: Si

9: flaw_summary← FlawAgent(Si)
10: new_I← RewritingAgent(I, flaw_summary)
11: Add new_I to new_instructions
12: end for
13: end for
14: Evaluate new_instructions
15: Update pool: P ← P ∪ new_instructions
16: Select top-K: best_K← Top-K from P
17: t← t+ 1
18: until convergence or t > T
19: Return: Best instruction from best_K

To fully realize the potential of
this multi-agent architecture
at scale, we need a principled
approach to systematic im-
provement across thousands of
prompts simultaneously. We
introduce an iterative refine-
ment process detailed in Al-
gorithm 1. Our approach
builds upon semantic ‘gradi-
ent’ methodology from Pro-
TeGi Pryzant et al. (2023),
but adapts it specifically for
large-scale attribute extrac-
tion. Unlike traditional op-
timization approaches that
greedily pursue a single op-
timal solution, our method
maintains a diverse pool of
candidate instructions. This
design choice provides two
key benefits: resistance to
premature convergence to lo-
cal optima, and the ability
to explore multiple promising
refinement paths simultane-
ously—essential features when
optimizing prompts across di-
verse attribute types. The process leverages rich textual feedback signals to guide refinement,
enabling CascadeAgent to achieve high performance across diverse attribute types at in-
dustrial scale. Section 3 provides a formal analysis of the convergence properties of this
optimization strategy.
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3 Theoretical Analysis of CascadeAgent

We present a formal theoretical analysis of CascadeAgent’s convergence properties and
performance guarantees.

Modeling Prompt Refinement. We model the iterative refinement of a single attribute-
specific instruction (πt at iteration t) as a countable-state deterministic Markov Decision
Process (MDP).

• State st = πt ∈ Π: The current instruction.
• Action a = g(·, ε): A rewrite by the Writing Agent, guided by a summary ε from the Flaw

Agent.
• Transition st+1 = a(st): The deterministic outcome of applying the rewrite.
• Reward r(s) = −L(s) ∈ [−κmax, 0]: The negative of the catalog loss for the current

instruction π. The catalog loss L(π) is defined as the expected weighted sum of distinct
error types:

L(π) := wval Pr[Eval(π)] + womis Pr[Eomis(π)] + wcommis Pr[Ecommis(π)].

Here, Pr[Eval(π)] is the probability of an incorrect non-blank prediction (value error) when
using prompt π. Similarly, Pr[Eomis(π)] is the probability of an omission error (predicting
blank when a value is expected), and Pr[Ecommis(π)] is the probability of a commission
error (predicting a value when blank is expected). The positive weights wval, womis, wcommis
assign penalties to each error type, and are chosen to sum to 1. The maximum possible
penalty for any single error instance is κmax = max(wval, womis, wcommis), and the minimum
κmin = min(wval, womis, wcommis).

The objective is to find a policy ϖ (a sequence of rewrite choices) that maximizes the
discounted cumulative reward V ϖ(s) = Eϖ[

∑∞
t=0 γ

tr(st)]. CascadeAgent’s Algorithm 1
implements a textual-gradient greedy policy (ϖTG), which selects rewrites that minimize
empirical loss on minibatches and maintains a pool of Top-K candidate instructions.

Our analysis establishes two crucial properties of this refinement process:

(A) Reliable Candidate Selection (Top-K Safety): The Top-K selection mechanism
(Algorithm 1, line 16) is vital for exploring the instruction space effectively. Proposition B.1
shows that, with sufficient samples, this step retains the true best instruction from the
candidate pool and ensures the best true loss does not increase, with high probability.

(B) Progressive Error Reduction: If rewriting instructions is, on average, more likely to
fix errors than to introduce new ones, the catalog loss is expected to decrease. Proposition B.2
quantifies this.

Combining these insights, Theorem 1 demonstrates that CascadeAgent’s policy ϖTG indeed
drives down catalog loss and improves the value function, up to limitations imposed by
irreducible errors and estimation noise.
Theorem 1 (Loss and Value Improvement of ϖTG). Let ϑest be the failure probability of the
Top-K estimator (from Prop.B.1). Assume the marginal-churn condition pfix > pbreak ≥ 0,
where pfix, pbreak pertain to the correction/introduction of any true error type (as defined for
Prop. B.2). Define λ = 1− (pfix + pbreak), r = κmax/κmin (derived from penalties for true
errors, where κmax is the max penalty), and let ϕ = rλ. Assume ϕ ∈ [0, 1).

(i) One-step expected loss reduction: The expected loss of the prompt at the next
iteration, Lt+1, given the current prompt’s loss Lt, satisfies: E[Lt+1 | st] ≤ ϕLt +
κmax pbreak + ϑest.

(ii) Horizon-bounded loss: The expected loss at iteration T , starting from an initial loss

L0, satisfies: E[LT ] ≤ ϕTL0 +
κmax pbreak + ϑest

1− ϕ

(
1− ϕT

)
.

(iii) Value function increase: With a discount factor γ ∈ (0, 1), the policy ϖTG improves
the value function V ϖTG(st) at each step where the current loss Lt exceeds the asymptotic
floor L⋆

∞ = (κmaxpbreak + ϑest)/(1− ϕ). Specifically, E[V ϖTG(st+1)− V ϖTG(st) | st] ≥
1− ϕ

1− γϕ

[
Lt − L⋆

∞
]+

.
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(Formal statement and proof are in Appendix B.3.)

The theorem shows that CascadeAgent’s loss contracts geometrically up to an irreducible
error floor dictated by pbreak (inherent task difficulty) and ϑest (evaluation error). As long as
rewrites are net beneficial and the estimator reasonably accurate the expected loss shrinks.
The better the evaluation or the more amenable the domain to correction (smaller pbreak),
the lower this achievable loss floor.

4 Experimental Design and Evaluation

4.1 Dataset and Sampling

Our evaluation assessed the effectiveness of generating product attribute values using prompts
crafted by our cascade measured against manually verified data. The process comprised two
phases:

Cascade initialization & evaluation set: We setup the cascade to create 27,000 Product-
Attribute (PA) specific LLM prompts (instructions) using catalog metadata. To evaluate
at this massive scale, we designed both aggregate catalog level and fine-grained PA level
evaluation sets. For catalog-level evaluation, we used a search weighted sample of 10,000
products with 304,847 attribute labels across 1394 product categories, reflecting real-world
product distribution. For granular evaluation at the PA-level, we created an extensive dataset
of 2,897 PA pairs based on highest customer relevance, each with at least 100 test labels
resulting in 304,000 labels in the set.

Iterative optimization: The iterative optimization of the cascade with textual gradients
required at least 150 verified human labels per PA. We selected 1,879 PAs of highest customer
relevance that met the label criteria, creating 1,879 PA high fidelity set. For each PA, the
data set was split into training (50 samples) and validation (100 samples) sets corresponding
to instruction refinement and top-K selection respectively. Additional holdout test (100+
samples) sets were used for performance evaluation.

4.2 Model Selection and Computing Infrastructure

We used two LLMs in our cascade: Claude 3.5 Sonnet for flaw detection and writing agents
due to its superior capabilities in error analysis, and Mistral NeMo for attribute generation
and evaluation due to its favorable inference cost profile. All experiments were conducted on
a network with 6 AWS EC2 P5 instances with a total of 48 NVIDIA H100 GPUs (80GB
each), achieving a throughput of 613 PTAs per hour through parallel processing.

4.3 Hyperparameter Configuration

Based on ablation studies (Appendix A.1), we optimized the system with 5 minibatches,
5 error cases per minibatch, and top K=3 selection, balancing optimal error diversity and
generalization performance while maintaining computational efficiency.

4.4 Evaluation Methodology

We evaluated the performance using three metrics:

• Precision/Recall: Comparing generated values against ground truth.
• Coverage: Percentage of samples for which the model produces any output.For certain

attributes (e.g., subject_character in t-shirts), low coverage with high precision is
expected and desired, as many products naturally do not have these attributes. This
metric helps assess whether the model appropriately identifies cases where attribute
values should or should not be generated.

Generated values were evaluated through string comparison with ground truth, with LLM-
based semantic verification for inconclusive cases. The ground truth included negative labels
(Not Applicable, Not Obtainable) to penalize incorrect generations.

6
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5 Results

5.1 Performance of CascadeAgent

We first evaluate the performance of CascadeAgent. Table 1 compares CascadeAgent
approach with a baseline method. The baseline uses a single prompt for all attributes where
as CascadeAgent uses individual instructions for each attribute through to its Multi-pass
Prompt Generation (MPG) framework as well as catalog guidelines and seller preferences
through the multi-agent cascade. As an ablation, to understand the value add from MPG vs
multi-agent cascade with catalog guidelines and seller preferences we additionally compare
with an MPG without the agents.

Table 1: Comparison of CascadeAgent vs. Baseline vs. vanilla MPG

Base Model Prompt Type Precision (%) Coverage (%)

Mistral NeMo Baseline 57.14 42.58
Mistral NeMo MPG 76.19 58.10
Mistral NeMo CascadeAgent with MPG 90.21 56.09
Claude 3.5 Sonnet Baseline 72.73 68.47
Claude 3.5 Sonnet MPG 87.32 86.02
Claude 3.5 Sonnet CascadeAgent with MPG 93.55 86.49

To robustly access our instruction generation ability we used Mistral NeMo and Claude 3.5
Sonnet as generators and evaluated against ground truth human labels, measuring coverage
(proportion of attributes filled) and precision.

Results on the 10k Catalog evaluation set show significant improvements from CascadeAgent
with MPG for both models. Mistral NeMo’s coverage increased from 42.58% to 56.09%,
and precision from 57.14% to 90.21%. Claude 3.5 Sonnet saw coverage rise from 68.47%
to 86.49% and precision from 72.73% to 93.55%. CascadeAgent improved Mistral NeMo’s
performance more than Claude 3.5 Sonnet’s (+33.07% vs +20.82% in Precision, and +13.51%
vs +12.02% in Recall). Notably, CascadeAgent enabled the more cost-effective Mistral NeMo
to close the Precision gap with premium Claude 3.5 Sonnet to only 3%. This demonstrates
CascadeAgent’s ability to make affordable models viable for scalable deployment, while
premium models can be used to fulfill coverage gaps.

5.2 Boost in PA-level performance

Figure 2: PA specific LLM instructions – cov-
erage and precision changes with quadrants.

We analyzed precision and coverage im-
provements on the 2,897 PAs representing
high-impact attributes in our catalog. As
shown in Figure 2, 58.2% of PAs showed
consistent positive impact—improving both
metrics or enhancing one without degrad-
ing the other—while only 2.4% declined in
both. The remaining 39.4% exhibited mixed
trends, primarily (35.0%) increased cover-
age with reduced precision, and occasion-
ally (4.4%) the reverse. These trade-offs
often stemmed from hallucinations, where
the model defaulted to common values (e.g.,
plastic for a computer mouse) based on cat-
alog priors in the absence of sufficient input
context.

5.3 Optimization with Textual Gradients

We next evaluate continuous optimization of the CascadeAgent over multiple iterations using
textual gradients. For this, we used the 1,879 PA high-fidelity set, each with a minimum of

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2026

250 ground truth labels. The results demonstrate that 22% (409 PAs) achieved 95% accuracy
after the first cascade run. For the remaining 78% (1470 PAs), we employed Algorithm
1 with textual gradient descent and two stopping criteria: reaching 95% train/validation
accuracy or completing a maximum of five iterations. This optimization approach proved
effective, with all the 1,470 PAs demonstrating substantial performance gains - an average
+15% improvement in hold-out test accuracy, comprising +6% in precision and +8% in recall
across five iterations (Figure 3). These improvements were all statistically significant (paired
t-test, p ≤ 1× 10−10).

Figure 3: PA specific instructions - Accuracy, Precision/Recall changes over iterations,
grouped by stopping criteria.

The optimization process revealed distinct performance patterns: 27.2% of PAs reached
the stopping criteria within three iterations, while 4.8% achieved additional performance
improvements in the last two iterations. The remaining 46.0% of PAs, though unable to
reach the stopping criteria within five iterations, demonstrated substantial improvements
during the first three iterations before plateauing(see the last column in Figure 3).

Analysis of cases requiring all five iterations identified two main challenges: image-dependent
attributes (40% of remaining cases) and numeric attributes, suggesting opportunities for
multimodal models and enhanced mathematical reasoning capabilities.

6 Related Works

Artificial intelligence applications in e-commerce catalog curation have driven significant
research across academia and industry (Ghani et al., 2006; Probst et al., 2007; Carmel et al.,
2018; Rezk et al., 2019; Zhao et al., 2019; Chen et al., 2019; Cheng et al., 2024). The field
has evolved from rule-based systems (Chiticariu et al., 2010; Vandic et al., 2012) to neural
architectures, and now to LLMs and multimodal systems.

Early attribute extraction relied on sequence tagging models like OpenTag Zheng et al.
(2018) and AdaTag Yan et al. (2021b). With the rise of transformers (Vaswani et al., 2017),
question-answering frameworks like MAVE Yang et al. (2022) emerged. While these methods,
along with NER (Putthividhya & Hu, 2011; More, 2016; Yan et al., 2021a; Nadeau & Sekine,
2007) and advanced sequence taggers (Xu et al., 2019; Wang et al., 2020), showed progress,
they required explicit attribute mentions and complete retraining for new attributes. Recent
work in prompt optimization, such as ProTeGi Pryzant et al. (2023), TextGrad Yuksekgonul
et al. (2024) and Reflexion Shinn et al. (2023), has demonstrated success through iterative
refinement with feedback and self-reflection, but lacks applicability to large-scale e-commerce
systems.

Table 2 provides a comprehensive comparison of these approaches, highlighting the evolution
of the field and the positioning of our proposed CascadeAgent framework. While recent
methods have made progress in individual aspects, they typically require complete retraining
when extending to new attributes. In contrast, CascadeAgent’s novel multi-agent architecture

8
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Table 2: Comparison of product attribute extraction approaches

Approach Re-Train. Implicit Values Multi- PT/Attr.
Required Inference modal Scale***

OpenTag (2018) Zheng et al. (2018) Yes No No Small
AdaTag (2021) Yan et al. (2021b) Yes No No Small
MAVE (2022) Yang et al. (2022) Yes No Yes Medium
SAGE (2023) Nikolakopoulos et al. (2023) Yes Yes No Large
LLM-Ensemble (2023) Fang et al. (2024) No* Yes No Medium
DALLA (2023) Zhang et al. (2024) Yes No No Medium
EIVEN (2024) Zou et al. (2024) Yes Yes Yes Medium
ViOC-AG (2024) Gong et al. (2025) No** Yes Yes Medium
MXT (2024) Khandelwal et al. (2023) Yes Yes Yes Large
CascadeAgent No Yes Yes Large
*Requires 2 examples for few-shot learning
**Uses frozen CLIP model with OCR correction
***Small = O(10); Medium = O(1, 000); Large = O(10, 000)

enables seamless extension to new attributes without retraining, while supporting multiple
languages and scaling across diverse product categories through its modular framework.

7 Conclusion

We introduced CascadeAgent, a novel multi-agent framework for automating the develop-
ment of specialized LLM prompts at scale, particularly for e-commerce attribute generation.
CascadeAgent leverages Multi-pass Prompt Generation(MPG) to modularize tasks into
attribute-specific sub-problems, each with a dedicated prompt. A team of five specialized
agents then collaboratively creates, evaluates, and refines these prompts through iterative,
semantic gradient-based optimization, incorporating domain knowledge.

Empirically, CascadeAgent successfully managed over 27,000 prompts, delivering substantial
improvements of +21% to +33% in precision and +12% to +14% in coverage, while opti-
mization via textual gradients resulted in additional gains. Optimization through textual
gradients provided additional gains of +6% precision and +8% coverage. Theoretically, we
provided a formal analysis demonstrating CascadeAgent’s provable convergence towards
reduced catalog loss, validating its principled design. This synergy between MPG and the
agentic cascade reduces manual effort, enables robust optimization, and allows cost-effective
LLMs to achieve high performance.

CascadeAgent’s demonstrated scalability and effectiveness highlight its potential for industrial
applications requiring nuanced, task-specific LLM instruction. Future work will focus on
enhancing agent capabilities and exploring advanced self-reflection mechanisms to further
improve performance and adaptability.

8 Limitations

While CascadeAgent demonstrates significant improvements in e-commerce attribute enrich-
ment, several limitations should be considered. Our framework has been validated primarily
in e-commerce, with transferability to other domains remaining untested. The system’s
computational requirements—involving multiple specialized agents—may limit accessibility
in resource-constrained environments. Additionally, our approach depends on ground truth
data availability, which may be scarce in some domains. Future work could explore reducing
computational requirements through more efficient agent orchestration Shinn et al. (2023) and
developing semi-supervised approaches Zhou et al. (2023); Chang et al. (2024), leveraging
agent-driven data synthesis and/or augmentationTan et al. (2024) to decrease reliance on
labeled data.

9
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9 Ethics Statement

This work focuses on e-commerce catalog enrichment using AI systems. While our system
processes product data at scale, we have taken steps to ensure ethical considerations are
addressed. Our framework does not process any personally identifiable information or
sensitive customer data. The system operates solely on product descriptions and attributes
provided by sellers. We have designed CascadeAgent to maintain data quality and accuracy,
ensuring that generated attributes fairly represent products without introducing bias or
misleading information that could impact consumer decisions. The system’s outputs are
subject to human oversight and validation to maintain high standards of accuracy and
fairness in e-commerce listings.

10 Reproducibility Statement

To ensure reproducibility of our results, we provide detailed specifications of our experimental
setup and methodology. While our implementation code and dataset cannot be released due
to company policy, we have thoroughly documented our approach to enable replication. The
CascadeAgent framework has been implemented using publicly available LLM API (Claude)
and open-source model (Mistral NeMo), with all hyperparameters and configuration settings
documented in Section 4.3. The evaluation metrics and methodology are clearly defined in
Section 4.4. The experiments can be replicated using standard computing infrastructure
as specified in our experimental setup. All results reported in Section 5 are averaged
over multiple runs to ensure statistical significance. The theoretical proofs in Section 3 are
provided with complete derivations in the appendix B. We believe these detailed specifications
allow others to implement and validate our approach, even without access to our proprietary
code and data.
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Appendix

A Appendix

Table 3: Benchmarking Evaluation on Enriching Simulated Empty Catalog*

Coverage (%) Precision (%)

No LLM Instruction 45.02 81.09
Attribute LLM Instruction 40.92 88.56
PA Specific LLM Instruction 52.00 89.05

• For the same 10,000 catalog evaluation set, we masked all catalog attribute values and tasked the
model with enriching them using only the product title, bullet_point, and product_description
as input data.

Table 4: Benchmarking Evaluation on Enriching Catalog*

Coverage (%) Precision (%)

No LLM Instruction 65.47 84.01
Attribute LLM Instruction 65.18 86.20
PA Specific LLM Instruction 67.29 87.94

• The evaluation was performed using all attributes as input and with the existing filled catalog.

A.1 Ablation Studies

We conducted comprehensive ablation studies to analyze the impact of various hyperparame-
ters on attribute generation performance during the iterative prompt optimization. In each
study, we modified one parameter while maintaining others at their optimal values. We
investigated three key parameters: Top-K selection, number of error examples, and number
of minibatches.

A.1.1 LLM instruction optimization - Top K

Selecting the optimal Top-K instructions at each iteration is critical for maintaining an
effective balance between exploration and exploitation.

Figure 4 illustrates the impact of varying the Top-K values (K=1,2,3) across three iterations
for 10 PAs. The results show that Top-2 and Top-3 consistently yielded performance
improvements across iterations. In contrast, Top-1 showed limited improvement after the
first iteration, suggesting convergence to a local optimum.

This behavior indicates that relying solely on the single best-performing instruction (Top-1)
constrains the model’s ability to explore diverse solutions. Using Top-2 or Top-3 provide
a broader spectrum of high-performing instructions, facilitating better exploration of the
solution space while maintaining performance quality. This balance between diversity and
performance makes Top-2 and Top-3 more effective at achieving sustained improvements
and avoiding premature convergence.

A.1.2 LLM instruction optimization - Error Examples in Minibatch

Figure 5 analyzes how varying the number of error examples in the flaw summary affects the
optimization process.

We evaluated three configurations (1, 3, and 5 error examples) across three iterations.
Using a single error example per minibatch resulted in poor convergence and minimal
accuracy improvements on the hold-out test dataset. Increasing to 3 or 5 error examples
per minibatch significantly enhanced error generalization, leading to substantial accuracy
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Figure 4: Performance comparison across different Top-K selection strategies

improvements across iterations. This suggests that a larger set of error examples provides
more comprehensive guidance for the optimization process.

Figure 5: Impact of error example count on model performance and convergence

A.1.3 LLM instruction optimization - Minibatch Size

Figure 6 examines the effect of varying the number of minibatches during each training
iteration.

Figure 6: Effect of minibatch count on convergence rate and model performance

We tested three configurations (1, 3, and 5 minibatches) across three iterations. Results show
that higher minibatch counts (3 and 5) achieve faster convergence and superior performance
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within the first two iterations. Training with a single minibatch per iteration exhibits slower
convergence, requiring more iterations to achieve comparable performance improvements.

B Proofs

B.1 Proposition 1: Formal Statement and Proof

Proposition 1 (Empirical Top-K selection guarantees monotone improvement). Fix an
iteration t. Let Pt⊆Π be the current pool of instructions and define

π⋆
t := arg min

π∈Pt

L(π), ∆t :=min
π ̸=π⋆

t

[
L(π)− L(π⋆

t )
]
> 0.

(Loss range) Because wval + womis + wcommis = 1 we have 0 ≤ L(π) ≤ 1 for every π ∈ Pt.

(Evaluation batch) Draw a fresh i.i.d. sample Dt = {(xi, yi)}ni=1 and set the empirical loss

L̂t(π) :=
1

n

n∑
i=1

1
[
fθ(xi, π) ̸= yi

]
, π ∈ Pt.

Choose confidence level ϑ ∈ (0, 1) and any

n ≥
⌈ 2

∆2
t

log
2|Pt|
ϑ

⌉
.

Let P̂t,K be the empirical Top-K instructions computed from L̂t(π) using a deterministic
tie-break order, and set Pt+1 := Pt ∪ P̂t,K (for any K≥1).

Then, with probability at least 1− ϑ,

(i) True optimum retained: π⋆
t ∈ P̂t,K .

(ii) Monotone improvement: min
π∈Pt+1

L(π) = L(π⋆
t ) ≤ min

π∈Pt

L(π).

Proof. (Step 1). A uniform concentration event. For one fixed prompt π∈Pt the random
variable L̂t(π) is the empirical mean of n independent Bernoulli indicators 1[fθ(xi, π) ̸= yi].
Because each indicator lies in [0, 1], Hoeffding’s inequality states that for any ε > 0

Pr
[∣∣L̂t(π)− L(π)

∣∣ ≥ ε
]
≤ 2 exp

(
−2nε2

)
. (H)

We would like this deviation bound to hold simultaneously for every π ∈ Pt. Set

ε :=

√
log

(
2|Pt|/ϑ

)
2n

.

With this choice the right–hand side of (H) equals ϑ/|Pt|. A union bound over all |Pt|
prompts therefore yields the event

Et :=
{∣∣L̂t(π)− L(π)

∣∣ < ε ∀π ∈ Pt

}
,

with probability Pr[Et] ≥ 1− ϑ. This event says “all empirical losses are within ε of their
true values.”

(Step 2). Empirical ordering mirrors true ordering. Fix any competitor π ̸= π⋆
t . By definition

of the true gap ∆t = L(π)− L(π⋆
t ) we have

L(π)− L(π⋆
t ) = ∆t > 0. (1)

On the concentration event Et we add and subtract at most ε to each loss, so

L̂t(π)− L̂t(π
⋆
t ) ≥ ∆t − 2ε. (2)
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The sample size n was chosen so that 2ε = ∆t

√
2 log(2|Pt|/ϑ)

n ≤ ∆t; indeed by the proposition’s

hypothesis n ≥ 2
∆2

t
log 2|Pt|

ϑ . Therefore the right-hand side of (2) is ≥ 0, and in fact > 0

because we rounded n up. Hence on Et every competitor π has strictly larger empirical loss
than π⋆

t .

(Step 3). Inclusion of the optimal prompt in Top-K. Because of the strict inequality in
step 2 and because the tie-break rule is deterministic, the empirical ranking places π⋆

t first.
Consequently it is included in the Top-K set P̂t,K for any K ≥ 1. This establishes part (i)
of the proposition.

(Step 4). Monotone improvement of the best true loss. Define the next pool Pt+1 := Pt∪P̂t,K .
Since π⋆

t ∈ P̂t,K by part (i), it certainly belongs to Pt+1. Therefore

min
π∈Pt+1

L(π) ≤ L(π⋆
t ) = min

π∈Pt

L(π).

(The inequality could be strict if an even better prompt were added; equality holds at
minimum.) This proves part (ii).

(Step 5). Probability statement. Steps 2–4 hold on the event Et, whose probability we bounded
below by 1− ϑ in step 1. Hence parts (i)–(ii) both hold with at least that probability, and
the proof is complete.

B.2 Proposition 2: Formal Statement and Proof

Proposition 2 (Geometric loss decay under marginal churn). Let the state at iteration t be
st, leading to a prediction Ŷt for a ground-truth value Y . Define the per-example error type
indicators:

• Eval,t := 1{Ŷt ̸= Y ∧ Ŷt ̸= blank ∧ Y ̸= blank} (Incorrect Value)
• Eomis,t := 1{Ŷt = blank ∧ Y ̸= blank} (Omission Error)
• Ecommis,t := 1{Ŷt ̸= blank ∧ Y = blank} (Commission Error)

These error types are mutually exclusive for a single prediction. The overall binary error
indicator is Et := 1{Eval,t = 1 ∨ Eomis,t = 1 ∨ Ecommis,t = 1}. The per-example catalog loss
at iteration t is:

Lt := wvalEval,t + womisEomis,t + wcommisEcommis,t,

where 0 < wval, womis, wcommis < 1 such that wval + womis + wcommis = 1. Define the
constants:

κmin := min(wval, womis, wcommis), κmax := max(wval, womis, wcommis), r :=
κmax

κmin
≥ 1.

Note that if Et = 1, then κmin ≤ Lt ≤ κmax. If Et = 0, then Lt = 0. Thus, κminEt ≤ Lt ≤
κmaxEt holds for all outcomes.

Assume the following marginal-churn dynamics hold for the binary error indicator Et,
with fixed probabilities pfix, pbreak ∈ [0, 1]:

Pr[Et+1 = 0 | Et = 1] = pfix, Pr[Et+1 = 1 | Et = 0] = pbreak.

Assume a beneficial rewriting process, pfix > pbreak ≥ 0. Also assume pfix + pbreak ∈ (0, 1] to
ensure the standard contraction factor definition. Define the contraction factors:

ρ := pfix + pbreak ∈ (0, 1],

λ := 1− ρ = 1− (pfix + pbreak) ∈ [0, 1).

Set the effective contraction rate ϕ := rλ. We require ϕ ∈ [0, 1) for convergence to the stated
floor.

Then the following two bounds hold:

(i) One-step bound: E
[
Lt+1

]
≤ ϕE

[
Lt

]
+ κmax pbreak
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(ii) Multi-step bound: For any horizon T ≥ 0,

E
[
LT

]
≤ ϕTE

[
L0

]
+ κmax pbreak

1− ϕT

1− ϕ
.

Consequently, if ϕ < 1, the expected loss converges towards an asymptotic floor:

lim
T→∞

E[LT ] ≤
κmax pbreak

1− ϕ
.

Proof. Step 1: Bounding the loss in terms of the binary error indicator Et. As established
in the proposition statement: If Et = 1, an error occurred, and the loss Lt is one of
wval, womis, wcommis. Thus, κmin ≤ Lt ≤ κmax. If Et = 0, no error occurred (the prediction
was correct, including predicting blank for blank), and Lt = 0. These two cases can be
summarized by the inequality:

κminEt ≤ Lt ≤ κmaxEt. (A)
This implies Et ≤ Lt/κmin (if κmin > 0, which it is by definition of weights) and Lt/κmax ≤ Et.
Also, E[Et] ≤ E[Lt]/κmin and E[Lt] ≤ κmaxE[Et].

Step 2: Expected value of the next error indicator Et+1. By definition of expected value and
the law of total probability, using the marginal-churn dynamics for Et:

E[Et+1] = Pr(Et+1 = 1)

= Pr(Et+1 = 1 | Et = 1)Pr(Et = 1) + Pr(Et+1 = 1 | Et = 0)Pr(Et = 0)

= (1− pfix)E[Et] + pbreak(1− E[Et])

= (1− pfix − pbreak)E[Et] + pbreak

= λE[Et] + pbreak. (B)
Here, λ = 1 − (pfix + pbreak). The assumption pfix + pbreak ∈ (0, 1] ensures that λ ∈ [0, 1).
The condition pfix > pbreak ≥ 0 ensures that λ < 1 if pfix + pbreak > 0.

Step 3: Deriving the one-step loss bound (i). Using the right-hand inequality of (A) for Lt+1

and taking expectations:
E[Lt+1] ≤ κmaxE[Et+1].

Substituting (B) into this:
E[Lt+1] ≤ κmax(λE[Et] + pbreak).

Now, using the implication from the left-hand inequality of (A), E[Et] ≤ E[Lt]/κmin:

E[Lt+1] ≤ κmax

(
λ
E[Lt]

κmin
+ pbreak

)
.

E[Lt+1] ≤ λ
κmax

κmin
E[Lt] + κmaxpbreak.

Since r = κmax/κmin and ϕ = rλ, this becomes:
E[Lt+1] ≤ ϕE[Lt] + κmaxpbreak.

This proves part (i).

Step 4: Deriving the multi-step bound (ii). Let xt = E[Lt] and c = κmaxpbreak. The recurrence
from part (i) is xt+1 ≤ ϕxt + c. We unroll this recurrence:

x1 ≤ ϕx0 + c

x2 ≤ ϕx1 + c ≤ ϕ(ϕx0 + c) + c = ϕ2x0 + ϕc+ c

x3 ≤ ϕx2 + c ≤ ϕ(ϕ2x0 + ϕc+ c) + c = ϕ3x0 + ϕ2c+ ϕc+ c

...

xT ≤ ϕTx0 + c(ϕT−1 + ϕT−2 + · · ·+ ϕ1 + ϕ0)

xT ≤ ϕTx0 + c

T−1∑
k=0

ϕk.
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The sum is a geometric series. We have required ϕ ∈ [0, 1), so ϕ ≠ 1. Thus,
∑T−1

k=0 ϕk = 1−ϕT

1−ϕ .

E[LT ] ≤ ϕTE[L0] + κmaxpbreak
1− ϕT

1− ϕ
.

This proves part (ii).

Step 5: Asymptotic behavior. As T →∞, if ϕ ∈ [0, 1), then ϕT → 0. Therefore,

lim
T→∞

E[LT ] ≤ κmaxpbreak
1

1− ϕ
=

κmaxpbreak
1− rλ

.

This completes the proof.

B.3 Theorem 1: Formal Statement and Proof

Theorem 1 (Loss and value improvement of ϖTG under corrected definitions). Fix a single
catalog attribute and let st ∈ Π be the prompt (instruction) active at iteration t ≥ 0.

Assumptions.

(a) Estimator step. At each iteration, the empirical Top-K selector
of Proposition 1 (from Appendix B.1) is run. Denote by Et :=
{true best prompt from the current pool is retained by Top-K selection} and let
ϑest := Pr[Ect ] be its failure probability.

(b) Catalog dynamics (marginal churn). Per-example binary error indicators Et (indicating
any true error: Eval,t, Eomis,t, or Ecommis,t) obey the model of Proposition 2 with fixed
parameters pfix > pbreak ≥ 0, and pfix + pbreak ∈ (0, 1]. The catalog loss L(st) is defined
as in Proposition 2, with 0 < κmin ≤ κmax. Define the contraction factors:

λ := 1− (pfix + pbreak) ∈ [0, 1),

r := κmax/κmin ≥ 1,

ϕ := rλ.

We assume the strict effective contraction condition ϕ ∈ [0, 1).

Claims. For every state st and every horizon T ≥ 0:

(i) One-step loss recursion (conditional on st): The expected loss L(st+1) of the
prompt chosen for the next step, conditional on the current prompt st (which has loss
L(st)), satisfies:

E
[
L(st+1) | st

]
≤ ϕL(st) + κmax pbreak + ϑest. (A’)

(ii) T -step horizon bound (unconditional expectation): Let L0 = L(s0) be the loss
of the initial prompt.

E
[
L(sT )

]
≤ ϕT L0 +

κmax pbreak + ϑest

1− ϕ

(
1− ϕT

)
. (B’)

(iii) Value-function improvement: Set the asymptotic loss floor

L⋆
∞ :=

κmax pbreak + ϑest

1− ϕ
.

Define the excess loss L̃(s) := L(s)− L⋆
∞ and the shifted reward r′(s) := −L̃(s). For

any discount factor γ ∈ (0, 1), the policy ϖTG satisfies:

E
[
V ϖTG(st+1)− V ϖTG(st) | st

]
≥ 1− ϕ

1− γϕ

[
L(st)− L⋆

∞
]+

, (C’)

where [x]+ = max(0, x).

Proof. Throughout this proof, Lt refers to L(st), the true loss of the prompt at state st.
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Part (i): One-step loss recursion. The expectation of L(st+1) conditioned on st is expanded
by conditioning on the success or failure of the Top-K estimation step Et:

E[L(st+1) | st] = E[L(st+1) | st, Et] Pr(Et) + E[L(st+1) | st, Ect ] Pr(Ect )
= E[L(st+1) | st, Et](1− ϑest) + E[L(st+1) | st, Ect ]ϑest.

On event Et, the Top-K selection manages to retain the best prompt. The expected loss of
a prompt π′ generated from st via rewriting, before Top-K selection from the wider pool,
is bounded by Proposition 2(i): Eπ′ [L(π′)] ≤ ϕLt + κmax pbreak. Since st+1 is chosen by
Top-K, its loss will be at most this value if a new prompt is chosen, or potentially lower if
an existing better prompt is kept. Thus,

E[L(st+1) | st, Et] ≤ ϕLt + κmax pbreak.

On event Ect (Top-K estimation fails to identify the true best among candidates), we use
the general upper bound L(st+1) ≤ 1 (assuming losses are normalized or κmax ≤ 1). If not
normalized, the bound is κmax. For consistency with the ϑest term, we use 1 as a simple
upper bound representing a high-loss state.

E[L(st+1) | st] ≤ (1− ϑest)(ϕLt + κmax pbreak) + ϑest · 1.
Since ϕLt + κmax pbreak ≥ 0, the term −ϑest(ϕLt + κmax pbreak) is non-positive. Therefore,

E[L(st+1) | st] ≤ ϕLt + κmax pbreak − ϑest(ϕLt + κmax pbreak) + ϑest

≤ ϕLt + κmax pbreak + ϑest.

and (A’) is established.

Part (ii): T -step horizon bound. Let xt = E[Lt]. Taking the total expectation of (A’):

E[E[L(st+1) | st]] ≤ E[ϕLt + κmax pbreak + ϑest].

xt+1 ≤ ϕxt + (κmax pbreak + ϑest).

Let C := κmax pbreak + ϑest. Unrolling this recurrence (as in the proof of Proposition 2(ii)),
yields:

xT ≤ ϕTx0 + C

T−1∑
k=0

ϕk = ϕTx0 + C
1− ϕT

1− ϕ
.

Substituting xT = E[LT ] and x0 = L0, and C, gives:

E[LT ] ≤ ϕTL0 + (κmax pbreak + ϑest)
1− ϕT

1− ϕ
.

which proves (B’).

Part (iii): Value-function improvement. Recall L⋆
∞ = (κmaxpbreak + ϑest)/(1 − ϕ) and

L̃(s) = L(s)− L⋆
∞. From (A’), we have

E[L(st+1) | st] ≤ ϕLt + κmax pbreak + ϑest.

Subtracting L⋆
∞ from both sides:

E[L(st+1) | st]− L⋆
∞ ≤ ϕLt + κmax pbreak + ϑest − L⋆

∞

E[L̃(st+1) | st] ≤ ϕLt + L⋆
∞(1− ϕ)− L⋆

∞ (since κmaxpbreak + ϑest = L⋆
∞(1− ϕ))

= ϕLt − ϕL⋆
∞ = ϕ L̃(st). (†)

The inequality E[L̃(st+1) | st] ≤ ϕ L̃(st) shows that the expected excess loss contracts by ϕ at
each step. Let V ′(s) be the value function associated with the shifted reward r′(s) = −L̃(s).
Then

V ′(st) = EϖTG

[ ∞∑
k=0

γkr′(st+k) | st

]

= EϖTG

[ ∞∑
k=0

γk(−L̃(st+k)) | st

]
.
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Using iterated expectations and the contraction (†), E[L̃(st+k) | st] ≤ ϕkL̃(st). Thus,

V ′(st) ≥ −
∞∑
k=0

γkϕkL̃(st) = −
1

1− γϕ
L̃(st).

The value function V ϖTG(st) for the original reward r(s) = −L(s) is related to V ′(st) by:

V ϖTG(st) = V ′(st)−
∞∑
k=0

γkL⋆
∞ = V ′(st)−

L⋆
∞

1− γ
.

Therefore,
E[V ϖTG(st+1) | st]− V ϖTG(st) = E[V ′(st+1) | st]− V ′(st).

From the Bellman equation for V ′(st):

V ′(st) = −L̃(st) + γE[V ′(st+1) | st].

So,

E[V ′(st+1) | st]− V ′(st) =
1− γ

γ
V ′(st) +

1

γ
L̃(st).

Substituting the bound for V ′(st):

E[V ′(st+1) | st]− V ′(st) ≥
1− γ

γ

(
− 1

1− γϕ
L̃(st)

)
+

1

γ
L̃(st)

=
L̃(st)
γ

(
1− 1− γ

1− γϕ

)
=
L̃(st)
γ

1− γϕ− (1− γ)

1− γϕ

=
L̃(st)
γ

γ − γϕ

1− γϕ
=

1− ϕ

1− γϕ
L̃(st).

Since
[
L̃(st)]+ ≤ L̃(st), replacing L̃(st) by its positive part preserves the inequality1, which

yields (C’).

1The notation [x]+ := max(0, x) is included for clarity: it forces the right-hand side of (C’) to be
non-negative. Hence the inequality states, in plain words, that whenever the current loss sits above
the asymptotic floor L⋆

∞, the expected value increases by at least a fixed fraction of that excess; if
the loss is already at or below the floor, the bound becomes 0 and the theorem makes no further
claim.
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