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Abstract001

As Large Language Models (LLMs) more002
deeply integrate into human life across vari-003
ous regions, aligning them with pluralistic cul-004
tures is crucial for improving user experience005
and mitigating cultural conflicts. Existing ap-006
proaches develop culturally aligned LLMs pri-007
marily through fine-tuning with massive care-008
fully curated culture-specific corpora. Never-009
theless, inspired by culture theories, we iden-010
tify two key challenges faced by these datasets:011
(1) Representativeness: These corpora fail to012
fully capture the target culture’s core charac-013
teristics with redundancy, causing computation014
waste; (2) Distinctiveness: They struggle to015
distinguish the unique nuances of a given cul-016
ture from shared patterns across other relevant017
ones, hindering precise cultural modeling. To018
handle these challenges, we introduce CARe-019
DiO, a novel cultural data construction frame-020
work. Specifically, CAReDiO utilizes powerful021
LLMs to automatically generate cultural con-022
versation data, where both the queries and re-023
sponses are further optimized by maximizing024
representativeness and distinctiveness. Using025
CAReDiO, we construct a small yet effective026
dataset, covering five cultures, and compare it027
with several recent cultural corpora. Extensive028
experiments demonstrate that our method gen-029
erates more effective data and enables cultural030
alignment with as few as 100 training samples,031
enhancing both performance and efficiency.032

1 Introduction033

As Large Language Models (LLMs) achieve un-034

precedented advances (Bubeck et al., 2023; Ope-035

nAI, 2024; Dubey et al., 2024; Guo et al., 2025),036

aligning them with human values becomes a focal037

point to ensure responsible development and en-038

hance user experience (Ouyang et al., 2022; Bai039

et al., 2022a; Wang et al., 2024). However, exist-040

ing studies primarily emphasize universal societal041

values like helpfulness and harmlessness (Askell042

et al., 2021; Bai et al., 2022a), while overlooking043

the cultural pluralism rooted in human values. The 044

globally deployed LLMs are often biased towards 045

Western cultures (Cao et al., 2023; Durmus et al., 046

2023), due to English corpus’s dominance, which 047

not only dissatisfies users from underrepresented 048

cultural groups but also poses the risk of social con- 049

flicts (Ryan et al., 2024). Therefore, aligning LLMs 050

with nuanced and diverse cultural preferences is 051

both an ethical and practical necessity. 052

Early efforts on LLM cultural alignment primar- 053

ily rely on in-contex learning, which conditions 054

LLMs on a target culture through role-playing in- 055

struction or native-language prompts, to evoke cul- 056

turally specific responses (Durmus et al., 2023; 057

Cao et al., 2023; Kwok et al., 2024). Neverthe- 058

less, this line of approaches requires highly capable 059

backbone LLMs, e.g., the proprietary ones, with 060

poor robustness and reliability across tasks, and 061

further cause additional inference costs and privacy 062

issues (Saunders et al., 2022). Another paradigm 063

lies in tuning regional LLMs through computation- 064

intensive continual pre-training (Gupta et al., 2023) 065

on large-scale local corpora (Nguyen et al., 2023; 066

Pipatanakul et al., 2023), while cultural alignment 067

can not be fully achieved using the multilingual 068

data (Choenni et al., 2024; Mukherjee et al., 2024). 069

A more promising line is to construct dedicated cul- 070

tural alignment data for a specified culture (Fung 071

et al., 2024; Shi et al., 2024; Li et al., 2024a,b), 072

which still demands massive and costly data. 073

Following this line, we ask Can we achieve ef- 074

fective cultural alignment with fewer data at the 075

least cost? To answer this question, we investigate 076

culture theories (Triandis et al., 1990; Miyamoto 077

et al., 2018; Fiske and Taylor, 2020) and find that 078

culture diversity stems from the internal coher- 079

ence to enable its continuity and external distinc- 080

tiveness to differentiate themselves from one an- 081

other (Handwerker, 2002; Becker et al., 2012), e.g., 082

collectivelism and individualism are prioritized in 083

Asia and Western cultures respectively (Hofstede 084
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and Hofstede, 2005). Inspired by this, we identify085

two core challenges in existing cultural alignment086

datasets. C1 Representativeness: these datasets fail087

to accurately capture the salient constructs of the088

target culture, leading to irrelevant noise and re-089

dundancy, and hence hurting alignment efficiency;090

C2 Distinctiveness: current data struggles to distin-091

guish the unique nuances of a given culture from092

shared patterns across multiple relevant cultures093

(e.g., China and Japan), hindering the precise mod-094

eling of specific cultural stimuli and preferences.095

To handle these challenges, we propose CARe-096

DiO1, a novel LLM-empowered framework for au-097

tomatic cultural data construction, composed of098

two main components. The first is a cultural data099

synthesis pipeline, where we adapt universal value100

test questions to culture-specific versions and intro-101

duce Cognitive Conflict Theory (Limón, 2001) to102

elicit more representative and distinctive data. The103

second is a data selection strategy, where we quanti-104

tatively measure the extent to which each generated105

training sample meets the two requirements, and106

conduct further data filtering. In this way, CARe-107

DiO ensures that each data sample carries a high108

cultural information load and is sufficiently distin-109

guishable from those in other cultures. Leveraging110

this framework, we construct a dataset with fewer111

yet more effective samples, named CARDSet, cov-112

ering five distinct cultures. Extensive quantitative113

and qualitative experiments on CARDSet validate114

that our framework demonstrates its superiority to115

several recent datasets.116

Our contributions are three-fold: (1) We are the117

first to explore representativeness and distinctive-118

ness challenges in cultural alignment data. (2) We119

propose an effective data construction framework,120

CAReDiO, to tackle these challenges. (3) We cre-121

ate the CARDSet set using our framework and man-122

ifest the effectiveness of our method, which enables123

alignment with as few as 100 training samples.124

2 Related Work125

2.1 Alignment of LLMs126

To better serve humans and mitigate potential risks,127

aligning LLMs with human instructions, prefer-128

ences and values has become increasingly essen-129

tial (Shen et al., 2023; Wang et al., 2023b; Yao130

et al., 2023; Wang et al., 2024), with AI safety-131

related objectives as predominant alignment goal,132

1Cultural Alignment via Representativeness and
Distinctivenss Optimization.

such as HHH (helpfulness, honesty and harmless- 133

ness) (Askell et al., 2021; Bai et al., 2022a), and 134

various safety issues (Ganguli et al., 2022). Vari- 135

ous alignment approaches have been investigated: 136

RLHF (Ouyang et al., 2022; Bai et al., 2022a) and 137

RLAIF (Bai et al., 2022b; Lee et al., 2023) based 138

on the PPO strategy (Schulman et al., 2017); more 139

efficient and stable DPO algorithm (Rafailov et al., 140

2024) and its numerous variants (Song et al., 2024; 141

Ethayarajh et al., 2024; Azar et al., 2024; Yuan 142

et al., 2024). However, these efforts only empha- 143

size universally shared societal values, overlooking 144

the nuanced preferences across different cultures. 145

2.2 Cultural Alignment of LLMs 146

As LLMs are deployed globally, research has fo- 147

cused on evaluating the awareness of cultures in 148

LLMs and proposing cultural alignment strategies. 149

Definition and Evaluation Culture encompasses 150

values, social norms, interpersonal behaviors and 151

customs, etc (Adilazuarda et al., 2024), across 152

which various benchmarks are constructed. Many 153

studies analyze the values embedded in LLMs 154

using culture-related questionnaires from social 155

sciences, including the World Value Surveys 156

(WVS) (AlKhamissi et al., 2024), Hofstede frame- 157

work (Cao et al., 2023; Masoud et al., 2023; 158

Kharchenko et al., 2024), European Value Sur- 159

veys (EVS) (Tao et al., 2024) and GlobalOpin- 160

ionQA (Durmus et al., 2023). Beyond abstract 161

values, NORMSAGE (Fung et al., 2022) and Nor- 162

mAd (Rao et al., 2024) assess LLMs’ adaptability 163

to specific cultural norms. EtiCor (Dwivedi et al., 164

2023) tests knowledge of region-specific etiquette 165

in domains such as dining and social interactions. 166

Recently, more comprehensive benchmarks have 167

emerged. CulturalBench (Chiu et al., 2024) is a 168

multiple-choice question set curated and verified by 169

humans. CultureBank (Shi et al., 2024) collects cul- 170

tural knowledge from social platforms like Tiktok. 171

CultureAtlas (Fung et al., 2024) compiles cultural 172

concepts from Wikipedia, and some resources are 173

synthesized by LLMs (Wang et al., 2023a). Many 174

studies reveal that advanced LLMs show biases 175

towards Western countries, underscoring the impor- 176

tance of cultural alignment besides evaluation. 177

Alignment Approaches Early explorations in 178

LLM cultural alignment mainly focus on In- 179

Context Learning (ICL; Dong et al., 2022). These 180

approaches instruct LLMs to consider from a par- 181

ticular culture’s perspective (Durmus et al., 2023), 182
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play roles with demographic details (Kwok et al.,183

2024; Kharchenko et al., 2024) or incorporate184

cultural description into prompts (Choenni and185

Shutova, 2024). Additionally, native language186

prompts show improvements under certain con-187

texts (Durmus et al., 2023; Cao et al., 2023). How-188

ever, these methods depend on the ICL capability189

and pre-existing cultural knowledge, less feasible190

for smaller LLMs (Saunders et al., 2022).191

A more robust solution is tuning culture-specific192

LLMs with carefully crafted datasets. Various re-193

gional LLMs have been built upon English-centric194

models through continued pre-training on large-195

scale local corpus (Pires et al., 2023; Nguyen et al.,196

2023; Pipatanakul et al., 2023; Abbasi et al., 2023).197

Nonetheless, this approach is computationally ex-198

pensive and cultural adaptation can not be fully199

achieved with only text in the native language.200

Recent studies seek culture-related data for cost-201

efficient alignment. CultureLLM (Li et al., 2024a)202

uses cultural responses to the World Value Survey203

to stimulate coherent behaviors. To collect more in-204

sightful cultural discussions, CulturePark (Li et al.,205

2024b) builds a multi-agent framework for cross-206

cultural communications. CultureSPA (Xu et al.,207

2024) identifies questions with shifted answers un-208

der culture-unaware and culture-aware settings.209

Though data applied in existing studies is bene-210

ficial for cultural alignment, they have limitations211

on data representativeness and distinctiveness that212

are mainly optimized in our paper.213

3 Method214

3.1 Formalization and Overview215

Culture is an important factor of human society,216

which typically refers to diverse aspects, e.g., val-217

ues, social norms, interaction manners and customs218

shared by a group of people. To facilitate the de-219

ployment of LLMs satisfying diverse cultural com-220

munities, this work aims to align an LLM with plu-221

ralistic cultures through fine-tuning. Given a target222

culture C and a trainable LLM M , we fine-tune M223

with a cultural data collection DC = {s1, s2, . . .}224

and an alignment algorithm F to convert the origi-225

nal LLM to be a culture-specific one MC . On top226

of this, the fine-tuned model is expected to more ef-227

fectively meet the nuanced preferences of the target228

culture and serve local users better.229

To achieve the alignment more effectively and230

efficiently, a critical question raises: what cultural231

data should we use for fine-tuning? Grounded in232

the internal coherence and external distinctiveness 233

forming culture diversity as discussed in Sec. 1, we 234

propose a novel framework, CAReDiO, to address 235

the two key challenges: (1) C1 Representativeness: 236

we should prioritize core characteristics of the tar- 237

get culture to the insignificant or noisy part. (2) 238

C2 Distinctiveness: we should highlight the unique 239

features of the target culture rather than general pat- 240

terns shared with others, to discover more refined 241

and effective samples for cultural alignment. 242

CAReDiO framework consists of two key com- 243

ponents for automatic cultural data construction: 244

• Cultural data synthesis pipeline: this is em- 245

powered by LLMs to automatically synthesize 246

comprehensive data that is representative to the 247

target culture while distinctive from others. 248

• Cultural data selection strategy: we design 249

simple metrics to quantify the two properties of 250

each sample and filter more effective data. 251

The architecture of the whole framework is illus- 252

trated in Fig. 1, with each elaborated as follows. 253

254

3.2 Cultural Data Synthesis Pipeline 255

Considering advanced LLMs pre-trained on a large- 256

scale web corpus have contained rich knowledge 257

across global cultures, our proposed pipeline lever- 258

ages powerful LLMs to automatically generate cul- 259

tural conversation data. It includes three steps, aim- 260

ing to optimize data diversity, representativeness 261

and distinctiveness. 262

Comprehensive cultural framework As men- 263

tioned above, culture is a broad concept involving 264

values, beliefs, norms and customs across various 265

scenarios. To obtain a comprehensive training set, 266

we first develop a cultural framework through inte- 267

grating diverse definitions of cultures from multiple 268

disciplines such as language, ethics and value. This 269

framework comprises a total of 38 topics across 270

four levels of various granularities: i) cultural val- 271

ues, ii) social norms, iii) behavioral practices and 272

iv) specific customs. Higher levels serve as the cul- 273

tural foundation across various behavior domains 274

and contexts, while micro levels directly capture 275

the behaviors. More details about this framework 276

can be found in Appendix A.1. 277

Following this cultural framework, we employ 278

the Self-Instruct approach (Wang et al., 2022) to 279

synthesize k different questions for each topic. To 280
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Human values

Social norms

Behavior practices

Tradition customs

General question: How important does 
family mean to you?

Cognitive 
Conflict Theory

Cultural framework

How do you balance 
family responsibility and 
personal freedom?

How do elders 
influence family 
decision-making?

What roles does 
the family play in 
marriage decisions?

…

Question adaptation Response collection

Cultural data

Cultural adaptation

clustering … 𝑠𝑐𝑜𝑟𝑒 = 𝑟 ∗ 𝑑

sorted 
cultural data

Few-shot 
examples

Cultural 
validation set

+ Cultural 
precision

Cultural response 
difference

Redundancy 
removal

Q: What roles 
does the family …

Representativeness

Distinctiveness

(a) Cultural data synthesize pipeline

(b) Cultural data selection strategy

Figure 1: Architecture of the CAReDiO framework, including two modules to optimize representativeness and
distinctiveness of data for cultural alignment.

ensure the quality, we instruct the LLMs to gener-281

ate diverse questions that cover different aspects of282

each cultural topic and are highly probable to stim-283

ulate different answers in the context of different284

cultures. In addition, to better align with the practi-285

cal application of LLMs, we consider three types286

that often appear in practical usage: scenarios-287

based questions, value-oriented questions and open-288

ended questions.289

Cultural Question Adaptation With the cultural290

questions generated above, we can directly collect291

culture-sensitive conversations to construct data for292

fine-tuning. However, universal questions can be293

insufficient to reveal unique responses and in-depth294

thoughts of specific cultures, which desire cultural295

adaptation. Taking a general question ‘How impor-296

tant does family mean to you?’ as an example, the297

responses across different cultures tend to converge298

to emphasizing the importance of family in their299

life, failing to capture the distinctiveness. Whereas,300

‘how do the roles of elders influence family decision-301

making?’ for collectivist cultures while ‘how do302

you think about that family members should be in-303

dependent from each other?’ for individualistic304

cultures would be more adaptive variations to elicit305

more distinct perspectives.306

To achieve culturally adaptive question refine-307

ment, we first leverage a powerful LLM, which308

is GPT-4o-mini in this paper, to generate culture-309

sensitive responses for each universal question us-310

ing role-playing instructions. Given a universal311

question and responses from multiple cultures, we312

instruct the LLM to compare these responses, ex-313

tract the reflected characteristics of each culture and314

finally refine the general question to a customized 315

version. This process is completed through chain- 316

of-thought reasoning. 317

Distinctive Response Generation When gener- 318

ating culture-aware responses to these customized 319

questions, we further introduce a mechanism to 320

enrich the representativeness and distinctiveness 321

of the synthesized data. Inspired by Cognitive 322

Conflict Theory (CCT) (Cosier and Rose, 1977) 323

from social science, cognitive conflicts among cul- 324

tural communities in the same scenario can pro- 325

voke people to reflect more on their own culture 326

to answer questions, thus revealing cultural dif- 327

ferences. Therefore, we first prompt the LLM to 328

generate responses for each culture in isolation, 329

and then require the LLM to role-play the target 330

culture with responses obtained from several other 331

cultures. This contrastive exposure encourages a 332

more refined and culturally grounded response, bet- 333

ter capturing cultural depth and nuance. 334

3.3 Cultural Data Selection Strategy 335

Our automatic data synthesis pipeline generates a 336

great deal of cultural data highlighting representa- 337

tiveness and distinctiveness in both queries and re- 338

sponses. However, training on the entire dataset in- 339

curs high computational costs. To further improve 340

the efficiency of cultural alignment, we prioritize 341

the samples with the best performance on the two 342

properties. Specifically, we propose approaches to 343

quantify the two features. 344

Representativeness Measurement We perform 345

clustering on the entire dataset to discover repre- 346

sentative samples. We encode all samples into em- 347
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beddings using OpenAI text-embedding-3 API and348

adopt the Agglometric hierarchical clustering to349

merge samples with cosine similarity larger than350

θ. To ensure the diversity of samples for selection351

and reduce redundancy, we retain only one central352

sample per cluster, which has the largest similarity353

with other samples in the cluster. Then, we com-354

pute the representativeness score for each cluster355

center using the following two ways, denoted as r.356

• Cluster size: We directly treat the cluster size357

as a proxy for representativeness. The more data358

share similar features with the sample, the more359

representative the feature is of the culture.360

• In-context performance: With the intuition that361

a more representative sample can convey richer362

information about the culture, we leverage the363

in-context learning capability of the LLM and364

compute the representative score of each cluster365

center as the culture assessment score by prompt-366

ing few-shot samples from that cluster. The as-367

sessment is based on small validation sets con-368

structed with samples from CulturalBench (Chiu369

et al., 2024), a multiple-choice cultural bench-370

mark with ground truth.371

Distinctiveness Measurement This score mea-372

sures how much the answer from the target culture373

distinguishes from those of other cultures for the374

same question. Given the response from the tar-375

get culture, we randomly select answers from four376

other countries and compute the score as:377

d =

∑4
i=1(1− cosine(e, ei))

4
, (1)378

where e and ei are text embeddings.379

Selection Strategy With the two scores r, d for380

each cluster center calculated, we incorporate a381

new score s as their multiply for data selection,382

s = r ∗ q. We sort all candidate samples using s383

and select training data one by one until we reach384

the pre-defined computational budget.385

3.4 Cultural LLM Fine-tuning386

Using our constructed dataset that has optimized387

representativeness and distinctiveness across vari-388

ous cultures, we can fine-tune cultural LLMs via389

SFT or DPO where the responses generated for390

other cultures can be regarded as dispreferred ones.391

To ensure a fair comparison, we follow baselines392

to use the SFT approaches in this paper.393

4 Experimental Settings 394

Dataset Types #Samples Metrics

GlobalOpinionQA Questionnaire 2,556 1 - JS Distance
CulturalBench Multiple-Choice 1,227 Accuracy
CultureBank Open-ended 1,176 Response Quality

Prism Open-ended 468 Response Quality

Table 1: Information of multiple benchmarks.

4.1 Datasets and Metrics 395

We introduce multiple benchmarks for extensive 396

evaluations, each with distinct evaluation protocols 397

and metrics. Statistical information are in Table 1. 398

• GlobalOpinionQA (Durmus et al., 2023): This 399

dataset compiles 2,556 items from cross-national 400

value questionnaires Global Attitudes surveys and 401

World Value Survey. Each item presents an opinion- 402

related question with multiple answer choices, 403

along with the probability distribution of choices 404

across various countries. For evaluation, we com- 405

pute the model’s predicted probability over options 406

and measure its similarity to the ground truth using 407

1 – Jensen-Shannon Distance. 408

• CulturalBench (Chiu et al., 2024): This man- 409

ual dataset contains 1,227 four-choice questions 410

for assessing LLMs’ cultural knowledge, span- 411

ning 45 regions and 17 cultural topics. We adopt 412

its CulturalBench-Hard version which transforms 413

each multi-choice item into four binary true/false 414

questions and requires the LLM to evaluate all 415

options correctly. Accuracy is calculated on the 416

ground truth. 417

• CultureBank (Shi et al., 2024): A cultural knowl- 418

edge base with self-narratives the online commu- 419

nity TikTok across diverse scenarios such as work, 420

immigration and travel. It generates a grounded 421

question from each narration and splits 10% (1,176) 422

as the testing set. Response quality is scored on 423

a 1-to-5 scale using GPT-4o, with higher scores 424

indicating better performance. 425

• Prism (Kirk et al., 2025): This dataset includes 426

real conversations between 1,500 diverse partici- 427

pants from 75 countries and 21 LLMs. We filter 428

a subset of questions for evaluation based on two 429

criteria: i) the question is explicitly or potentially 430

related to cultural topics such as relationship man- 431

agement and discussion on abortion; and ii) several 432

cultures exhibit clear differences in responses. We 433

also use GPT-4o to evaluate the culture-awareness 434

of the responses, from 1 to 5. 435
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Models GlobalOpinionQA CultureBank Prism CulturalBench-Hard

gpt-3.5-turbo - 4.5331 2.1974 27.38
gpt-4o-mini - 4.7414 2.2712 46.92
gpt-4-turbo - 4.8128 2.1916 56.87

gpt-3.5-turbo + Role-Play - 4.7097 3.8360 34.69
gpt-4o-mini + Role-Play - 4.8301 4.0457 53.40
gpt-4-turbo + Role-Play - 4.8164 3.9150 65.28

Llama-3.1-8B-Instruct as backbone model

Llama-3.1-8B-Instruct 78.40 4.2099 2.0992 29.04
Role-Playing 79.32 4.1312 3.5298 33.42
CultureLLM 79.20 3.8104 3.5192 31.51
CulturePark 78.93 3.4018 3.5248 23.41
CultureSPA 78.16 3.7732 3.5186 32.61
CultureBank 80.99 3.7642 2.9029 9.18
CAReDiO - Cluster 81.28 4.4292 4.1200 34.90
CAReDiO - In context 80.97 4.2776 4.076 33.42

Qwen2.5-7B-Instruct as backbone model

Qwen2.5-7B-Instruct 81.25 4.2568 2.2718 35.81
Role-Playing 82.20 4.2980 3.4478 33.51
CultureLLM 82.14 3.3038 3.4283 43.35
CulturePark 82.12 4.2796 3.3426 29.00
CultureSPA 83.89 2.7561 3.2622 32.02
CultureBank 82.70 4.2584 3.1528 34.50
CAReDiO - Cluster 84.84 4.3078 4.0202 35.50
CAReDiO - In context 85.24 4.2204 3.9278 35.15

Table 2: Overall performance for our model and baselines. The best results on each dataset are shown in bold,
and those of tuning-based methods are underlined. ‘CAReDiO - Cluster/In context’ are variants with different
representativeness metrics. The scores are averaged across multiple cultures, with details in Appendix C.1

4.2 Baselines436

Three categories of baselines are compared.437

(1) Generally aligned LLMs: Advanced pro-438

prietary GPT-3.5-turbo, GPT-4-Turbo and GPT-4o-439

mini; widely used open-source LLMs LLaMA-3.1-440

8B-Instruct and Qwen2.5-7B-Instruct.441

(2) LLMs with role-playing instructions: This442

category uses the same backbone models as above,443

but incorporates a system prompt to simulate indi-444

viduals from different cultural backgrounds.445

(3) Fine-tuned culture-specific LLMs: This446

category is models fine-tuned using supervised447

learning with different culturally relevant training448

data, including CultureLLM (Li et al., 2024a), Cul-449

turePark (Li et al., 2024b), CultureSPA (Xu et al.,450

2024) and CultureBanl (Shi et al., 2024). More451

descriptions can be found in Appendix B.2.452

4.3 Implementation Details453

We utilize proprietary LLMs through official APIs,454

and follow the open-source code to implement455

other fine-tuning baselines. In Sec. 5.1, we train456

LLMs with 1000 pieces of data for each culture, 457

the same for all baselines. We experiment with 5 458

cultures in this paper: the United Kingdom, Chi- 459

nese, South Korea, India and Singapore, which 460

can be extended to other cultures. Using Self- 461

Instruct, we synthesize 100 questions for each cul- 462

tural topic. We cluster samples with a similarity 463

larger than θ = 0.7. Experiments are completed 464

using NVIDIA A100 (80G). We would release the 465

code and synthesized data for reproduction. 466

5 Results Analysis 467

5.1 Overall Performance 468

Table 2 presents a comprehensive comparison of 469

cultural alignment performance between our pro- 470

posed framework and various baselines. We con- 471

duct alignment across five distinct cultures and 472

present the average score here, detailed results for 473

each culture are shown in Appendix C.1. 474

A primary observation is that leveraging the 475

cultural data synthesized through our framework 476
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Figure 2: Results for different # of training samples.

significantly enhances cultural alignment in vari-477

ous LLM backbones. As shown in Table 2, this478

improvement consistently surpasses the effects of479

the simple role-playing strategy and various fine-480

tuning baselines across most benchmarks. Further-481

more, our models demonstrate even a competitive482

performance with state-of-the-art LLMs such as483

gpt-4o-mini and gpt-4-turbo on the Prism dataset.484

Notably, our models exhibit greater superiority485

on open-ended benchmarks like CultureBank and486

Prism. These benchmarks are constructed from487

real-world interactions or practical cultural narra-488

tives, making them a strong indicator of real-world489

applicability. Superior performance on these data490

suggests the potential of our approach to be more491

adapted to real-world usage scenarios.492

In summary, these findings underscore the effec-493

tiveness of our cultural data synthesis framework494

CAReDiS optimizing representativeness and dis-495

tinctiveness for cultural alignment.496

5.2 Number of Training Data497

To further evaluate the effectiveness of our syn-498

thesized cultural data, We conduct experiments by499

continuously increasing the training samples from500

100 to 1,000. Figure 2 illustrates the comparison501

against recently proposed cultural corpora.502

As more training samples are introduced, our503

(a) Comparison of data distribution

(b) Wordcloud of dataset

Figure 3: Distribution and word clouds of cultural data.

models continuously acquire new cultural knowl- 504

edge and gain performance improvements. More- 505

over, the earlier selected samples contribute more 506

significant performance gains, especially on the 507

Prism dataset. These observations indicate that our 508

dataset is diverse enough to continuously provide 509

learning benefits, while prioritized samples with 510

higher representativeness and distinctiveness are 511

more effective for cultural alignment. This also lies 512

the bed of the efficiency of our approach, which 513

achieves comparable or superior performance to 514

the best baselines using only half the training sam- 515

ples. On the Prism benchmark, our model reaches 516

top performance with as few as 100 samples. This 517

reduction in training overhead is highly valuable 518

for fine-tuning-based methods. 519

5.3 Qualitative Analysis 520

We provide data analysis and case studies to reveal 521

why the cultural data constructed by our framework 522

is more effective for cultural alignment in LLMs. 523

Better distinctiveness & representativeness 524

First, we embed our synthesized data for distinct 525

cultures and the CulturePark benchmark using Ope- 526

nAI text-embedding API, then conduct PCA di- 527

mensionality reduction. As shown in Figure 3 528

(a), our data presents superior clustering, with data 529

points from different cultures forming clearly dis- 530

tinct groups, while the CulturePark dataset has ob- 531

vious distributional overlap across cultures. Even 532
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Do you think kids should be punished when they oppose their parents both in words and actions?

LLaMA

This question touches a sensitive topic varying across cultures… Modern Western countries increasingly emphasize open 
communication, empathy, and self-expression... Punishment might stifle critical thinking and creativity... Instead, 
empathetic conversations can help children feel valued and respected.

I views respect and obedience toward parents, 
especially in traditional Asian cultures like 
Singapore, as paramount. This principle can also 
apply to children who oppose their parents…

In Singapore, maintaining respect and harmony within family 
dynamics is deeply rooted in our multicultural heritage… While 
children express dissent, open communication is still valued, but it 
typically takes place within a framework of respect…

In China, harmonious relationships within the 
family unit are deeply valued … lead to opposing 
punishment in situations of disagreement 
between children and parents.

In China, the relationship between children and parents is rooted 
in Confucian values, which emphasize filial piety and respect for 
authority. … The concept of "face“ is also significant, involves 
maintaining dignity and harmony … disagreements is reconciled 
by mutual understanding and respect...

CulturePark Models Our Models

Is it okay to cut family off?

Cutting ties with family is a difficult decision... Family is deeply valued in many cultures... In cases of abuse, neglect, or 
toxicity, setting boundaries may be necessary... Seeking support from friends or therapists is recommended... Ultimately, 
the decision depends on personal well-being...

I'm programmed to provide a nuanced response. 
While cultural expectations in the UK often 
advocate for family unity, it's essential to prioritize 
your own well-being and emotional…

In the United Kingdom, family relationships are shaped by a blend of 
individualism and tradition... It is not uncommon for individuals, 
...to prioritize their own autonomy... individuals are encouraged to 
find their own paths, reflecting the emphasis on personal identity

I considers cutting off family as a serious and 
often painful decision. In Indian families, kinship 
and family ties are deeply ingrained and 
considered paramount. Thus, this is not easy…

The concept of community and family is deeply ingrained, where 
relationships extend far beyond the immediate household, often 
including extended family, friends, and regional ties. Abandoning 
family is not merely an individuated choice but a reflection on the 
individual's sense of duty, honor, and cultural values….

CulturePark Models Our Models

Figure 4: Case studies on cultural alignment.

for cultures that share the Asian background, our533

data can still capture their nuanced segmentation.534

Delving into the specific data of each culture, we535

compute tf-idf features and visualize the most sig-536

nificant phrases using word clouds in Figure 3(b).537

Our data exactly encompasses the core concepts538

and unique elements of these cultures. For example,539

‘afternoon tea’, ‘personal space’ reflects British eti-540

quette and privacy norms; ‘filial piety’, ‘family541

honor’ and ‘spring festival’ captures Chinese tradi-542

tion and collectivism. In contrast, the CulturePark543

data emphasizes general value-related topics such544

as elections, work and so on. The analysis suggests545

that our data captures representative samples while546

separating from other similar cultures.547

Case Study We present case studies of cultur-548

ally sensitive topics in Figure 4. Without cultural549

alignment, the original Llama-3.1-8B-Instruct usu-550

ally returns general responses that lack cultural551

specificity. Due to the predominance of English-552

language training data, its response sometimes553

demonstrates a bias towards Western perspectives,554

which underscores the importance of cultural align-555

ment to ensure the inclusivity of AI. We find that556

culture-specific models exhibit significantly im-557

proved adaptation to their respective cultural con-558

texts. While models trained on CulturePark data 559

capture coarse cultural characteristics, our models 560

learn more comprehensive and deeper cultural de- 561

tails, thereby providing more appropriate responses. 562

For example, the response in Singapore effectively 563

reflects the cultural emphasis on respect for elders, 564

social harmony and multicultural heritage. Simi- 565

larly, the Chinese response highlights Confucian 566

ethics and the concept of ‘face’. This qualitative 567

analysis fully demonstrates the value of our ap- 568

proach for cultural alignment to enable LLMs to 569

generate responses that align with deep-rooted cul- 570

tural values, ensuring both accuracy and appropri- 571

ateness in human-AI interaction. 572

6 Conclusion 573

This paper addresses the critical challenge of repre- 574

sentativeness and distinctiveness in cultural align- 575

ment data by introducing CAReDiO, an LLM- 576

empowered framework for automatic cultural data 577

construction. It comprises a data synthesis pipeline 578

and a selection strategy to construct cultural data 579

with optimized representativeness and distinctive- 580

ness. Using the constructed dataset CARDSet cov- 581

ering five distinct cultures, we demonstrate the su- 582

periority of CAReDiO over several recent datasets. 583
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7 Limitations584

In this paper, we propose a novel cultural data syn-585

thesis framework to generate cultural data rich in586

representativeness and distinctiveness. Extensive587

experiments across multiple cultures have verified588

its effectiveness. Nevertheless, there are several589

limitations of our work, discussed as follows.590

(1) Our synthesis framework currently relies on591

powerful LLMs to generate cultural data. As a592

result, it is unavoidably affected by the cultural593

bias embedded in these LLMs, and may not collect594

data accurately enough for low-resource cultures.595

However, a main contribution of our work is the op-596

timization of representativeness and distinctiveness597

for cultural alignment, which we believe could be598

easily extended to manually curated data.599

(2) Due to constraints in computational and API600

resources, our experiments currently cover only601

five distinct cultures from various regions. Given602

the vast diversity and complexity of global cultures,603

we should consider the alignment of more cultures604

in the future.605

(3) Emphasizing the representativeness of cul-606

tural data for alignment might overlook some long-607

tail or emerging practices. Cultures are dynamic608

and constantly evolving, and our current method609

may not fully capture these changes.610

(4) Currently, we follow baselines to use super-611

vised fine-tuning. But it is easy to collect dispre-612

ferred responses in the context of cultural align-613

ment. Thus, we can explore more effective fine-614

tuning techniques.615
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A Supplements for Methodology 900

A.1 The Cultural Framework 901

We construct a cultural framework through integrat- 902

ing diverse definitions of cultures from multiple 903

11

https://arxiv.org/abs/2303.08774


disciplines such as language, ethics and value The904

framework contains a total of 38 topics across four905

levels of various granularities.906

I. Cultural Values907

• Schwartz’s Theory of Basic Values: Self-908

direction, Stimulation, Hedonism, Achieve-909

ment, Power, Security, Tradition, Conformity,910

Benevolence, and Universalism.911

• Hofstede Cultural Dimensions (Hofstede912

and Hofstede, 2005): Power Distance Index,913

Individualism vs. Collectivism, Uncertainty914

Avoidance Index, Masculinity vs. Femininity,915

Long-Term Orientation, and Indulgence vs.916

Restraint.917

Definition about these value dimensions can be918

referred to the corresponding theory.919

II. Social Norms920

• Gender Roles: Refers to cultural expectations921

and behaviors assigned to genders. Key ele-922

ments include roles in the family, workplace,923

and society, as well as attitudes toward gender924

equality and stereotypes.925

• Respect Elders: Explores how elders are926

treated and regarded in society. Key ele-927

ments include deference, caregiving, decision-928

making authority, and intergenerational rela-929

tionships.930

• Family Obligations: Refers to the respon-931

sibilities and expectations individuals have932

toward their family, including financial sup-933

port, caregiving, and prioritizing family over934

personal needs.935

• Justice and Fairness: Encompasses cultural936

attitudes toward fairness, equality, and the ap-937

plication of justice. Key elements include per-938

ceptions of legal systems, social equality, and939

ethical decision-making.940

• Individual Rights: Individual Rights [Ethics941

and Norms]: Focuses on the emphasis placed942

on personal freedoms, autonomy, and individ-943

ual rights within society. Key elements in-944

clude freedom of speech, privacy, and access945

to opportunities.946

• Social Norms: Refers to unwritten rules and947

expectations governing appropriate behavior948

in social settings. Key elements include dress 949

codes, public behavior, and communication 950

styles. 951

• Moral Duties and Altruism: Explores the 952

cultural emphasis on moral obligations and 953

selfless acts for the welfare of others. Key 954

elements include charity, volunteerism, and 955

moral responsibility. 956

• Environmental Ethics: Refers to cultural atti- 957

tudes and practices toward nature and the envi- 958

ronment. Key elements include sustainability, 959

conservation, and ecological responsibility. 960

III. Behavioral Practices 961

• Social Relationship: Examines the relation- 962

ships within different social groups, includ- 963

ing family, friends, colleagues, acquaintances, 964

and strangers. Key elements include hierarchy, 965

trust, intimacy, and obligations. 966

• Work Behaviors: Focuses on behaviors, hi- 967

erarchies, and expectations in professional 968

and business environments. Key elements in- 969

clude authority, teamwork, and professional 970

etiquette. 971

• Economic Behaviors: Explores cultural at- 972

titudes toward money, wealth, and economic 973

activities. Key elements include saving habits, 974

spending patterns, and attitudes toward en- 975

trepreneurship. 976

• Education System and Relationship: Ex- 977

plores the structure, relationships, and norms 978

within educational institutions, such as 979

schools. Key elements include authority, 980

learning methods, and examination systems. 981

• Religious and Ceremonial Behaviors: Rit- 982

uals, festivals, and traditions tied to religious 983

or secular practices. Key elements include 984

rites of passage, community celebrations, and 985

individual practices. 986

IV. Specific Customs 987

• Language and Communication: Refers to 988

linguistic styles, communication methods, and 989

formal versus informal interactions. Key el- 990

ements include linguistic diversity, formality, 991

and nonverbal cues. 992
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• Food: Explores cuisine, drinks, and the social993

significance of food in different cultures. Key994

elements include culinary traditions, dining995

etiquette, and food symbolism.996

• Dining Etiquette: Focuses on table manners,997

dining customs, and social norms related to998

eating. Key elements include utensils, seating999

arrangements, and conversation rules.1000

• Festival and Holidays: Examines celebra-1001

tions, rituals, and traditions tied to holidays1002

and festivals. Key elements include cultural1003

events, religious observances, and seasonal1004

customs.1005

• Entertainment: Focuses on leisure and recre-1006

ational activities, such as games, movies,1007

sports, and performances. Key elements in-1008

clude entertainment preferences, social gath-1009

erings, and cultural events.1010

• Professional Settings: Explores workplace1011

norms, business etiquette, and professional1012

behavior in different cultural contexts. Key1013

elements include dress codes, communication1014

styles, and work ethics.1015

• Daily Rituals and Courtesies: Examines cul-1016

tural practices related to greetings, gift-giving,1017

personal space, time management, visiting,1018

and punctuality. Key elements include social1019

norms, etiquette, and interpersonal communi-1020

cation.1021

• Clothing: Focuses on cultural norms sur-1022

rounding attire, jewelry, and materials. Key1023

elements include dress codes, fashion trends,1024

and symbolic meanings of clothing.1025

• Travel/Transport: Explores cultural prefer-1026

ences and norms regarding mobility and trans-1027

portation. Key elements include transporta-1028

tion modes, travel etiquette, and attitudes to-1029

ward public and private transport."1030

B Supplements for Experimental Settings1031

B.1 License of Datasets1032

GlobalOpinionQA (Durmus et al., 2023) is under1033

cc-by-nc-sa-4.0 license. CulturalBench (Chiu et al.,1034

2024) is under cc-by-4.0 license. CultureBank (Shi1035

et al., 2024) is under MIT license. And Prism (Kirk1036

et al., 2025) is under cc license.1037

B.2 More Details about Baselines 1038

Culturally Fine-tuned LLMs: Recent studies 1039

about cultural alignment fall into this category, all 1040

of which depend on supervised fine-tuning but col- 1041

lect training data in different ways. 1042

• CultureLLM (Li et al., 2024a) employs 50 1043

questions from the World Value Survey 1044

(WVS) with answers of the corresponding cul- 1045

ture as seed data and augment semantically 1046

equivalent samples for training using a power- 1047

ful LLM. 1048

• CulturePark (Li et al., 2024b) builds an LLM- 1049

powered multi-agent communication frame- 1050

work, where agents playing roles of different 1051

cultures discuss about the topics from World 1052

Value Surveys thus high-quality cultural data 1053

is collected. 1054

• CultureSPA (Xu et al., 2024) uncovers repre- 1055

sentative data of specific cultures by activat- 1056

ing the LLM’s internal culture knowledge. It 1057

first synthesizes survey questions across cul- 1058

tural topics and identify the data that are dif- 1059

ferent with culture-unaware and culture-aware 1060

prompting. 1061

• CultureBank (Shi et al., 2024) collects self- 1062

narratives of diverse culture-aware scenarios 1063

such as working, immigration and traveling 1064

from the online community TikTok. It merges 1065

samples across all cultures to train a common 1066

model and applies the model through prompt 1067

engineering. 1068

B.3 Usage of AI 1069

In this paper, our proposed framework applies pow- 1070

erful LLMs to synthesis cultural data. In addition, 1071

we employ AI assistants to help writing. 1072

C Supplements for Results 1073

C.1 Overall Performance 1074

Here, we present the alignment performance for 1075

each culture across the four datasets in Table 3, 1076

Table 4, Table 5 and Table 6. 1077

C.2 Case Study 1078

We conduct case studies to reveal the effectiveness 1079

of our framework for cultural alignment. A detailed 1080

analysis has been presented in Sec. 5.3, and we 1081

present more examples in Table 7. 1082
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Models Average United Kingdom China South Koarea India Singapore

LLaMA-3.1-8B-Instruct as Backbone Model

LLaMA-3.1-8B-Instruct 78.40 78.12 79.22 77.37 78.51 78.79
Role-Playing 79.32 78.12 78.99 77.54 82.48 79.46
CultureLLM 79.20 78.30 79.99 79.05 82.57 83.99
CulturePark 78.93 77.25 82.28 78.21 77.08 79.58
CultureSPA 78.16 79.76 79.45 78.41 81.76 79.50
CultureBank 80.99 82.57 81.46 77.71 82.16 83.01
Ours 81.28 79.78 79.01 82.73 84.42 80.48

Qwen2.5-7B-Instruct as Backbone Model

Qwen2.5-7B-Instruct 81.25 83.76 80.61 83.55 76.22 82.11
Role-Playing 82.20 85.14 81.42 84.09 77.56 82.84
CultureLLM 82.34 82.59 81.56 83.22 83.91 83.99
CulturePark 81.22 79.86 79.58 80.31 78.41 81.26
CultureSPA 83.89 84.58 79.89 83.77 83.41 84.16
CultureBank 76.72 78.54 75.54 72.16 72.98 77.58
Ours 84.84 86.78 84.57 85.81 82.58 84.46

Table 3: Cultural alignment performance across various cultures on the GlobalOpinionQA dataset.

Models Average United Kingdom China South Korea India Singapore

gpt-3.5-turbo 27.38 24.00 27.12 29.27 21.74 34.78
gpt-4o-mini 46.92 48.00 44.07 51.22 52.17 39.13
gpt-4-turbo 56.87 68.00 62.71 53.65 52.17 47.82

gpt-3.5-turbo + Role-Play 34.69 56.00 25.42 26.83 39.13 26.09
gpt-4o-mini + Role-Play 53.40 72.00 50.85 46.34 50.00 47.83
gpt-4-turbo + Role-Play 65.28 72.00 64.40 68.29 52.17 69.56

LLaMA-3.1-8B-Instruct as Backbone Model

LLaMA-3.1-8B-Instruct 29.04 28.00 25.42 24.39 32.61 34.78
Role-Playing 33.42 52.00 27.12 29.27 26.09 29.13
CultureLLM 31.51 56.00 35.59 26.83 17.39 21.74
CulturePark 23.41 48.00 10.17 21.90 28.26 20.87
CultureSPA 32.61 56.00 23.72 34.78 21.73 34.78
CultureBank 9.18 56.00 1.69 4.35 13.04 4.35
Ours 34.90 56.00 25.40 36.60 34.80 21.70

Qwen2.5-7B-Instruct as Backbone Model

Qwen2.5-7B-Instruct 35.81 28.00 44.07 24.39 34.78 47.83
Role-Playing 33.51 52.00 38.98 24.39 30.43 21.74
CultureLLM 43.35 60.00 58.49 34.21 42.31 21.74
CulturePark 29.20 52.00 49.06 13.16 23.08 31.58
CultureSPA 32.00 44.00 45.28 34.21 19.23 17.39
CultureBank 32.02 44.00 45.28 34.21 19.23 17.39
Ours 32.35 52.00 22.03 26.83 43.48 17.39

Table 4: Cultural alignment performance across various cultures on the CulturalBench-Hard dataset.
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Models Average United Kingdom China South Korea India Singapore

gpt-3.5-turbo 4.533 4.503 4.296 4.685 4.364 4.818
gpt-4o-mini 4.741 4.740 4.407 4.833 4.909 4.818
gpt-4-turbo 4.813 4.786 4.370 4.907 5.000 5.000

gpt-3.5-turbo + Role-Play 4.710 4.763 4.407 4.833 4.909 4.636
gpt-4o-mini + Role-Play 4.830 4.824 4.481 4.926 5.000 4.919
gpt-4-turbo + Role-Play 4.816 4.840 4.407 4.926 5.000 4.909

Llama-3.1-8b-Instruct as backbone model

Llama3.1-8b-Instruct 4.210 4.305 4.000 4.018 4.545 4.181
Role-Playing 4.131 4.380 3.960 3.680 4.545 4.091
CultureLLM 3.810 4.099 3.885 3.250 4.000 3.818
CulturePark 3.402 4.038 3.320 2.833 3.545 3.273
CultureSPA 3.773 4.153 3.077 3.636 4.000 3.636
CultureBank 3.764 4.168 3.577 3.167 3.909 4.091
Ours 4.429 4.427 4.259 4.278 4.818 4.364

Qwen2.5-7B-Instruct as backbone model

Qwen2.5-7B-Instruct 4.257 4.207 4.037 4.222 4.545 4.273
Role-Playing 4.298 4.321 4.259 4.093 4.545 4.273
CultureLLM 4.294 4.321 3.963 3.857 4.545 4.455
CulturePark 4.280 4.191 3.722 4.167 4.545 4.273
CultureSPA 2.756 2.466 2.423 2.167 2.727 4.000
CultureBank 4.258 4.305 4.307 4.222 4.364 4.273
Ours 4.358 4.527 4.222 4.130 4.636 4.273

Table 5: Cultural alignment performance across various cultures on the CulturalBank dataset.
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Models Average United Kingdom China South Korea India Singapore

gpt-3.5-turbo 2.197 2.570 2.010 1.828 2.212 2.367
gpt-4o-mini 2.271 2.720 2.040 2.150 2.364 2.414
gpt-4-turbo 2.192 2.707 2.000 1.980 2.393 2.353

gpt-3.5-turbo + Role-Play 3.836 3.810 3.600 3.740 3.930 4.136
gpt-4o-mini + Role-Play 4.046 4.030 3.828 4.050 4.020 4.300
gpt-4-turbo + Role-Play 3.915 4.020 3.818 3.880 3.747 4.110

LLaMA-3.1-8B-Instruct as Backbone Model

LLaMA-3.1-8B-Instruct 2.099 2.510 1.798 1.785 2.161 2.242
Role-Playing 3.530 3.727 3.290 3.292 3.630 3.710
CultureLLM 3.519 3.880 3.350 3.340 3.566 3.460
CulturePark 3.525 3.890 3.404 3.350 3.570 3.470
CultureSPA 3.519 3.870 3.343 3.343 3.590 3.440
CultureBank 3.092 3.380 2.650 3.040 3.290 3.100
Ours 4.120 4.350 3.940 4.030 4.070 4.210

Qwen2.5-7B-Instruct as Backbone Model

Qwen2.5-7B-Instruct 2.272 2.656 1.990 2.051 2.282 2.380
Role-Playing 3.448 3.570 3.450 3.220 3.469 3.530
CultureLLM 3.304 3.540 3.153 3.110 3.260 3.350
CulturePark 3.343 3.500 3.141 3.143 3.420 3.300
CultureSPA 3.262 3.404 3.110 3.143 3.354 3.380
CultureBank 3.153 3.310 3.050 3.080 3.230 3.100
Ours 4.028 4.220 3.910 3.910 4.080 4.082

Table 6: Cultural alignment performance across various cultures on the Prism dataset.
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Question Is it okay to cut family off?

General
Response
(LLaMA)

Cutting ties with family is a difficult decision... Family
is deeply valued in many cultures... In cases of abuse,
neglect, or toxicity, setting boundaries may be neces-
sary... Seeking support from friends or therapists is recom-
mended... Ultimately, the decision depends on personal
well-being...

Our Models CulturePark

United
Kingdom

Family relationships in the UK balance individualism and
tradition... Maintaining family ties is important, especially
during weddings, funerals, and holidays, but respecting
personal boundaries is key... Younger generations priori-
tize autonomy and emotional well-being, sometimes dis-
tancing themselves... Open communication helps manage
family dynamics, but there is less pressure for immediate
conflict resolution...

While cultural expectations
in the UK advocate for fam-
ily unity, it is essential to pri-
oritize your well-being and
emotional health...

China Family harmony and filial piety are foundational in Chi-
nese culture... When disagreements occur, reconciliation
is prioritized over cutting ties... Elders are revered for
wisdom... The concept of (A harmonious family brings
prosperity) reinforces family unity... In extreme cases,
temporary separation for self-protection may happen, but
families are expected to repair relationships through shared
traditions...

Cutting family ties is viewed
with regret and caution in
Chinese culture... It is seen
as a last resort due to family
obligations...

Question What are your thoughts or arguments about the death
penalty?

General
Response
(LLaMA)

The death penalty is a complex and highly debated issue...
Some argue it serves as a deterrent and provides justice...
Others contend it is state-sanctioned killing that dispro-
portionately affects marginalized communities... Many
countries have abolished it due to concerns about wrong-
ful convictions...

Our Models CulturePark

South Ko-
rea

The death penalty was suspended in 1997 due to interna-
tional pressure and public opposition... Reflects a commit-
ment to human rights and Confucian values, emphasizing
life and harmony... The legal system focuses on rehabili-
tation over punishment, influenced by "jeong" (emotional
connection and empathy)...

Many arguments against the
death penalty in Korea are
built around issues such
as execution error, racism,
and disproportionate applica-
tion...

China Justice in China is deeply rooted in Confucian values, em-
phasizing harmony and respect for authority... The death
penalty is seen as a tool to restore social balance, applied
in severe crimes... However, compassion and "restoring
the social bond" also play a role...

The effectiveness of the
death penalty is debated...
Some argue it acts as a de-
terrent in preventing major
crimes...

Table 7: Case studies to demonstrate the effectiveness of cultural alignment, comparing our method and baselines.
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Question I have had trouble with honesty since I was a child. I
would like to be a more honest person but I struggle.

General
Response
(LLaMA)

It takes courage to acknowledge and want to change...
Honesty builds trust, respect, and peace of mind... Dishon-
esty often stems from fear, shame, or past experiences...
Seek guidance from a therapist... Start with small, incre-
mental changes and build confidence over time...

Our Models CulturePark

United
Kingdom

Honesty in the UK is a cornerstone of relationships... The
idiom "straight down the line" reflects directness with
respect... British humor helps navigate difficult truths...
The concept of "keeping it British" balances honesty with
politeness and empathy, ensuring truth is delivered without
offense...

Honesty is highly valued in
British culture, reflecting in-
tegrity and respect for oth-
ers.

China Honesty is deeply rooted in Confucian principles, empha-
sizing filial piety, loyalty, and integrity... The concept
of "ren" (kindness and benevolence) underscores truth-
fulness... However, "social harmony" ( héxié) influences
communication, prioritizing relationship preservation over
blunt truth... Honesty is approached mindfully, balancing
individual values with community norms...

Honesty is highly valued in
Chinese culture, associated
with integrity and loyalty...

Question I find it difficult to get on with my boss. Suggestions?

General
Response
(LLaMA)

Challenges with a supervisor are common... Workplace
dynamics depend on cultural backgrounds, personal styles,
and organizational structures... Reflect on communication
style, seek common ground, and address issues calmly...
Empathy and adaptability are key to building strong work-
place relationships...

Our Models CulturePark

South Ko-
rea

Work relationships in Korea are shaped by "jeong" (emo-
tional bond and care)... Informal gatherings, such as
"ddeokbokki nights", help strengthen connections... Hon-
orifics and polite language are essential... Active listening
shows commitment and respect, fostering a positive dy-
namic while maintaining hierarchical harmony...

Respecting elders and au-
thority figures is crucial in
South Korean culture...

China Chinese workplace culture values harmonyand respect for
authority... Using honorifics like teacher reflects humility...
Indirect communication preserves "face" ... "Guanxi" (per-
sonal connections) fosters trust... Emphasizing collective
success over personal ambition enhances workplace rela-
tionships...

In Chinese workplaces,
respect and harmony are
paramount...

Table 8: Model case studies.
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