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Abstract
As the adoption of language models advances,001
so does the need to better represent individual002
users to the model. Are there aspects of an in-003
dividual’s belief system that a language model004
can utilize for improved alignment? Following005
prior research, we investigate this question in006
the domain of opinion prediction by develop-007
ing PRIMEX, a dataset of public opinion survey008
data from 885 US residents with two additional009
sources of belief information: written explana-010
tions from the respondents for why they hold011
specific opinions, and the Primal World Belief012
survey for assessing respondent worldview. We013
provide an extensive initial analysis of our data014
and show the value of belief explanations and015
worldview for personalizing language models.016
Our results demonstrate how the additional be-017
lief information in PRIMEX can benefit both018
the NLP and psychological research communi-019
ties and open up avenues for further study.020

1 Introduction021

Psychological research and clinical successes give022

evidence that a person’s beliefs about themselves,023

their future, and their environment shape their be-024

havior (Beck, 1976; Dweck et al., 1995; Hofmann025

et al., 2012). Recent work shows that an individ-026

ual’s worldview — or beliefs about the overall char-027

acter of the world — can explain not only persistent028

behavioral patterns but correlates with personality,029

well-being, political, religious, and demographic030

variables (Clifton et al., 2019). As such, world-031

view can be viewed as a powerful, compact, and032

predictive model of the individual’s belief system.033

Simultaneously, advancements in NLP have034

made it possible to incorporate higher-level user035

beliefs into predictive models (Sun et al., 2024). A036

better understanding of individual belief systems037

can improve personalization of language models,038

for instance by building better representations of039

an individual user’s persona – characteristics, pref-040

erences, and behavior. Persona-adapted language041

models (PA-LMs) have been used to create realis- 042

tic simulated communities (Park et al., 2022; Zhou 043

et al., 2024; Park et al., 2024), generate arbitrary 044

amounts of diverse, synthetic data (Moon et al., 045

2024; Ge et al., 2024), and simulate partners in 046

training applications for a variety of professional 047

domains (Markel et al., 2023; Louie et al., 2024; 048

Shaikh et al., 2024). A common evaluation of PA- 049

LMs is predicting user responses to surveys and be- 050

havioral tests (Argyle et al., 2023; Santurkar et al., 051

2023; Hwang et al., 2024; Joshi et al., 2025). 052

To facilitate both worldview and persona re- 053

search, we introduce the PRIMEX dataset of opin- 054

ions, explanations, and beliefs about the world. 055

PRIMEX consists of anonymous survey responses 056

from 885 US residents from various geographic 057

regions, age groups, education levels, and genders. 058

Our respondents complete a subset of questions 059

from each of three American Trends Panel pub- 060

lic opinion surveys (Pew Research Center, 2014), 061

allowing for the study of a single individual’s opin- 062

ions across different topics, which is not possible 063

with existing datasets. We also collect two supple- 064

mental categories of user information which are, to 065

our knowledge, novel in persona research. First, for 066

a portion of opinion questions, we collect free-form 067

written explanations of the respondent’s opinions. 068

These explanations often draw on the respondent’s 069

higher-level beliefs about the world. We show that 070

these explanations can help PA-LMs predict an in- 071

dividual’s other opinions. 072

Second, we collect participants’ responses to the 073

18-question version of the Primal World Beliefs 074

survey, an instrument for characterizing an indi- 075

vidual’s worldview which generally takes less than 076

10 minutes to answer (Clifton et al., 2019; Clifton 077

and Yaden, 2021). We find significant correlations 078

between worldview and opinions across topics and 079

show that worldview impacts stylistic characteris- 080

tics of written explanations. Including worldview 081

in user representations for PA-LMs cam improve 082
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Figure 1: Overview of the PRIMEX data. We collect three types of responses from a diverse pool of participants:
Opinions from 3 Pew Research surveys; explanations for 3 opinions per survey; and Primal World Belief survey of
participant worldview.

opinion prediction. Additionally, we show how an083

individual’s Primal World Beliefs can be predicted084

from their opinions and explanations, an interesting085

new avenue for building general user representa-086

tions from specific user data.087

Our experiments and analysis of PRIMEX data088

highlight the value of belief explanations and world-089

view for personalizing language models. Though090

extensive, they are far from exhaustive — we be-091

lieve this dataset constitutes a rich source of per-092

sona information for continued analysis in both the093

NLP and psychological research communities.1094

2 Background095

Primal World Beliefs Primal World Beliefs, or096

Primals, aim to capture an individual’s beliefs097

about the general character of the world (Clifton098

et al., 2019). Examples of Primals include The099

world is Safe and The world is Interesting. Re-100

search has shown these beliefs to be stable across101

time and correlated with a number of personality102

and well-being variables. We hypothesize that LMs103

have some knowledge of Primals due to how the104

theory of Primals itself was developed, which in-105

volved extensive linguistic analysis of text that is106

likely to be part of many LM’s pretraining data.107

In particular, researchers scoured hundreds of his-108

torical texts (including sacred texts, novels, films,109

speeches, and philosophical works) and over 80K110

tweets for statements about how people view the111

world as a whole, using NLP extraction tools and112

Latent Dirichlet Allocation for topic clustering.113

Over a span of 5 years (2014-2019), they coded114

the statements and consulted with social science115

experts as well as religious focus groups to identify116

26 Primal World Beliefs. Primals are organized117

1Our data will be made available for further study.

under the top-level belief that The world is Good 118

and secondary beliefs that it is Safe (versus dan- 119

gerous), Alive (intentionally and purposefully inter- 120

acting with us versus inanimate and mechanical), 121

and Enticing (interesting and beautful versus dull 122

and ugly). These beliefs were ultimately validated 123

through multiple psychometric measures. In our 124

dataset, participants filled out the 18-item survey 125

(Clifton and Yaden, 2021) measuring their top-level 126

and secondary Primals as part of their 30 minute 127

session; in general, it took less than 10 minutes for 128

most participants to fill out the survey. 129

Public Opinion Public opinion surveys are used 130

in PA-LM research due to their easy availability 131

and the rigorous validation of their construction 132

over many decades (Pew Research Center, 2014). 133

The complexity and deeply personal nature of opin- 134

ion offers a difficult challenge for personalized 135

ML, and only recently have models become pow- 136

erful enough to take on this task. Prior opinion 137

datasets for PA-LM research borrow data originally 138

intended for demographic and economic analysis, 139

resulting in limited individual information (San- 140

turkar et al., 2023). Our work enriches public opin- 141

ion data by addressing several shortcomings that 142

hinder generalization: 1) opinions from a single 143

user across multiple topics are not available; and 2) 144

demographic distributions of existing data can bias 145

the output of LLMs, which often under-represent 146

certain viewpoints. In addition, our data allows us 147

to correlate opinion and demographics with new 148

variables of interest: viz., worldview and explana- 149

tion style. 150

Explanations Social scientists often conduct 151

free-form interviews, in part because participant 152

explanations of responses can provide deeper in- 153

sights than structured formats (Stanford Center on 154
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Poverty and Inequality, 2021). Inspired by this,155

we ask our participants to explain a subset of their156

survey opinions in a free text format in hopes of157

deriving a better understanding of their personae.158

A work similar to ours has demonstrated the value159

of conducting a free form interview followed by160

refinement processes, but this method of gathering161

persona information is both expensive and intensive162

for users (Ge et al., 2024). Our work introduces163

a lower-cost persona format and elucidates how164

explanation interacts with both opinion and world-165

view. Model-generated explanations of reasoning166

have proven useful for improving performance on167

many tasks (Wei et al., 2023), including preference168

modeling and opinion prediction (Sun et al., 2024;169

Do et al., 2025; Joshi et al., 2025). We analyze170

human-written explanations and model-generated171

explanations for prediction to determine character-172

istics of helpful or unhelpful explanations.173

Personalized LMs The advancement of large174

language models has enabled new possibilities for175

personalized machine learning. Adapting an LM176

to the preferences of individuals can be done via177

alignment strategies such as RLHF and DPO, but178

these require expensive, large scale data (Ouyang179

et al., 2022; Rafailov et al., 2023; Wu et al., 2023).180

Recent datasets for personalizing LMs address is-181

sues of representation (Kirk et al., 2024; Aroyo182

et al., 2023), but focus on demographics of human183

feedback data for conversational content. Weaker184

personalization can be accomplished quickly and185

cheaply using low-data techniques such as prompt-186

ing (Hwang et al., 2023) or refinement (Sun et al.,187

2024). These works make use of persona to adapt188

language models to an individual user’s prefer-189

ences. PRIMEX provides rich user data and can190

serve as training and testing data for personaliza-191

tion methods.192

3 Dataset Construction193

The goal of PRIMEX is to extend current resources194

along multiple dimensions. Addressing a shortcom-195

ing in existing opinion data, we collect responses196

on multiple topics from each individual. This en-197

ables the development of personae which gener-198

alize across topics. For a subset of opinion ques-199

tions, we collect free-form explanations for why200

the respondent holds their particular opinion. Ex-201

planations give insights into an individual’s belief202

system and can also improve personae develop-203

ment. Lastly, we consider a source of user infor-204

Do you favor or oppose the use of animals in scientific
research?
User 1: Favor — Most of the vaccines and oncology
drugs were discovered and invented due to trials on ani-
mals which I think I favor
User 2: Oppose — It is clear by now that animals expe-
rience a range of emotions just like we do, so what was
once thought acceptable is no longer. Just because we
have all the power doesn’t mean we should inflict pain.
User 3: . . .

Figure 2: Examples of opinions with user explanations.

mation which has not yet been brought to bear 205

on PA-LM development: individual worldview. 206

Prior works have made some use of Big 5 per- 207

sonality traits (Goldberg, 1993), but worldview has 208

been shown to explain broader aspects of person- 209

ality (Clifton et al., 2019). Hence, we collect re- 210

sponses to the 18 question Primal World Beliefs 211

survey to capture an individual’s worldview. In 212

total, PRIMEX includes responses from 885 in- 213

dividuals, similar in size to recent works in LM 214

personalization (Park et al. (2024), N = 1052) 215

and personality psychology (Ludwig et al. (2022), 216

N = 529) 217

3.1 Survey Questions 218

Our data consists of three types of questions: public 219

opinion, free-response, and Primals. We use pub- 220

lic opinion questions from the American Trends 221

Panel surveys (Pew Research Center, 2014), which 222

have been carefully developed by experts at Pew 223

Research to mitigate bias, ambiguity, difficulty, and 224

other confounding factors. We choose 10 questions 225

from each of 3 surveys: ATP Wave 34, dealing 226

with biomedical and food issues (Pew Research 227

Center, 2018a); ATP Wave 41, dealing with the 228

condition of America in the year 2050 (Pew Re- 229

search Center, 2018b); and ATP Wave 54, dealing 230

with economic inequality (Pew Research Center, 231

2019). From each of these surveys, we manually 232

select questions that meet two characteristics: they 233

ask about personal opinions rather than biological 234

or economic facts; and their response distribution 235

in the larger population has higher entropy, as these 236

are more likely to produce diverse answers from 237

our participants. The full list of questions, response 238

choices, and shorthand names used in this work 239

(e.g. ORGANIC FOODS, GOVT RETIREMENT) are 240

listed in Table 10 in Appendix A.2. 241

For 3 questions from each ATP survey, we 242

ask participants to explain their answer in a free- 243
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response format. We instruct respondents to “draw244

on any aspect of your personal history, social life,245

experiences, thoughts, feelings, beliefs, or values”246

in their explanation. Examples of elicited explana-247

tions are shown in Figure 2 (additional examples248

in Appendix A.3).249

We also include the 18 item Primal World Be-250

liefs Inventory (PI-18) (Clifton and Yaden, 2021).251

This shorter instrument balances brevity and granu-252

larity, measuring top-level (Good) and secondary253

Primals (Safe, Enticing, and Alive). The PI-18254

has been shown to have high correlation with the255

full 99 question inventory. Questions in the PI-18256

are multiple choice with responses ranging from257

"Strongly Disagree" to "Strongly Agree", which258

are converted to real-values ranging from 0 to 5.259

We follow the administration and scoring instruc-260

tions given in Clifton (2021) (questions and scoring261

functions are repeated in Appendix C).262

In addition to the opinion, explanations, and Pri-263

mal World Belief data, we also ask questions cov-264

ering basic demographic self-identification: geo-265

graphic region, age range, gender, English profi-266

ciency, number of children, employment status, po-267

litical affiliation, hobbies, other languages spoken268

at home, and races.269

3.2 Data Collection270

We recruit 885 participants through a third-party271

user study firm, User Research International. Par-272

ticipants were selected to achieve relative balance273

in terms of male/female ratio, age range, and geo-274

graphic distribution.2 Each participant was offered275

a fair wage for their participation in the survey.276

The projected time to complete the survey was 30277

minutes. Participants gave their informed consent278

before participation and were made aware of the279

intended uses of their data. They were offered the280

chance to stop at any time, and given the option to281

not answer any question.282

The survey questions were presented in the same283

order for all participants: first the subsampled ATP284

Wave 34, ATP Wave 54, and ATP Wave 41 surveys285

with additional explanation questions, followed by286

the PI-18, and lastly some additional optional addi-287

tional demographic questions. The 3 opinion ques-288

tions which are each followed by explanations are289

given at the beginning of each section, followed by290

the 7 remaining opinion questions from the same291

ATP survey. This was done in an effort to reduce292

2We provided a non-binary gender option, but we did not
control for representative non-binary participation.

Primal N= Avg Std min max US Avg.
Good 809 3.08 0.69 0.53 4.93 2.9
Safe 853 2.50 0.90 0.0 5.0 2.5
Alive 805 2.65 1.09 0.0 5.0 2.8
Enticing 856 3.72 0.76 0.57 5.0 3.7

Table 1: Primal Belief scores of our respondents

the cognitive load required by switching between 293

topics. The order of questions within sections of 294

the survey was also fixed. 295

From each of our 885 participants we collected 296

30 opinion question responses, 9 explanations, an- 297

swers to the Primal World Beliefs survey compris- 298

ing 18 scalar ranked questions questions, and 11 299

demographic attributes. A condensed version of the 300

demographic distribution of this data is provided in 301

Table 9 in Appendix A.1. Our respondents reflect 302

a balance of geographic regions and age groups. 303

To maintain this balance, we struggled to recruit 304

male and female respondents at equal rates result- 305

ing in a female bias. Compared to the national 306

average, people with college degrees or higher are 307

overrepresented in our data. The reported race 308

of our respondents shows nationally representa- 309

tive numbers of Black and Asian respondents, a 310

slight over-representation of White respondents, 311

and under-representation of Spanish, Hispanic, or 312

Latino respondents. Future data collection efforts 313

should consider additional controls for better repre- 314

sentation of this demographic if necessary. 315

4 Analysis of Primals 316

The PI-18 measures the top-level Good Primal and 317

secondary Safe, Enticing, and Alive Primals. The 318

aggregate statistics for our respondents is shown in 319

Table 1 along with the US average reported in exist- 320

ing research (Clifton, 2018). Our sample averages 321

are similar to the US population, and our standard 322

deviations cover the spread of reported scores. Our 323

respondents can choose not to answer any ques- 324

tions including those needed to compute their score 325

for a particular Primal, resulting in different but 326

still large sample sizes N . 327

4.1 Primals and Opinion 328

We compute correlations between Primals and re- 329

sponses to each opinion question to determine the 330

effect of a higher or lower score for each Primal 331

on a person’s opinion. We ignore “Prefer not to 332

answer” opinion responses and respondents with- 333

out a particular high-level Primal score on a per- 334
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Good Safe Alive Enticing
↑ ↓ ∆ ↑ ↓ ∆ ↑ ↓ ∆ ↑ ↓ ∆

Length 173 180 3.89% 158 186 17.92% 163 249 52.48% 201 164 -18.59%
1st Person 0.57 0.53 -6.96% 0.64 0.47 -26.77% 0.60 0.46 -24.00% 0.52 0.53 1.74%
All Pronouns 1.33 1.32 -1.15% 1.47 1.24 -15.69% 1.37 1.04 -24.01% 1.29 1.27 -1.51%

Table 2: Lexical characteristics of explanations from users with highest ↑ and lowest ↓ Primal scores.

question/primal basis, resulting in different but still335

sizable sample size N for each correlation. Opinion336

questions with 2 response options are treated as bi-337

nary; the remaining opinion questions are mapped338

to integers following Santurkar et al. (2023). The339

full tables of correlations for all Primals and opin-340

ion questions are shown in Appendix B.341

Effect size Funder and Ozer (2019) recommend342

reporting effect sizes relative to a benchmark for343

comparison. One benchmark they suggest, which344

we use in this work, is the typical effect size found345

in a large scale literature review. The average effect346

size of 708 meta-analytically determined correla-347

tions in personality and individual difference re-348

search determined by Gignac and Szodorai (2016)349

is r = 0.19. As such, we follow their suggested350

thresholds for relatively small (r = 0.1), typical351

(r = 0.2), and relatively large (r = 0.3).352

Notable Effects We observe relatively large cor-353

relations between the opinion that children will354

have a better standard of living in the future (CHILD355

STANDARD) and high Good and Safe scores (r =356

0.341 and r = 0.325 respectively). Not surpris-357

ingly, we observe a large correlation between the358

role of God versus evolution in determining the359

development of human life (EVOLUTION) and high360

Alive scores (r = 0.32). Interestingly, we also361

observe relatively large correlations between how362

much gas prices impact the view of the economy363

(GAS PRICES) and Alive scores (r = 0.308).364

Overall, we observe small or stronger correla-365

tions (r > 0.1) between all Primals and at least366

some questions from each topic with the exception367

of Enticing and questions on economic inequality.368

The strongest correlations are found between Pri-369

mals and questions from Wave 41 on the likely370

condition of America in 2050. This may indicate371

that Primals better encode how a person views the372

future world compared to the present one, but fur-373

ther analysis is needed.374

4.2 Primals and Explanations 375

Table 2 shows variations in lexical features of ex- 376

planations based on the respondent’s Primal scores. 377

In this table, we group the 50 respondents with the 378

highest and lowest scores for a given Primal (900 379

explanations per Primal in total). We compute the 380

average explanation length in characters, as well as 381

counts average pronouns per sentence which may 382

indicate belief. The ∆ column indicates the change 383

moving from the high to low group for each Primal. 384

We observe large differences in average expla- 385

nation length; respondents with lower Safe, lower 386

Alive, or higher Enticing scores give much longer 387

responses than their counterparts. Pronoun usage 388

mostly correlates inversely with the length of the 389

explanations, though there is a larger difference 390

in first person pronoun usage between people with 391

high and low Safe scores and a almost no difference 392

between people with high and low Enticing scores. 393

A higher Safe score has been correlated with lower 394

neuroticism and higher trust, which may enable 395

such people to speak freely about themselves in 396

their explanations. 397

An interpretable vocabulary analysis of explana- 398

tions from these groups is complicated by the under- 399

lying topicality of the explanations and the length 400

difference between responses from each group, but 401

predictive results of LMs conditioned on explana- 402

tions in Section 5 shed some light on the differences 403

between text from these groups. 404

5 Predicting User Responses 405

In order to highlight the value of PRIMEX for per- 406

sonalizing language models, we now consider the 407

problem of predicting the survey responses of a 408

user in our dataset using a PA-LM. Prior works 409

on opinion prediction represent a user by their de- 410

mographic attributes (Santurkar et al., 2023) or by 411

including a seed set of opinion questions and the 412

user’s answers (Hwang et al., 2023). We study the 413

value of the additional data from PRIMEX— Pri- 414

mals and explanations – in user representations. 415

Our data also enables the analysis of representation 416

generalization through the prediction of opinions 417
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User Representation GPT-4o Mistral
All Topics
DEMOGRAPHICS 42.22 42.30
DEMO & OPINIONS 45.10 44.30
+ Primals 46.17 44.24
+ Explanations 48.09 46.02
+ Generated Explanations 46.15 45.02
PRIMEX PERSONA 48.28 45.84
Cross Topic
DEMOGRAPHICS 39.13 39.61
DEMO & OPINIONS 39.68 39.90
+ Primals 40.31 40.89
+ Explanations 40.17 40.29
+ Generated Explanations 39.91 40.21
PRIMEX PERSONA 40.57 40.67

Table 3: Predicting user opinions from PRIMEX. Under-
lined results are significantly different from DEMO &
OPINIONS at p < 0.05.

of the same user across different topics. Finally,418

we explore whether a model can predict a user’s419

Primals from their persona, and find that training420

on PRIMEX data facilitates this prediction.421

5.1 Opinion Prediction422

Task In the opinion prediction task, a model is423

prompted with a user representation and instruc-424

tions to predict the user’s response to unseen test425

questions one at a time. In the all topics settings,426

seed opinions included in the user representation427

and test questions are drawn from all Waves of the428

ATP survey. We use the 9 explained opinions as429

seeds and test on the remaining 21 for each user.430

In the cross topic settings, seed opinions include431

all 10 opinions from Wave 34 and the test ques-432

tions come from Waves 41 and 54. This is a harder433

setting, since less is known about the user’s opin-434

ion within a given test topic. To enable the study435

of finetuned models, we split PRIMEX in half for436

training and testing (442 users). We use both a437

large (GPT-4o (OpenAI et al., 2024)) and smaller438

(Mistral 7B Instruct (Jiang et al., 2023)) for pre-439

dicting survey responses from the PRIMEX test set440

given different user representations.441

User Representations The main baseline for442

comparison is DEMO & OPINIONS, which repre-443

sents users with their demographics and seed opin-444

ions. To this we add different types of novel data:445

The +Primals setting includes information from446

the Primal World Beliefs survey. For long context447

models (GPT-4o), we include Primal scores with448

contextualizing information from Clifton (2018);449

for short context (Mistral) we provide the ques-450

tion/response pairs from the user’s PI-18. The +Ex-451

Primal Correlated Uncorrelated
Good 49.68 47.30
Safe 51.38 46.07
Alive 49.25 44.39
Enticing 53.51 46.82

Table 4: Accuracy of model predictions for correlated
and uncorrelated questions.

planations setting includes the human written ex- 452

planations for seed opinions (all 9 seed opinions 453

have explanations in all topics; 3 of the 10 in cross 454

topic settings). The PRIMEX PERSONA setting uses 455

all information collected from users (demographics, 456

seed opinions, explanations, and Primals). 457

To explore the generalization capability of the 458

explanations in PRIMEX, we study a + Generated 459

Explanations setting. We use a finetuned GPT-4o 460

to explain each seed opinion in the test set inde- 461

pendently and include the generated explanations 462

for each user in their representations. The ex- 463

planation model is finetuned from GPT-4o with 464

a user’s demographics and a seed opinion as in- 465

put and the user’s explanation as the target output. 466

Finally, we include a demographics-only setting 467

(DEMOGRAPHICS) which allows the default align- 468

ment positions of models to be more prominent in 469

the response distribution. 470

Results Table 3 shows the average per-user 471

zero-shot opinion prediction performance on the 472

PRIMEX test set. Underlined results are signifi- 473

cantly better than the DEMO & OPINIONS baseline 474

for each model using paired t-tests with p < 0.05. 475

We see that both the explanations and worldview 476

information provided in PRIMEX enables better 477

prediction of unseen opinions. In the all topics 478

setting, GPT-4o can effectively use all information 479

from PRIMEX including model-generated explana- 480

tions, whereas Mistral requires human explanations 481

to achieve significant results. In the cross topic set- 482

ting, we see that both models struggle to generalize 483

from off topic explanations but can combine these 484

with worldview in the PRIMEX PERSONA setting to 485

make significant improvements in prediction. No- 486

tably, the smaller Mistral model benefits more from 487

worldview in the cross topic setting, indicating the 488

generality of this form of user data. 489

Primals and Accuracy Continuing the analysis 490

of Section 4, we compare the model prediction ac- 491

curacy of opinion questions which are correlated 492

with different Primals against those which are un- 493
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Good Safe Alive Enticing
GPT-4o

DEMOGRAPHICS 0.14 0.11 -0.04 0.09
PRIMEX PERSONA 0.06 0.01 -0.04 0.03

Mistral
DEMOGRAPHICS 0.14 0.10 -0.12 0.12
PRIMEX PERSONA 0.04 0.01 -0.06 0.04

Table 5: Correlation of model accuracy and user Primal
score. Underlined values are significant at p < 0.05

Good Safe Alive Enticing
DEMO & OPINIONS 0.56 1.13 1.43 0.61
+ Explanations 0.55 1.41 1.06 0.63
TRAINED 0.46 0.70 1.22 0.65

Table 6: Predicting a user’s Primals (MSE).

correlated. We use a threshold of r = 0.1 to dis-494

tinguish these sets of questions. Table 4 shows the495

average accuracy of the DEMO & OPINIONS+ Ex-496

planations representation for the test opinions in497

these groups. We see that both in aggregate and498

across individual Primals the model is better at pre-499

dicting opinions for correlated questions. These500

trends hold for other user representations but with501

smaller gaps between the accuracies. This indicates502

that the Primal beliefs involved in the correlations503

identified in Section 4 are partly encoded by other504

user demographics, seed opinions, or explanations.505

In Table 5 we show correlations between a user’s506

Primals and opinion prediction accuracy under dif-507

ferent user representations and models. Using the508

DEMOGRAPHICS representation, models are more509

accurate for users with higher Good, Safe and En-510

ticing beliefs, and for users with lower Alive be-511

liefs. This aligns with results reported in Santurkar512

et al. (2023) showing that the default values en-513

coded in LLMs represent particular populations,514

but characterizes default values of LLMs in terms515

of worldview rather than demographic attributes.516

These correlations weaken in the PRIMEX PER-517

SONA setting, where the additional user data allows518

the LLMs to align to users with diverse Primals.519

5.2 Primals Prediction520

If a user representation encodes worldview, we521

should be able to recover a user’s Primals from thier522

representation. Table 6 shows the performance of523

predicting Primal scores from various inputs, mea-524

sured in mean squared error across test users. Here,525

the model is prompted with a persona description526

and tries to predict the user’s responses to the PI-527

18. Scores for each Primal are computed from528

these synthesized responses and compared with the 529

user’s actual scores. The TRAINED predictor is a 530

version of GPT-4o trained on the PRIMEX training 531

data. It takes as input a user’s demographics, seed 532

opinions, and explanations and predicts the answer 533

to each PI-18 item independently. 534

The results in Table 6 show varying degrees of 535

success at recovering user Primals for the zero-shot 536

DEMO & OPINIONS and + Explanations settings 537

depending on the Primal being predicted. However, 538

there is an strong improvement in predicting the 539

top-level Good and secondary Safe scores using the 540

TRAINED model; this suggests that it is possible 541

for a model to learn to predict some aspects of 542

a user’s worldview from opinion and explanation 543

data. It would be worth investigating if Primals can 544

be approximated from other sources of user data. 545

6 Measuring Explanation Helpfulness 546

Explanations have been shown to improve the pre- 547

dictive accuracy of PA-LMs; do some explanations 548

help these models generalize better than others? To 549

study this, we develop a measure of explanation 550

helpfulness, or its utility to an LM for predicting a 551

variety of opinions. 552

Let su denote a seed question and answer pair 553

for user u, and let eus be the explanation given by 554

the user for their answer. Let T u = {(qj , auj )} 555

be the user specific test set, where auj is the user’s 556

response for test question qj . The helpfulness eus is 557

defined as the difference in probability assigned to 558

user answers by an LM when it is conditioned on 559

eus versus not, averaged across T u. Formally: 560

M(eus ) =
∑

(qj ,auj )∈Tu

P(auj |qj , U + eus ) 561

− P(auj |qj , U) 562

Here, U is a user representation consisting of de- 563

mographic information plus the single seed opinion 564

su explained by eus . We model P using the Mistral- 565

7B-Instruct model (Jiang et al., 2023) which we 566

prompt with the user representation as well as 567

the test question and answer choices. The answer 568

choices are enumerated with letters; P is restricted 569

to the letters corresponding to valid answer choices 570

and renormalized. We consider P(auj |·) to repre- 571

sent the probability assigned by the language model 572

to the user’s true choice. M(eus ) then represents 573

the change in probability of the true user answers 574
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Length 1st Person All Pronouns
Most Helpful 309.60 0.58 1.26
Least Helpful 145.34 0.59 1.32

Table 7: Lexical characteristics of the most and least
helpful explanations

under the model when provided with the extra in-575

formation in the user’s explanation, averaged over576

the test questions. M can be and often is negative,577

as some explanations provide information which578

causes the language model to move probability579

mass away from the user’s answers.580

More and Less Helpful Explanations We com-581

pute M for every explained user opinion; alto-582

gether a total of 7965. The scores on this dataset583

range from -0.155 to 0.109. The least helpful ex-584

planation is for a “Prefer not to answer” response585

to CHURCH ECON - “I think that this is not for reli-586

gious causes but they can help”. The most helpful587

explanation is for a “Yes” answer to GOVT RETIRE-588

MENT which begins – “Universal Basic Income or589

Guaranteed Basic Income should be implemented590

immediately, as should Universal Healthcare. . . ”.591

Certain questions in PRIMEX seem to elicit more592

helpful explanations. Comparing the aggregate593

helpfulness of explanations, we find that the ques-594

tion eliciting the most helpful explanations is GOVT595

RETIREMENT; least helpful explanations are in re-596

sponse to ORGANIC FOODS. The helpfulness of597

the explanations for these questions differs signif-598

icantly from the aggregate helpfulness of all ex-599

planations with a effect size of d = 0.280 and600

d = 0.297 respectively. The helpfulness of expla-601

nations for GOVT RETIREMENT is significantly602

different from that of explanations for ORGANIC603

FOODS with effect size d = 0.579. These results604

illustrate the importance of crafting explanation605

elicitation materials when collecting such data.606

Quantitative Characterization To characterize607

the textual difference between the most and least608

explanations, we aggregate the 50 most and least609

helpful explanations for each question. Table 7610

shows the average length as well as average counts611

of pronouns per sentence for the explanations in612

each category. The strongest signal here is the dif-613

ference in length between the most and least helpful614

explanations, with the most helpful explanations615

averaging twice as long as the least. Longer expla-616

nations may include more overlapping information617

with test questions, improving their helpfulness.618

Seed Question Test Questions
Most Helpful 0.560 0.183
Least Helpful 0.447 0.140

Table 8: Explanation similarity with seed and test pairs.

To test this, we measure the semantic similar- 619

ity of explanations eus from each category with 620

the seed opinion su they explain, as well as 621

their average similarity with the user’s test set 622

T u. Similarity is computed using embeddings 623

from the all-MiniLM-L6-v2 model (Reimers and 624

Gurevych, 2019). Results in Table 8 show that the 625

most helpful explanations are more similar to both 626

their seed questions and test set. If we trust that 627

respondents’ explanations are relevant (see qualita- 628

tive analysis below), this indicates that off-the-shelf 629

models may not be able to generalize well from rel- 630

evant but semantically dissimilar explanations. 631

Finally, we consider the in-group similarity by 632

taking the average similarity of all explanations for 633

the same question within the best and worst groups. 634

Better explanations are more similar to each other 635

than are worse explanations (d = 0.80). This indi- 636

cates that models can only generalize from a small 637

part of the semantic space of possible explanations. 638

Qualitative Analysis We manually examine 25 639

samples of the most and least helpful explanations. 640

Our analysis reveals that most explanations are 641

relevant to the opinion question they explain (23 642

best, 21 worst). Both the best and worst explanation 643

groups contain a substantial number of ambivalent 644

explanations, which describe possible reasons for 645

taking different sides on the opinion issue (10 best, 646

8 worst), and so it seems that ambivalence is not 647

strongly connected to explanation helpfulness. A 648

major difference between the groups arises when 649

considering vacant responses which only restate 650

the provided opinion (1 best, 6 worst). 651

7 Conclusion 652

We introduce PRIMEX, a novel dataset of opinion 653

question responses, explanations from respondents, 654

and their answers to the Primal World Beliefs sur- 655

vey. We provide new insights into the relation- 656

ships between personal opinions and worldview, 657

and conduct detailed analysis of the utility of user 658

beliefs in PA-LMs. The analyses described here 659

are only some of what is possible with PRIMEX. 660

We encourage its continued study in the NLP and 661

psychological research communities. 662
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8 Limitations663

The participant pool for PRIMEX was restricted664

to English-speaking US. residents. We faced chal-665

lenges collecting data from all demographic groups666

either equally or in proportion to that group’s por-667

tion of the US. population. As a result, PRIMEX668

under-represents “Spanish, Hispanic, or Latino” re-669

spondents and “Male” respondents. Due to the cost670

of collecting survey data, the number of partici-671

pants in PRIMEX is relatively small for the pur-672

poses of training NLP systems. The online format673

of this survey may have posed additional problems674

for people with less technological familiarity. Par-675

ticularly, if a respondent did not have access to676

text-to-speech on their device they would have had677

to type out their explanation answers, a burden for678

those with weaker typing skills. This could have679

resulted in suboptimal collection of their explana-680

tions.681

This work uses GPT-4o (gpt-4o-2024-11-20) ac-682

cessed through the OpenAI API. This models is683

subject to a proprietary license which may change.684

The specific model may not be available indefi-685

nitely which impacts the reproducibility of the re-686

sults reported in this paper. We also use Mistral 7B687

Instruct (v0.3), which is subject to the Apache 2.0688

license.689

9 Ethical Considerations690

The intention of PRIMEX is to provide researchers691

from the psychological and NLP research science692

communities a rich source of data for analysis of693

opinion, explanation, and worldview. Our data con-694

tains subjective opinions from respondents which695

ma be offensive to some people. Our data was col-696

lected under the guidance of an ethics review board697

to ensure participant safety.698

We study the impact of richer persona informa-699

tion for prompting LMs on the assumption that bet-700

ter user representations will enable more positive701

user experiences. Language models and especially702

PA-LMs have been shown to exhibit unfair biases703

(Gupta et al., 2024). We believe that richer user704

representations can counteract these biases by en-705

couraging models to consider the individuality of706

each user rather than resorting to coarse generaliza-707

tions.708
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A Data Details1032

A.1 Demographics1033

Demographic distribution is shown in Table 91034

A.2 Pew Survey Questions1035

All questions are taken from Pew Survey website.1036

An option “Prefer not to answer” was included1037

for all multiple choice questions to meet internal1038

review requirements. Slight formatting changes1039

compared to Pew presentation to accommodate our1040

survey software.1041

US Region
South 275
West 269
Midwest 189
Northeast 152

Age
30 to 49 236
50 to 64 226
65 or older 220
18 to 29 203

Gender
Female 508
Male 356
Non-binary 18
Prefer not to say 3
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Graduate degree (Master’s) 138
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Other responses 13

Race
White or Caucasian 574
Black or African American 126
Asian 81
Spanish, Hispanic, or Latino 65
Other responses 39

Table 9: Demographic distribution of PRIMEX
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Name Question Text Options
Wave 34

†Medical Costs Which of these statements comes closer to your
point of view, even if neither is exactly right?

a. Medical treatments these days often create as
many problems as they solve

b. Medical treatments these days are worth the costs
because they allow people to live longer and bet-
ter quality lives

†Animal Research All in all, do you favor or oppose the use of animals
in scientific research?

a. Oppose
b. Favor

†Organic Foods Do you think organic fruits and vegetables are gen-
erally. . .

a. Worse for one’s health than conventionally grown
foods

b. Neither better nor worse for one’s health than
conventionally grown foods

c. Better for one’s health than conventionally grown
foods

Gene Risks Thinking about what you have heard or read, how
well do you think medical researchers understand
the health risks and benefits of changing a baby’s
genetic characteristics?

a. Not well at all
b. Not too well
c. Fairly well
d. Very well

Gene Disease Do you think changing a baby’s genetic characteris-
tics to treat a serious disease or condition the baby
would have at birth is an appropriate use of medical
technology?

a. Taking medical technology too far
b. An appropriate use of medical technology

Meat Hormone How much health risk, if any, does eating meat
from animals that have been given antibiotics or hor-
mones have for the average person over the course
of their lifetime?

a. No health risk at all
b. Not too much health risk
c. Some health risk
d. A great deal of health risk

New Treatments Thinking about medical treatments these days, how
much of a problem, if at all, is the following: New
treatments are made available before we fully un-
derstand how they affect people’s health

a. Not a problem
b. A small problem
c. A big problem

Science Funding Which statement comes closer to your view, even if
neither is exactly right?

a. Private investment will ensure that enough scien-
tific progress is made, even without government
investment

b. Government investment in research is ESSEN-
TIAL for scientific progress

Food Additives Which of these statements comes closer to your
view, even if neither is exactly right?

a. The average person is exposed to additives in the
food they eat every day but they eat such a small
amount that this does not pose a serious health
risk

b. The average person is exposed to additives in the
food they eat every day, which pose a serious risk
to their health

Evolution Thinking about the development of human life on
Earth: Which statement comes closest to your view?

a. Humans have evolved over time due to processes
that were guided or allowed by God or a higher
power

b. Humans have existed in their present form since
the beginning of time

c. Humans have evolved over time due to processes
such as natural selection; God or a higher power
had no role in this process

Wave 54
†Govt Retirement Do you think adequate income in retirement is

something the federal government has a respon-
sibility to provide for all Americans?

a. No, not the responsibility of the federal govern-
ment to provide

b. Yes, a responsibility of the federal government to
provide for all Americans

†Church Econ How much responsibility, if any, should churches
and other religious organizations have in reducing
economic inequality in our country

a. None
b. Only a little
c. Some
d. A lot

†Immigrant Econ How much, if at all, do you think the growing num-
ber of legal immigrants working in the US con-
tributes to economic inequality in this country?

a. Contributes not at all
b. Contributes not too much
c. Contributes a fair amount
d. Contributes a great deal
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Gas Prices How much, if at all, do you think gas prices are con-
tributing to your opinion about how the economy is
doing?

a. Not at all
b. Not too much
c. A fair amount
d. A great deal

House Prices How much, if at all, do you think real estate val-
ues are contributing to your opinion about how the
economy is doing?

a. Not at all
b. Not too much
c. A fair amount
d. A great deal

Job Confidence How much, if at all, do you think the availability of
jobs in your area are contributing to your opinion
about how the economy is doing?

a. Not at all
b. Not too much
c. A fair amount
d. A great deal

Race Econ How much, if at all, do you think discrimination
against racial and ethnic minorities contributes to
economic inequality in this country?

a. Contributes not at all
b. Contributes not too much
c. Contributes a fair amount
d. Contributes a great deal

Corporate Econ How much, if at all, do you think regulation of ma-
jor corporations contributes to economic inequality
in this country?

a. Contributes not at all
b. Contributes not too much
c. Contributes a fair amount
d. Contributes a great deal

Benefits Econ How much, if at all, do you think the following
proposals would do to reduce economic inequality
in the U.S.? Expanding government benefits for the
poor

a. Nothing at all
b. Not too much
c. A fair amount
d. A great deal

Antitrust Econ How much, if at all, do you think the following
proposals would do to reduce economic inequality
in the U.S.? Breaking up large corporations

a. Nothing at all
b. Not too much
c. A fair amount
d. A great deal

Wave 41
†Population In 2050, do you think population growth in the US

will be a ...
a. Not a problem
b. Minor problem
c. Major problem

†Energy Crisis How likely do you think it is that the following will
happen in the next 30 years? The world will face a
major energy crisis

a. Will definitely not happen
b. Will probably not happen
c. Will probably happen
d. Will definitely happen

†Public Ed. Thinking ahead 30 years, which do you think is
more likely to happen in the U.S.?

a. The public education system will get worse
b. The public education system will improve

Child Standard Thinking ahead 30 years, which do you think is
more likely to happen in the U.S.?

a. Children will have a worse standard of living
b. Children will have a better standard of living

China vs US How likely do you think it is that the following will
happen in the next 30 years? China will overtake
the US as the world’s main superpower

a. Will definitely not happen
b. Will probably not happen
c. Will probably happen
d. Will definitely happen

Race Relations Thinking ahead 30 years, which do you think is
more likely to happen in the U.S.?

a. Race relations will improve
b. Race relations will get worse

Climate Change Thinking about the future of our country, how wor-
ried are you, if at all, about climate change?

a. Not worried at all
b. Not too worried
c. Fairly worried
d. Very worried

Alzheimer Cure How likely do you think it is that the following will
happen in the next 30 years? There will be a cure
for Alzheimer’s disease

a. Will definitely not happen
b. Will probably not happen
c. Will probably happen
d. Will definitely happen

Military Cost If you were deciding what the federal government
should do to improve the quality of life for future
generations, what priority would you give to reduc-
ing military spending?

a. Should not be done
b. A lower priority
c. An important, but not a top priority
d. A top priority

Religion Thinking ahead 30 years, which do you think is
more likely to happen in the U.S.?

a. Religion will be about as important as it is now
b. Religion will become less important

Table 10: Public opinion survey questions in PRIMEX. For questions marked with †we elicit explanations of
participant responses.
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How much responsibility, if any, should churches and other religious organizations have in reducing economic
inequality in our country?
User 11: Only a little — In my opinion, church members should address social and economic issues only as expressions of
their faith. Other than that, there should be strict separation of church and state.
User 12: None — Many religions teach the importance of charity, but in a country with no state official religion, we
should not depend on, or demand, some or all religious organizations be part of a nationwide effort to redistribute wealth.
Extremely large organizations, such as megachurches, should become taxable to an extent, but as a society, we should use
our framework of government to reduce economic inequality, not attempt to create a system based on vastly different
religions working together.
User 13: A lot — Churches are social groups. We should support ourselves as a community and churches are part of the
community . . . .

In 2050, do you think population growth in the US will be a ...
User 234: Major Problem — We are growing really fast. I know all over the world and the US, we don’t have enough for
people. That includes basics and I know growth is just going up still.
User 235: Not a problem — It will be opposite, population will be less than they expect given no one is having babies
these days
User 236: Minor Problem — I don’t expect population growth to be unmanageable if we do a good job managing it. The
US is a huge and vast country with more than enough room and resources to handle population growth, especially if it lets
more cities outside of the main urban areas grow. . . .

Do you think organic fruits and vegetables are generally ...
User 58: Better for one’s health than conventionally grown foods — Fruits n vegetables are way more better than
supplements and medicines
User 59: Neither better nor worse for one’s health than conventionally grown foods — I do not ever consume organic
products because there are no legal or official standards for organic farming practices, although I do not believe those foods
are necessarily worse than non-organic foods. I simply think those foods are marked up unnecesarrily to take advantage of
a recent trend, even though those products are often inferior (smaller, less hearty, more prone to disease, etc).
User 60: Better for one’s health than conventionally grown foods — I’ve read a lot of research on the dangers of
consuming pesticides. Pesticides are toxic to humans as well as other important life like pollinating insects. . . .

Figure 3: Examples of opinions with user explanations.

A.3 Explanation Examples 1042

Figure 3 provides additional examples of explanations from PRIMEX. 1043

B Full Correlations 1044

This section contains all correlation results between Primals and survey responses. 1045
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Good
Question n r p of r ρ p of ρ
Medical Costs 793 0.243 4.13e-12 – –
Animal Research 756 0.103 4.52e-03 – –
Organic Foods 809 0.077 2.75e-02 0.08 2.21e-02
Gene Risks 778 0.099 5.50e-03 0.098 6.40e-03
Gene Disease 757 0.066 6.82e-02 – –
Meat Hormone 800 0.018 6.13e-01 0.022 5.30e-01
New Treatments 805 -0.025 4.86e-01 -0.011 7.58e-01
Science Funding 788 0.061 8.58e-02 – –
Food Additives 801 -0.044 2.14e-01 – –
Evolution 809 0.043 2.22e-01 – –
Govt Retirement 809 -0.087 1.33e-02 – –
Church Econ 791 0.107 2.59e-03 0.113 1.51e-03
Immigrant Econ 783 -0.085 1.78e-02 -0.094 8.35e-03
Gas Prices 804 0.046 1.96e-01 0.055 1.21e-01
House Prices 806 -0.018 6.08e-01 -0.004 9.10e-01
Job Confidence 806 -0.012 7.27e-01 0.002 9.44e-01
Race Econ 798 -0.024 4.97e-01 -0.034 3.38e-01
Corporate Econ 792 -0.101 4.62e-03 -0.102 3.90e-03
Benefits Econ 803 -0.036 3.13e-01 -0.048 1.72e-01
Antitrust Econ 800 -0.14 6.71e-05 -0.151 1.75e-05
Population 795 -0.156 1.02e-05 -0.175 6.65e-07
Energy Crisis 784 -0.065 6.98e-02 -0.063 7.81e-02
Public Ed. 765 0.293 1.34e-16 – –
Child Standard 762 0.341 2.91e-22 – –
China vs US 789 -0.184 1.84e-07 -0.178 4.68e-07
Race Relations 773 -0.272 1.27e-14 – –
Climate Change 807 -0.019 5.98e-01 -0.007 8.33e-01
Alzheimer Cure 802 0.187 9.24e-08 0.186 1.16e-07
Military Cost 805 -0.041 2.43e-01 -0.041 2.46e-01
Religion 792 -0.13 2.54e-04 – –

Table 11: Correlations of Pew Opinion responses with Good primal. For questions with only 2 answer options,
Spearman rank correlation is unavailable.
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Safe
Question n r p of r ρ p of ρ
Medical Costs 831 0.25 2.42e-13 – –
Animal Research 794 0.144 4.37e-05 – –
Organic Foods 852 0.028 4.12e-01 0.028 4.07e-01
Gene Risks 813 0.074 3.56e-02 0.061 8.00e-02
Gene Disease 790 0.034 3.37e-01 – –
Meat Hormone 841 -0.133 1.13e-04 -0.13 1.62e-04
New Treatments 847 -0.124 3.03e-04 -0.115 7.58e-04
Science Funding 827 0.054 1.18e-01 – –
Food Additives 842 -0.149 1.41e-05 – –
Evolution 853 0.02 5.60e-01 – –
Govt Retirement 853 -0.117 5.96e-04 – –
Church Econ 827 0.053 1.28e-01 0.053 1.28e-01
Immigrant Econ 824 -0.078 2.50e-02 -0.066 5.70e-02
Gas Prices 848 -0.03 3.84e-01 -0.028 4.20e-01
House Prices 845 -0.1 3.72e-03 -0.096 5.05e-03
Job Confidence 849 -0.058 9.16e-02 -0.065 5.91e-02
Race Econ 840 -0.071 3.95e-02 -0.079 2.21e-02
Corporate Econ 830 -0.168 1.14e-06 -0.174 4.45e-07
Benefits Econ 842 -0.084 1.44e-02 -0.108 1.64e-03
Antitrust Econ 838 -0.171 6.33e-07 -0.183 8.90e-08
Population 833 -0.183 1.12e-07 -0.195 1.37e-08
Energy Crisis 822 -0.136 8.74e-05 -0.149 1.78e-05
Public Ed. 800 0.29 6.40e-17 – –
Child Standard 788 0.325 7.86e-21 – –
China vs US 820 -0.182 1.58e-07 -0.177 3.48e-07
Race Relations 808 -0.285 1.33e-16 – –
Climate Change 850 -0.041 2.27e-01 -0.04 2.45e-01
Alzheimer Cure 840 0.07 4.26e-02 0.071 3.85e-02
Military Cost 846 -0.033 3.43e-01 -0.031 3.75e-01
Religion 829 -0.088 1.11e-02 – –

Table 12: Correlations of Pew Opinion responses with Safe primal. For questions with only 2 answer options,
Spearman rank correlation is unavailable.
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Enticing
Question n r p of r ρ p of ρ
Medical Costs 835 0.198 7.94e-09 – –
Animal Research 796 0.074 3.78e-02 – –
Organic Foods 854 0.094 5.99e-03 0.094 5.85e-03
Gene Risks 820 0.054 1.21e-01 0.054 1.25e-01
Gene Disease 794 0.093 8.58e-03 – –
Meat Hormone 843 0.071 3.81e-02 0.069 4.59e-02
New Treatments 851 0.032 3.49e-01 0.044 2.02e-01
Science Funding 830 0.077 2.60e-02 – –
Food Additives 845 0.047 1.73e-01 – –
Evolution 856 -0.021 5.44e-01 – –
Govt Retirement 856 -0.074 2.94e-02 – –
Church Econ 834 0.084 1.50e-02 0.081 1.97e-02
Immigrant Econ 825 -0.098 4.87e-03 -0.111 1.42e-03
Gas Prices 851 0.036 2.89e-01 0.029 3.91e-01
House Prices 851 0.037 2.85e-01 0.045 1.94e-01
Job Confidence 853 0.049 1.53e-01 0.062 7.07e-02
Race Econ 844 0.019 5.90e-01 0.013 6.97e-01
Corporate Econ 835 -0.053 1.28e-01 -0.054 1.20e-01
Benefits Econ 848 -0.012 7.22e-01 -0.005 8.75e-01
Antitrust Econ 844 -0.073 3.30e-02 -0.07 4.13e-02
Population 838 -0.074 3.17e-02 -0.082 1.75e-02
Energy Crisis 826 0.008 8.11e-01 0.024 4.84e-01
Public Ed. 797 0.198 1.67e-08 – –
Child Standard 791 0.235 1.99e-11 – –
China vs US 823 -0.135 1.03e-04 -0.118 6.71e-04
Race Relations 812 -0.215 6.47e-10 – –
Climate Change 854 0.045 1.86e-01 0.068 4.77e-02
Alzheimer Cure 844 0.167 1.14e-06 0.169 8.48e-07
Military Cost 851 -0.041 2.38e-01 -0.042 2.20e-01
Religion 833 -0.076 2.80e-02 – –

Table 13: Correlations of Pew Opinion responses with Enticing primal. For questions with only 2 answer options,
Spearman rank correlation is unavailable.
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Alive
Question n r p of r ρ p of ρ
Medical Costs 789 -0.018 6.16e-01 – –
Animal Research 753 -0.05 1.70e-01 – –
Organic Foods 805 0.022 5.26e-01 0.028 4.22e-01
Gene Risks 773 0.048 1.79e-01 0.042 2.43e-01
Gene Disease 753 -0.105 3.80e-03 – –
Meat Hormone 793 0.129 2.75e-04 0.143 5.51e-05
New Treatments 801 0.129 2.40e-04 0.132 1.72e-04
Science Funding 784 -0.155 1.28e-05 – –
Food Additives 796 0.018 6.11e-01 – –
Evolution 805 0.32 1.44e-20 – –
Govt Retirement 805 -0.099 5.09e-03 – –
Church Econ 788 0.073 4.07e-02 0.078 2.93e-02
Immigrant Econ 779 0.108 2.44e-03 0.11 2.18e-03
Gas Prices 801 0.308 4.22e-19 0.301 3.15e-18
House Prices 799 0.117 9.39e-04 0.123 4.86e-04
Job Confidence 800 0.025 4.76e-01 0.036 3.08e-01
Race Econ 794 -0.144 4.50e-05 -0.134 1.50e-04
Corporate Econ 786 0.06 9.10e-02 0.049 1.71e-01
Benefits Econ 794 -0.114 1.28e-03 -0.113 1.40e-03
Antitrust Econ 795 -0.1 4.63e-03 -0.097 6.10e-03
Population 789 -0.042 2.40e-01 -0.053 1.35e-01
Energy Crisis 782 -0.01 7.81e-01 -0.005 8.79e-01
Public Ed. 762 0.137 1.51e-04 – –
Child Standard 756 0.141 9.75e-05 – –
China vs US 775 -0.104 3.61e-03 -0.112 1.85e-03
Race Relations 773 -0.079 2.88e-02 – –
Climate Change 803 -0.197 1.70e-08 -0.192 4.02e-08
Alzheimer Cure 795 0.151 1.96e-05 0.145 4.21e-05
Military Cost 799 -0.113 1.42e-03 -0.096 6.56e-03
Religion 782 -0.15 2.56e-05 – –

Table 14: Correlations of Pew Opinion responses with Alive primal. For questions with only 2 answer options,
Spearman rank correlation is unavailable.
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Code Statement
ed1 In life, there’s way more beauty than ugliness.
am1 It often feels like events are happening in order to help me in some way.
sd1 I tend to see the world as pretty safe.
am2 What happens in the world is meant to happen.
ed2x While some things are worth checking out or exploring further, most things probably aren’t worth the effort.
ed3x Most things in life are kind of boring.
ed4 The world is an abundant place with tons and tons to offer.
ed5 No matter where we are or what the topic might be, the world is fascinating.

ed6x The world is a somewhat dull place where plenty of things are not that interesting.
sd2x On the whole, the world is a dangerous place.
sd3x Instead of being cooperative, the world is a cut-throat and competitive place.
am3x Events seem to lack any cosmic or bigger purpose.
sd4x Most things have a habit of getting worse.
am4 The universe needs me for something important.
sd5 Most things in the world are good.
am5 Everything happens for a reason and on purpose.
sd6 Most things and situations are harmless and totally safe.
ed7 No matter where we are, incredible beauty is always around us.

Table 15: The 18 item Primal World Belief Inventory (PI-18). Response options are on a six point 0-5 scale: (5)
Strongly agree, (4) Agree, (3) Slightly Agree, (2) Slightly Disagree, (1) Disagree, and (0) Strongly disagree. Items
whose codes include “x” are reverse scored.

Primal Equation
Good (sd1 + sd2x+ sd3x+ sd4x+ sd5 + sd6 + ed1 + ed2x+ ed3x+ ed4 + ed5 + ed6x+ ed7 + am1 + am4)/15
Safe (sd1 + sd2x+ sd3x+ sd4x+ sd5 + sd6)/6

Enticing (ed1 + ed2x+ ed3x+ ed4 + ed5 + ed6x+ ed7)/7
Alive (am1 + am2 + am3x+ am4 + am5)/5

Table 16: Equations for calculating high-level Primal scores from survey responses.

C PI-18 Primal World Belief Inventory1046

The PI-18 consists of 18 multiple choice questions which assess worldview. Table 15 shows the exact1047

statements used in this survey. Participants rate their agreement with each statement on a scale from1048

“Strongly Agree” to “Strongly Disagree”. The responses are converted to high-level scores for each Primal1049

using the equations in Table 16.1050

D Model prompts and instructions1051

Figure 4 shows the general prompt template for the opinion prediction experiments. For generating1052

synthetic explanations from the FINETUNED model, the prompt in Figure 5 is used.1053

E Model Configuration1054

Prediction experiments were conducted via API calls. Each model processed somewhere in the range1055

of 500-750M tokens for these experiments. Hyper-parameters “temperature= 0” and “max_tokens= 1”1056

were used in the final results. We explored other max_tokens settings ∈ {1, 2, 10} to ensure this parameter1057

wasn’t impacting model outputs.1058

The FINETUNED opinion predictor was GPT-4o finetuned via OpenAI API on 174,399 tokens. The1059

TRAINED Primals predictor was fineuned on 24,920,748 tokens.1060

Explanations helpfulness calculations were done with Mistral 7B Instruct v0.3 on 8 A100 40GB GPU1061

and took less than 24 hours.1062
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System Message:
You are a person described as follows::

<demographic information>

You have the following opinions:

1. Question: <question>
Answer choices: <answer choices>
Your answer: <user selected response>
Reason: <explanation>
2. ...

User Message
Based on your demographic and opinion information above, which answer would you select for the following question?

Question: <question>
Answer choices: <answer choices>
Your answer:

Figure 4: General prompt template for opinion prediction. Settings without demographics, opinions, or reasons
omit these fields.

System Message:
You are a person described as follows:
<demographic information>

User Message
You hold the following opinion:
Question: <question>
Answer choices: <answer choices>
Your answer: <user selected response>

Please explain your answer to the question above. Provide 2-4 sentences which could help someone under-
stand why you have the opinion you have. Your explanation can draw on any aspect of your personal history, social life,
experiences, thoughts, feelings, beliefs, or values. Please don’t simply repeat your opinion; try to explain *why* you have
that opinion.

Your explanation:

Figure 5: Prompt for generating FINETUNED explanations, which is the same as the prompt given to survey
respondents.
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