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Abstract

Linguistic theory distinguishes between compe-001
tence and performance: the competence gram-002
mar ascribed to humans is not always clearly003
observable, because of performance limitations.004
This raises the possibility that an LLM, if it is005
not subject to the same performance limitations006
as humans, might exhibit behavior closer to007
a pure instantiation of the human competence008
model. We explore this in the case of syntac-009
tic center embedding, where, the competence010
grammar allows unbounded center embedding,011
although humans have great difficulty with any012
level above one. We study this in four LLMs,013
and we find that the most powerful model, GPT-014
4, does appear to be approaching pure compe-015
tence, achieving high accuracy even with 3 or016
4 levels of embeddings, in sharp contrast to017
humans and other LLMs.018

“The heptapods had no objection to the
center-embedding of clauses, something that
quickly defeated humans”.

– Story of Your Life (Chiang, 1998)

1 Introduction019

Until recently, there was a simple reason why every020

AI system would fail the Turing Test – they lacked021

the basic linguistic capabilities shared by all native022

speakers of a language. That has changed with023

current large language models (LLMs), which, it024

would seem, have now mastered human language.025

As Mahowald et al. (2024)[p. 2] put it, “for LLMs026

starting with GPT-3, their formal [linguistic] com-027

petence is essentially at ceiling”. There remain,028

however, notable differences in the linguistic be-029

havior of LLMs and humans. In this paper we fo-030

cus on differences in the interpretation of syntactic031

center embedding constructions. These construc-032

tions, while little noted in the NLP literature, have a033

special significance in the development of modern034

linguistics. Famously, Chomsky claims that cen- 035

ter embedding is fully grammatical as a matter of 036

linguistic competence, but generally fails to be ac- 037

cepted because of a performance limitation involv- 038

ing short-term memory (Chomsky, 1957; Chomsky 039

et al., 1963). These claims are central to the very 040

founding of modern linguistics. 041

It is revealing to compare center embedding with 042

left and right embedding. Consider a propositional 043

verb like “believe”, that can take a sentence as its 044

complement to the right, and that sentential com- 045

plement might itself involve such a structure, as in 046

(1): 047

(1) a. [John believes [Harry likes fish]] 048

b. [John believes [Tom said [everyone 049

knows . . . [Harry likes fish] . . . ]]] 050

An adverbial phrase like “in the library” can modify 051

a verb phrase to its left; the modified verb phrase 052

might itself contain such a modifier, as shown by 053

(2): 054

(2) a. Col. Mustard [[killed Mr Boddy] in 055

the library] 056

b. Col. Mustard [[[ . . . [killed Mr Boddy] 057

with the candlestick] in the library] 058

. . . without remorse.] 059

The above cases illustrate the potential for un- 060

bounded levels of embedding, both to the right 061

and to the left. We turn now to center embedding. 062

Here the embedding clause contains material both 063

to the left and right of the embedded clause. This 064

is illustrated by (3), where a nominal expression, 065

“teacher”, is modified by a relative clause, “the stu- 066

dent saw”.1 067

1The relative clause “the student saw” includes a trace or
variable, which we indicate with t to show that it in this case
is bound by “the teacher”, and similarly with the variables s,
d, and g in examples (4) - (6), standing for “student”, “driver”
and “girl”, respectively.
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(3) [The teacher [the student saw t] is happy.]068

Level 1069

Multiple levels of center embedding are readily070

constructed. Examples (4) - (6) represent levels 2-4071

of center embedding.072

(4) [The teacher [the student [the driver hit s]073

saw t] is happy.] Level 2074

(5) [The teacher [the student [the driver [the075

girl likes d] hit s] saw t] is happy.] Level 3076

(6) [The teacher [the student [the driver [the077

girl [the man hates g] likes d] hit s] saw t]078

is happy.] Level 4079

Such multiple center embeddings are generally un-080

interpretable for human language users, and are081

virtually nonexistent in normal texts.082

In this paper, we explore whether LLMs can083

interpret and assess center embedding structures084

in English. We create synthetic data instantiating085

levels 1-4, and pose questions which require under-086

standing of the structure. For example, for example087

(4) above, we ask, “Who hit who?”, a question088

that targets the most deeply embedded predication.089

Here, we find that GPT-4 performs extremely well090

at all levels, from 1 to 4, in contrast to other models,091

and also sharply contrasting with what is known092

about human behavior. This, we argue, suggests093

that GPT-4 is approaching pure competence. We094

perform a total of four different tests, varying the095

embedding level that is questioned, the number096

of few-shot learning examples provided, and the097

lengths of NPs in the synthetic data. We also test098

the ability to assess the grammaticality of center099

embedding structures.100

The results of these additional tests are mixed.101

On the one hand, in all the tests, there are settings102

in which GPT-4 performs with very high accuracy,103

suggesting something close to a pure instantiation104

of the competence model. On the other hand, there105

are also tasks and settings in which its performance106

is degraded, revealing sensitivity to factors such as107

the embedding level of the question, the number of108

few-shot examples, and the lengths of the NPs in109

the structures.110

In light of these mixed results, it is premature to111

conclude that we can observe pure competence in112

an LLM like GPT-4. Yet its behavior is much closer113

to pure competence than human behavior. We dis-114

cuss the implications of this, noting that GPT-4 has115

attained these impressive abilities, despite the fact116

that multiple center embeddings are almost entirely 117

non-existent in its training data. We conclude with 118

some reflections about the implications of these 119

results for theorizing about the language faculty as 120

it is instantiated in humans as well as in AI models. 121

2 Related Work 122

2.1 Center Embedding and Linguistic 123

Competence 124

According to Karlsson (2007, p. 365) “the main- 125

stream view...voiced by many linguists from dif- 126

ferent camps” is that “there are no grammatical re- 127

strictions on multiple center-embedding of clauses.” 128

This is all the more striking given the extreme rarity 129

of multiple center embedding. Karlsson (2007, p. 130

378) reports on a study of “corpus data from seven 131

Standard Average European (SAE) languages: En- 132

glish, Finnish, French, German, Latin, Swedish, 133

and Danish”, finding that “in ordinary language 134

use, written C3s [level 3] and spoken C2s [level 2] 135

are almost non-existent.” 136

Chomsky et al. (1963) present sentence (7), 137

which is an example of level 2 center embedding: 138

(7) The rat the cat the dog chased killed ate the 139

malt. 140

In the view of Chomsky et al., example (7) “is 141

surely confusing and improbable but it is perfectly 142

grammatical and has a clear and unambiguous 143

meaning.” This argument relies on the Chomskyan 144

distinction between competence and performance, 145

where competence is an idealized theory of the 146

“mental reality underlying actual behavior” (Chom- 147

sky, 1965, p. 4). Millière (2024) points out that 148

“Linguistic performance can be affected by external 149

factors like memory limitations, distractions, slips 150

of the tongue, etc. that may obscure the full ex- 151

tent of the underlying competence.” Performance 152

factors make the underlying linguistic competence 153

difficult to observe in humans, much as friction 154

makes it difficult to observe the underlying nature 155

of Newton’s law of gravity. 156

2.2 Center Embedding and Performance 157

Factors 158

Gibson (1998, p. 3) notes that center embedding 159

structures give rise to what is often “referred to 160

as a processing overload effect.” Gibson proposes 161

the Syntactic Prediction Locality Theory (SPLT). 162

According to this theory, center embedding incurs 163
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a memory cost, associated with “computational re-164

sources [that] are required to store a partial input165

sentence” (Gibson (1998, p. 8)). This is an essen-166

tial feature of center embedding constructions; for167

example, in (4) above, when the word “driver” is168

encountered, there are three partial input sentences169

that must be stored. On this theory, it is the require-170

ment to keep multiple partial structures in memory171

that can lead to processing overload. Gibson (1998,172

p. 14) observes that this “. . . fits with what is known173

about short-term memory recall in non-linguistic174

domains: it is harder to retain items in short-term175

memory as more interfering items are processed.”176

Gibson considers a wide range of differences in177

types of embedding structures in arguing for the178

superiority of SPLT over previous theories, such179

as Chomsky et al. (1963), Miller and Isard (1964),180

and Abney and Johnson (1991). What Gibson’s181

theory shares with the previous theories is the view182

that the facts about center embedding structures are183

explained with reference to performance factors.184

2.3 Human Performance185

There are numerous empirical studies that support186

the claim that center embedding presents difficul-187

ties for humans. Thomas (1995, p. 22) asks sub-188

jects to rate examples according to perceived dif-189

ficulty “on a quick first reading”. Thomas shows190

that there are important differences based on the191

type of center embedding. However, in general, he192

notes that a simple level 1 structure “is easy to un-193

derstand”, while “embedding just one more clause194

[i.e. level 2]... produces near incomprehensibility”195

(Thomas, 1995, p. 8). Bach et al. (1986) describe a196

psycholinguistic study concerning somewhat differ-197

ent embedding constructions in German and Dutch,198

again finding a striking difference in difficulty be-199

tween level 1 and higher levels of embedding. We200

performed a small, informal survey to further ex-201

amine human performance on center embedding.202

See A.2 for details.203

2.4 Linguistic Probing of LLMs204

There is an extensive literature describing the prob-205

ing of LLMs for specific linguistic capabilities. Ma-206

howald et al. (2024) argue that current LLMs have207

largely mastered what they call “formal linguistic208

competence”. They point out that current mod-209

els perform well on resources such as the BLiMP210

benchmark (Warstadt et al., 2020), which consists211

of minimal pairs illustrating many linguistic phe-212

nomena. “Models achieve similarly impressive213

results,” they continue, “on other linguistic bench- 214

marks like SyntaxGym” (Gauthier et al., 2020). 215

However, some recent works have shown that 216

there remain specific capabilities that pose difficul- 217

ties for some of the most powerful current models. 218

For example Hardt (2023) shows that recent LLMs 219

struggle with the phenomenon of ellipsis while Cui 220

et al. (2023) find that they have substantial difficul- 221

ties interpreting sentences with “respectively”. 222

2.4.1 Subject-Verb Agreement 223

A particular area of interest for linguistic probing 224

is subject-verb agreement. Wilson et al. (2023, 225

p. 278) point out that subject-verb agreement “de- 226

pends not on linear proximity to the verb, but struc- 227

tural proximity . . . ”, as illustrated by the following 228

paradigm: 229

(8) a. The labels on the bottle is . . . 230

b. * The label on the bottle is . . . 231

c. * The labels on the bottle are . . . 232

d. The label on the bottle are . . . 233

Humans sometimes diverge from the pure compe- 234

tence model, making errors based on an “attractor”, 235

i.e., a noun that intervenes between subject and 236

verb, such as “bottle” in example (8)b above. Re- 237

cent work (Linzen et al., 2016; Lakretz et al., 2021) 238

has shown that models are able to largely capture 239

the “structure-sensitive grammatical knowledge” 240

implicated in the competence model (Wilson et al., 241

2023, p. 278), while also showing some errors 242

based on attractor effects. 243

2.4.2 Center Embedding 244

Just as with subject-verb agreement, human per- 245

formance diverges from the competence model 246

with center embedding. However, the divergence 247

is much starker in the case of center embedding 248

– humans consistently fail in the interpretation of 249

multiple center embeddings, although they are com- 250

pletely acceptable according to the competence 251

model. Recent probing of LLMs reveals similar 252

divergence from the competence model. For ex- 253

ample Dentella et al. (2023) find that LLM “accu- 254

racy on grammatical prompts of center-embedded 255

sentences is at chance” in a test of grammatically 256

judgments by LLMs in the GPT-3 family. Hu 257

et al. (2024, p. 10) test LLMs on a variety of con- 258

structions, finding that models “evaluated on the 259

same sentences in minimal pairs achieve at- or near- 260

ceiling performance on most linguistic phenomena 261

tested, except for centre embedding”, noting that, 262
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for center embedding, “humans also perform near263

chance.”264

An additional observation comes from Gibson265

and Thomas (1999), concerning what they call the266

“VP illusion”, where ungrammatical versions of267

center embedding sentences are judged to be as268

acceptable as their grammatical counterparts, as269

illustrated by (9):270

(9) a. The patient who the nurse who the271

clinic had hired met Jack.272

b. The patient who the nurse who the273

clinic had hired admitted met Jack.274

Example (9)b is a grammatical level 2 example275

of center embedding, while (9)a is ungrammatical,276

since the verb “admitted” is omitted. Gibson and277

Thomas find that the ungrammatical examples with278

a missing VP, like (9)b, are judged to be as accept-279

able as their grammatical counterparts. Subjects280

were given seven “practice examples”, with “dis-281

cussion of possible scores for each” (Gibson and282

Thomas, 1999, p. 238). The study was performed283

using a questionnaire, and the authors note that,284

although subjects were instructed to read examples285

only a single time, subjects had the opportunity to286

re-read examples. Christiansen (1997) reports on a287

variant of this study where examples are presented288

online, so that re-reading is not possible. In this ex-289

periment, the missing VP examples were perceived290

as more acceptable than their grammatical counter-291

parts. See also Engelmann and Vasishth (2009) for292

an alternative view, arguing that the illusion does293

not arise for German speakers.294

3 Data295

We construct a synthetic dataset, where each item296

consists of a prompt, a context, and a question.2297

We consider each of these elements in turn.298

3.1 Context299

The context consists of synthetic examples of cen-300

ter embedding of levels 1-4. The form of these301

examples is as follows, where N denotes Noun, TV302

denotes Transitive Verb and IV denotes Intransitive303

Verb:304

Level 1: The N the N TV IV.305

Level 2: The N the N the N TV TV IV.306

2Data and associated code will be made available on
Github upon acceptance.

Level 3: The N the N the N the N TV TV TV 307

IV. 308

Level 4: The N the N the N the N the N TV TV 309

TV TV IV. 310

We have the following substitutions for N and 311

TV: 312

• N: teacher, student, driver, girl, man, woman, 313

boy 314

• TV: saw, hit, likes, hates, knows 315

• IV: is happy, left, is glad 316

The synthetic data is constructed for levels 1- 317

4, by a procedure that repeatedly makes random 318

selections for N, TV, and IV, resulting in a large 319

collection of sentences for each level. For each test, 320

a random subset of unique sentences are selected. 321

3.2 Prompt 322

We define the prompt P0, shown in figure 1. We 323

also use prompts with examples, thus applying few- 324

shot learning. The examples within the prompt are 325

always of the same embedding level as the example 326

in the context.

You will be given an example consisting of a
context and a question to answer. The answer
should always be of this form "The N V the N",
where N stands for a noun, and V stands for a
verb.
Context: {context}
Question: {question}
Now answer the question:

Figure 1: Prompt P0
327

We will use prompts with varying numbers of 328

few-shot examples, such as P5, P10 and P20, i.e., 329

with 5, 10 and 20 few-shot examples respectively. 330

3.3 Question 331

We formulate a question, “Who TV’ed who”, 332

where the verb TV is from the most deeply em- 333

bedded clause. We term this question, Q0 (figure 334

2). 335

We also define a question, Q1, that targets the 336

next most deeply embedded predication, as exem- 337

plified in figure 3. Note that Q1 does not apply to 338

level 1 examples. 339

We evaluate the model response as correct if it 340

matches the predefined answer exactly, and incor- 341

rect otherwise. All tests use accuracy as the metric. 342
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Level 1
Context: The teacher the student saw is happy.
Q: Who saw who?
A: the student saw the teacher.
Level 2
Context: The teacher the student the driver saw
hit is happy.
Q: Who saw who?
A: the driver saw the student.
Level 3
Context: The teacher the student the driver the
girl saw hit likes is happy.
Q: Who saw who?
A: the girl saw the driver.
Level 4
Context: The teacher the student the driver the
girl the man saw hit likes hates is happy.
Q: Who saw who?
A: the man saw the girl.

Figure 2: Four Embedding Levels with Question Q0,
targeting the most deeply embedded structure

4 Testing343

4.1 Test 1: Question Q0344

For each embedding level (1-4), we test four mod-345

els: GPT-3.5, GPT-4, Llama3-70B and Llama3-8B346

(see Appendix A.1 for details). Test 1 uses ques-347

tion Q0, with either 0 or 5 few-shot examples. In348

table 1 we present results. GPT-4 is perfect at level349

1 with both few-shot settings. With 0 examples,350

accuracy declines rapidly with higher embedding351

levels, while with 5 examples, GPT-4 continues to352

have very high accuracy up to level 4. The other353

models all have much lower accuracy than GPT-4,354

especially with higher embedding levels. Accord-355

ing to the competence model, center embeddings356

are fully grammatical at any level. With 5 few-shot357

examples, GPT-4 seems closely aligned with the358

competence model, although there is a modest drop359

in accuracy at levels 3 and 4. The other three mod-360

els are more similar to humans, in that they have361

considerable difficulty with any multiple levels of362

embedding.363

4.2 Test 2: Question Q1364

In Test 2, we pose question Q1, and we use prompts365

with few-shot examples, ranging from 0 to 30. One366

interpretation of the test 1 results is that GPT-4 with367

5 examples is indeed approaching pure competence368

with respect to center embedding, with nearly per-369

Level 2
Context: The teacher the student the driver saw
hit is happy
Q: Who hit who?
A: the student hit the teacher.
Level 3
Context: The teacher the student the driver the
girl saw hit likes is happy
Q: Who hit who?
A: the driver hit the student.
Level 4
Context: The teacher the student the driver the
girl the man saw hit likes hates is happy
Q: Who hit who?
A: the girl hit the driver.

Figure 3: Embedding Levels 2-4 with Question Q1,
targeting the next most deeply embedded structure

fect results up to level 3, and still quite high results 370

with level 4, contrasting sharply with humans and 371

the other LLMs. On the other hand, it could be 372

that the behavior of GPT-4 does not actually re- 373

flect the competence model involving unbounded 374

structural embedding; there are other conceivable 375

explanations. It could, for example, be employing 376

a simple linear strategy, where it conducts a search 377

to the left of the verb being questioned to locate 378

the subject and object NP’s. Consider the example 379

in figure ??. When posed with the question “Who 380

saw who?”, the strategy might be to locate the two 381

NP’s immediately to the left of “saw”. The first 382

NP encountered is the subject, and the second is 383

the object. This strategy is perhaps facilitated by 384

the fact that all NPs in our synthetic data consist of 385

two words. 386

By using question Q1, we seek to rule out a lin- 387

ear strategy along the lines given above. Consider 388

the level 2 example in figure 3. To answer the 389

question, “Who hit who?”, it is necessary to search 390

left by first skipping over the verb “saw” and the 391

NP “the driver”. While this is not inconceivable, 392

it would seem to be more complicated than is the 393

case with question Q0. In test 2 we also experiment 394

with the number of examples in few shot learning, 395

using prompts with up to 30 few-shot examples. 396

The results are given in table 2. The llama mod- 397

els struggle with Q1, even at level 2. Here GPT-3.5 398

also struggles, although accuracy does increase 399

markedly as the number of few-shot examples in- 400

creases. Things are quite different with GPT-4 – 401
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Model Few-shot L1 L2 L3 L4

llama3-8b 0 0.005 0.005 0.000 0.000
llama3-8b 5 0.005 0.005 0.005 0.015
llama3-70b 0 0.845 0.640 0.535 0.455
llama3-70b 5 0.760 0.465 0.210 0.095
gpt-3.5-turbo 0 0.545 0.355 0.110 0.045
gpt-3.5-turbo 5 1.000 0.885 0.580 0.315
gpt-4 0 1.000 0.500 0.385 0.195
gpt-4 5 1.000 1.000 0.900 0.845

Table 1: Test 1 – Question Q0, Accuracy levels 1-4

while it encounters some difficulty with Q1 as com-402

pared with Q0, accuracy increases sharply with few-403

shot examples. Already with 5 examples, GPT-4 is404

above .9 for levels 2 and 3, and with 25 examples405

it achieves a score of .840 on level 4.406

Model Few- L2 L3 L4
shot

llama3-8b 0 0.000 0.000 0.000
llama3-8b 5 0.000 0.000 0.000
llama3-8b 10 0.000 0.000 0.000
llama3-8b 20 0.000 0.000 0.000
llama3-70b 0 0.040 0.035 0.040
llama3-70b 5 0.200 0.225 0.010
llama3-70b 10 0.115 0.175 0.130
llama3-70b 20 0.175 0.145 0.000
GPT-3.5 0 0.000 0.000 0.005
GPT-3.5 5 0.565 0.205 0.160
GPT-3.5 10 0.710 0.365 0.075
GPT-3.5 20 0.645 0.325 0.245
GPT-3.5 25 0.870 0.565 0.350
GPT-3.5 30 0.795 0.525 0.315
GPT-4 0 0.165 0.015 0.000
GPT-4 5 0.905 0.980 0.410
GPT-4 10 0.950 0.980 0.335
GPT-4 20 1.000 1.000 0.435
GPT-4 25 0.995 1.000 0.840
GPT-4 30 0.995 1.000 0.690

Table 2: Test 2 – Question Q1

4.3 Test 3: Variable-Length NPs407

In test 3, we create an additional difficulty for the408

kind of linear strategy discussed above. We mod-409

ify the test data so that NP’s are sometimes two410

words, and other times three words. This is done411

by modifying the instantiations for N as follows:412

N: happy teacher, young student, driver, girl, 413

man, woman, short boy 414

Recall that, in our synthetic data, all transitive 415

verbs consist of a single word, and all NP’s consist 416

of two words. So, if we consider again the level 2 417

example in figure 3 with the Q1 question, “Who 418

hit who?” a conceivable search strategy would be: 419

search 4 words to the left, at which point the subject 420

and object NP’s are encountered. With variation in 421

the lengths of NPs, a strategy of searching left can 422

no longer be determined by the number of words 423

encountered. Rather, such a strategy would have 424

to be defined in terms of constituents. Results are 425

shown in figure 3. Only GPT-3.5 and GPT-4 are 426

tested here, since the llama models performed so 427

poorly in test 2. It does appear that the variable 428

length of NP’s poses an additional challenge for 429

the models. However, similarly to test 2, accuracy 430

rises sharply as few-shot examples increase. 431

Model Few- L2 L3 L4
shot

GPT-3.5 0 0.005 0.030 0.015
GPT-3.5 5 0.450 0.270 0.060
GPT-3.5 10 0.710 0.325 0.175
GPT-3.5 15 0.745 0.295 0.090
GPT-3.5 20 0.670 0.285 0.200
GPT-4 0 0.045 0.010 0.005
GPT-4 5 0.995 0.740 0.260
GPT-4 10 0.915 0.830 0.150
GPT-4 15 0.950 1.000 0.635
GPT-4 20 0.870 0.990 0.600

Table 3: Test 3 – Question Q1, variable-length NPs

4.4 Test 4: Missing VP Illusion 432

In test 4, the model is prompted to judge whether an 433

example is grammatically correct or not. Here we 434
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restrict attention to GPT-4. Half of the examples are435

taken from our original synthetic data, as described436

above for test 1. We create an equal-sized set of437

examples with a missing verb, as illustrated for438

level 2, by (10):439

(10) a. *The teacher the student the driver440

saw is happy.441

b. The teacher the student the driver442

saw hit is happy.443

We test with data for levels 2, 3 and 4. The accuracy444

of judgments is at or below chance (.50) for few-445

shot values of 0 or 5. However, with few-shot of 10,446

GPT-4 is performing notably better than humans,447

well above chance for all three levels. Note that, in448

the study of Gibson and Thomas (1999), subjects449

were given 7 “practice examples". Furthermore,450

they were only tested on level 2 examples.451

Model Few-shot L2 L3 L4

GPT-4 0 0.405 0.410 0.495
GPT-4 5 0.485 0.525 0.460
GPT-4 10 0.835 0.665 0.590

Table 4: Test 4 – Missing Verb Grammaticality Judg-
ment

452

4.5 Error Analysis453

In all cases, the system is expected to produce an-454

swers of the form N1 V N2. We define four types455

of errors:456

• Type 1: N1 is incorrect, N2 is correct457

• Type 2: N1 is correct, N2 is incorrect458

• Type 3: N1 is incorrect, N2 is incorrect459

• Type 4: Other460

We consider selected settings based on a manual461

evaluation of the first 10 examples, restricting at-462

tention to gpt-4, in test 1 and test 2. Table 6 shows463

the number of errors of each type. While there is464

considerable variation, some clear tendencies can465

be observed in this small-scale error analysis. With466

Q0, errors tend to be Type 2, which might relate to467

the fact that the subject, N1, is adjacent to the verb468

being questioned. This might explain the compara-469

tive lack of errors with N1 for Q0. This is not the470

case with Q1, and here both type 1 errors and type471

3 errors are frequent.472

Model Level Few- Q T1 T2 T3
shot

GPT-4 2 0 Q0 0 10 0
GPT-4 3 0 Q0 0 9 1
GPT-4 4 0 Q0 0 9 1
GPT-4 2 5 Q0 10 0 0
GPT-4 3 5 Q0 0 10 0
GPT-4 4 5 Q0 0 10 0
GPT-4 2 0 Q1 0 1 9
GPT-4 3 0 Q1 2 0 8
GPT-4 4 0 Q1 8 0 2
GPT-4 2 5 Q1 10 0 0
GPT-4 3 5 Q1 2 0 2
GPT-4 4 5 Q1 0 7 3

Table 5: Error Types, T1, T2, T3, and T4 for selected
test settings, based on manual analysis of first 10 errors
for each setting

5 Discussion 473

Chomsky (1965, p. 4) describes competence as a 474

theory of the “mental reality underlying actual be- 475

havior”. As with any domain of natural phenomena, 476

there are an unbounded number of potential theo- 477

ries that are consistent with observation, so other 478

factors, such as elegance and simplicity, play a key 479

role in selecting among candidate theories (Kuhn, 480

1997). According to the Chomskyan framework, 481

the theory of linguistic competence is formulated in 482

terms of simple recursive rules. While this model 483

sometimes deviates from observed linguistic behav- 484

ior, these deviations can plausibly be attributed to 485

performance factors. 486

Dupre (2021, p. 632) notes that, on mainstream 487

views in linguistics, “the gap [between competence 488

and performance] is quite substantial”, and thus 489

finds it unlikely that an LLM would “provide in- 490

sight . . . to linguistic competence.” Yet this is the 491

conclusion we argue for in this paper – that linguis- 492

tic competence can be more clearly observed in 493

GPT-4 than in humans. 494

The evidence for this conclusion has been pre- 495

sented in tests 1-4 described above, and can be 496

largely summarized in figure 4. Here we can see 497

that there are certain settings in which GPT-4 main- 498

tains high accuracy in multiple embeddings. In this 499

way GPT-4 differs sharply with the other, less pow- 500

erful models we tested, and of course this is also 501

quite different from what is observed with human 502

performance. 503

The evidence we have presented is far from con- 504

7



Figure 4: GPT-4 Results, tests 1 and 2
(L1 is not relevant for question Q1)

clusive. Even in the best settings, such as Q0, P5505

and Q1, P25, the accuracy is not perfect, and fur-506

thermore declines notably at level 4. Our tentative507

explanation is that, while GPT-4 may well have508

acquired the linguistic competence model, it is also509

subject to certain performance limitations, although510

these limitations are far less severe than those that511

apply to humans. Another important issue involves512

few-shot learning. GPT-4 does not achieve high513

accuracy in the zero-shot setting. It could be ar-514

gued that GPT-4 does not in fact implement the515

competence model, but rather, is simply exhibiting516

effective few-shot learning. We have a different517

view, based on the idea that it can be difficult to518

access the knowledge of an LLM through prompt-519

based tasks. As Hu and Levy (2023, p. 9) argue,520

“A model’s failure to exhibit a linguistic generaliza-521

tion when prompted might not reflect a lack of the522

relevant information”; Hu and Frank (2024, p. 1)523

note, furthermore, that “performance on a task is524

a function of the model’s underlying knowledge,525

combined with the model’s ability to interpret and526

perform the task.” In our view, the provision of527

the few-shot learning examples serves to support528

the model’s “ability to interpret and perform the529

task”, thus providing a more accurate reflection of530

the underlying competence of the model.531

6 Conclusions 532

In this paper, we have explored the possibility that 533

a powerful LLM might reflect pure competence. 534

That is, it might faithfully reflect the human compe- 535

tence model. In humans, linguistic competence is 536

often obscured by performance limitations. Center 537

embeddings present perhaps the most striking diver- 538

gence between human linguistic behavior and the 539

competence model. We report on a series of tests 540

involving a variety of settings of few-shot learning, 541

embedding levels, and constituent sizes, as well 542

as a grammaticality judgment test. The results are 543

mixed, in that GPT-4 performs very well in many, 544

but not all, settings. We suggest that GPT-4 might 545

be subject to less strict performance limitations 546

than humans, so that competence is less obscured 547

by performance limitations in GPT-4 than it is in 548

humans. 549

7 Limitations 550

The paper seeks to determine whether LLMs under- 551

stand syntactic center embedding, but this general 552

question is explored in only a few particular ways. 553

First, only four LLMs are considered. There are 554

also several important limitations with respect to 555

the data. First, the data is solely English. Sec- 556
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ond, it is synthetic data, constructed according to557

a template that reflects one specific form of cen-558

ter embedding, in which a noun phrase is modi-559

fied by a relative clause. There are other forms of560

center embedding that could also be considered.561

Furthermore, while we explored various combina-562

tions of different question types, few-shot learning,563

and constituent lengths, there are other forms and564

combinations that would be well worth exploring.565

Finally, we have made claims about the general un-566

interpretability of multiple center embeddings for567

humans; while these generally echo claims made568

in the literature, they are claims that would benefit569

from rigorous empirical examination.570
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A Appendix684

A.1 Test Details685

A.1.1 Test 1686

The GPT-4 and GPT-3.5-turbo models were ac-687

cessed from the OpenAI site in the period from 13688

to 14 December 2024, with default settings. The689

Llama3-70b and Llama3-8b models were accessed690

from api.llama-api.com in the same period, also691

with default settings. Each of these tests were per-692

formed with 200 randomly selected examples.693

A.1.2 Test 2694

The GPT-4 and GPT-3.5-turbo models were ac-695

cessed from the OpenAI site in the period from 10696

November 2024 to 1 December 2024, with default697

settings. The Llama3-70b and Llama3-8b models698

were accessed from api.llama-api.com in the same699

period, also with default settings. Each of these700

tests were performed with 200 randomly selected701

examples.702

A.1.3 Test 3703

The GPT-4 and GPT-3.5-turbo models were ac-704

cessed from the OpenAI site in the period from 10705

November 2024 to 1 December 2024, with default706

settings. Each of these tests were performed with707

200 randomly selected examples.708

A.1.4 Test 4 709

The GPT-4 model was accessed from the OpenAI 710

site in the period from 10 November 2024 to 1 De- 711

cember 2024, with default settings. Each of these 712

tests were performed with 200 randomly selected 713

examples. 714

A.2 Human Performance 715

We posed 4 examples each of levels 1, 2 and 3, to 716

9 respondents, for a total of 108 observations. The 717

context and question were modeled after the ma- 718

terials used in our LLM experiments.3 As shown 719

in table 6 the results show a sharp drop in accu- 720

racy from level 1 to levels 2 and 3; consistent with 721

widely held views in the literature. 722

Level Accuracy
1 .889
2 .611
3 .528

Table 6: Survey Results for Center Embeddings

3Survey data provided online upon acceptance.
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