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Abstract

Monitoring the news at scale for incidents of001
hate, violence, and other toxicity is essential to002
understanding broad societal trends, including003
harms to marginalized communities. As large004
language models (LLMs) become a primary005
tool for understanding events at scale, they can006
be useful for elucidating these harms. However,007
labeling harmful events is challenging due to008
the subjectivity of labels such as “toxicity” and009
“hate.” Motivated by the rise of antisemitism,010
this paper presents a case study of the capabil-011
ity of LLMs to discover reports of antisemitic012
events. We pilot the task of hateful event clas-013
sification on the AMCHA Corpus, a continu-014
ously updated dataset with expert-labeled in-015
stances of 3 coarse-grained categories and 14016
fine-grained types of antisemitism. We show017
that incorporating domain knowledge from fine-018
grained taxonomies is needed to make LLMs019
more effective at this task. Our experiments020
find that providing precise definitions from021
a fine-grained taxonomy of antisemitism can022
steer GPT-4 and Llama-3 to perform better on023
tagging antisemitic event descriptions to a lim-024
ited extent, with GPT-4 achieving up to a 14%025
increase in mean weighted F1. However, our026
results suggest that LLMs are still far from per-027
fect at understanding antisemitic events, sug-028
gesting avenues for future work on more cre-029
ative LLM alignment and more policy work on030
creating precise definitions of antisemitism.031

1 Introduction032

Understanding and labeling hateful or harmful033

events from news reports can reveal broad soci-034

etal trends (Pontiki et al., 2020) and harms toward035

marginalized communities.1 For example, hate036

speech against ethnic minorities can increase psy-037

chological distress and vulnerability within those038

1https://www.un.org/en/hate-speech/
understanding-hate-speech/hate-speech-and-real-
harm

Figure 1: An AMCHA Corpus entry where the Per-
spective API assigns low toxicity probabilities, and a
context-free GPT-4 prompt, given only the description
and its corresponding date and university, does not pre-
dict antisemitism described in the text. However, the
interventions of adding definitions and removing the
binary question both trigger GPT-4 to predict the gold
label category and types.

communities and embolden perpetrators of physi- 039

cal violence against community members.2 040

Labeling whether a text describes a harmful 041

event is non-trivial, as harm is a subjective con- 042

cept that annotators operationalize differently (Bre- 043

itfeller et al., 2019; Sap et al., 2022; Alkomah and 044

Ma, 2022; Kansok-Dusche et al., 2023; Yin and 045

Zubiaga, 2021; Fleisig et al., 2023). Disagreement 046

can occur in translating coarse concepts such as 047

“harmful,” “toxic,” or “antisemitic” to or from spe- 048

cific subtypes, especially when translation guide- 049

lines are abstract or contested, tasks require domain 050

knowledge (Kim et al., 2023), or texts contain im- 051

plicit hate (ElSherief et al., 2021). LLMs may then 052

operationalize an “average” perspective when in 053

reality one of two annotators sees a harmful stereo- 054

type, erasing valuable disagreement (Pavlovic and 055

Poesio, 2024; Richardson, 2021). 056

This work investigates approaches to address 057

these challenges by adding fine-grained prior 058

knowledge to LLM prompts. We stress-test LLMs’ 059

ability to perform nuanced classification for de- 060

2https://www.un.org/en/hate-speech/impact-and-
prevention/why-tackle-hate-speech
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scriptions of antisemitic events. The case of an-061

tisemitism is fit for this investigation because of062

its frequently debated definitions and conflicting063

interpretations of what counts as antisemitic (Klug,064

2023; Harrison and Klaff, 2021; Feldman and065

Volovici, 2023; Herf, 2021; Penslar, 2022; Nexus,066

2023; Jerusalem, 2021). Despite its controversial067

nature,3 studying antisemitism is important due068

to increased hate crimes against Jewish people4069

as well as the general harmful consequences that070

online hate can have both online and offline (e.g.071

harassment, mental distress, hate crimes, Räsänen072

et al., 2016; UN, 2018; Byman, 2021).073

To study coarse- and fine-grained classification074

of antisemitic events, we extract and release the075

AMCHA Corpus to the research community. The076

AMCHA Corpus is a unique challenge set of tex-077

tual descriptions of antisemitic events from US078

university campuses, collected continuously from079

2015 to the present. The corpus is annotated with 3080

coarse-grained categories and 14 fine-grained types081

(see Section 2.3) by experts who have academic,082

professional, and lived experiences of antisemitism.083

This corpus is particularly challenging because the084

predominant focus of hate detection has been toxic085

comment classification, but hateful event under-086

standing requires different forms of comprehension087

and reasoning (see Figure 1 for an example), not088

least because reports of harmful events likely do089

not contain verbiage from hate speech lexica.090

Our work asks the following research questions:091

1. How well do LLMs label the coarse-grained092

categories and fine-grained types of anti-093

semitism included in the AMCHA Corpus?094

2. To what extent can we steer LLMs to use vari-095

ous definitions of antisemitism?096

3. Within texts labeled as antisemitic, which097

types and categories of antisemitic events are098

harder for LLMs to predict?099

4. How much can in-context learning improve100

LLMs’ antisemitic event classification?101

Overall, we find that models with no context per-102

form poorly on fine-grained classification, perform-103

ing even worse for contested types than for more104

3While antisemitism is controversial due to events in the
Middle East, we believe it is important to study since anti-
semitism is continuously on the rise, and Jewish people are
the 2nd-most targeted group in hate crimes (FBI, 2023). We
take a descriptive stance to accommodate disagreement on def-
initions of antisemitism, and our methods can adapt to varying
views (see Section 8).

4https://www.fbi.gov/news/press-releases/fbi-
releases-2022-crime-in-the-nation-statistics

uncontroversial types. Furthermore, LLMs can be 105

steered to a limited extent to improve fine-grained 106

classification. Supplying definitions of categories 107

and types is more helpful than providing in-context 108

examples, though performance is still weak for sev- 109

eral types even with these interventions. Compar- 110

ing two recent LLMs, we see that OpenAI’s GPT-4 111

(OpenAI et al., 2024) is more steerable towards 112

improved fine-grained classification, while Meta’s 113

Llama 3-8B-Instruct5 is more steerable toward im- 114

proved coarse-grained classification. 115

Through these experiments, we illustrate the im- 116

portance of specificity in annotation guidelines and 117

label definitions for toxicity detection and argue for 118

the utility of producing more precise definitions of 119

concepts like antisemitism and toxicity. 120

2 The AMCHA Corpus 121

We scrape and release the AMCHA Corpus to the 122

research community. In this section, we first mo- 123

tivate the use of this corpus: the first subsection 124

provides a primer on definitions and recent trends 125

of antisemitism. The second subsection gives an 126

overview of the corpus’ collection process and con- 127

tents, and the third subsection specifies the typol- 128

ogy used to define antisemitism within the corpus. 129

2.1 Background: Antisemitism 130

Antisemitism, an old yet constantly evolving form 131

of hatred, often fails to fit neatly into modern 132

notions of race, racism, religion, and religious 133

discrimination (Museum). According to the In- 134

ternational Holocaust Remembrance Association 135

(IHRA), antisemitism is “a certain perception of 136

Jews, which may be expressed as hatred toward 137

Jews,” including “rhetorical and physical manifes- 138

tations of antisemitism [that] are directed toward 139

Jewish or non-Jewish individuals and/or their prop- 140

erty, toward Jewish community institutions and 141

religious facilities.”6 Precise taxonomies and ty- 142

pologies characterizing antisemitism vary, with the 143

antisemitic nature of certain actions and rhetoric 144

being actively debated (JDA, 2021). This debate 145

thus motivates the need for more fine-grained cate- 146

gorization of potential forms of antisemitism. 147

The urgent need to address antisemitism on 148

college campus settings, especially given recent 149

surges of antisemitism on university campuses 150

5https://ai.meta.com/blog/meta-llama-3/
6https://holocaustremembrance.com/resources/

working-definition-antisemitism
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since Hamas’ attacks on October 7, 2023,7 have151

created a need for these incidents to be labelled152

and addressed in a fine-grained and dynamic yet153

largely automatic way—their sheer volume is too154

much for humans to process and be exposed to.155

However, most research centered on antisemitism156

has focused on isolated rhetorical snippets rather157

than descriptions of events with larger contexts.158

2.2 Dataset Overview159

The AMCHA Corpus is a growing challenge set160

of 6,748 English-language entries8 contextualized161

descriptions of antisemitic events that have oc-162

curred on higher education campuses, annotated for163

coarse- fine-grained categories of antisemitic ex-164

pression. To our knowledge, the AMCHA Corpus165

is the only publicly accessible dataset of this kind166

that is also accompanied by a taxonomy with which167

it is labeled—other databases exist9 but do not have168

fully defined taxonomies. The dataset is collected169

by the AMCHA Initiative through a continuous170

monitoring and screening procedure, summarized171

below and outlined in detail in Appendix C:172

1. Collectors from the AMCHA Initiative moni-173

tor news publications and antisemitic groups.174

2. An AMCHA team member then verifies that175

the post describes an event that harmed Jewish176

people and impacted a higher education cam-177

pus community, and fact-checks the descrip-178

tion. The verifier also verifies the factuality of179

the incident and its associated reporting.180

3. Another AMCHA team member writes a short181

and long description of the event, and catego-182

rizes it according to their typology.183

2.3 Typology184

The AMCHA Initiative’s definition of antisemitism185

is organized as follows (coarse-grained categories186

are bolded, fine-grained types are bulleted):10 11187

7https://time.com/6763293/antisemitism/
8We use the downloaded dataset as of January 24, 2024.
9https://www.adl.org/resources/tools-to-track-

hate/heat-map, https://cde.ucr.cjis.gov/LATEST/
webapp/#/pages/explorer/crime/hate-crime, https:
//en-humanities.tau.ac.il/roth/publications/db

10https://amchainitiative.org/categories-
antisemitic-activity

11We recognize that this definition is not universal (Rosen-
feld, 2021; Halbfinger et al., 2019) and that other significantly
differing taxonomies exist with scholarly endorsement (JDA,
2021). We employ the AMCHA Initiative’s taxonomy in this
paper to leverage the affordances of the corpus’ uniquely rich
content, labels, and metadata for our event classification task.
See Section 8 for further discussion.

Targeting Jewish Students and Staff (Targ): 188

Incidents that directly target Jewish students on 189

campus or other Jewish members of the campus 190

community for harmful or hateful action based on 191

their Jewishness or perceived support for Israel: 192

• Physical Assault (T-Phy)—Physically attack- 193

ing Jewish students or staff because of their 194

Jewishness or perceived association with Is- 195

rael. 196

• Discrimination (T-Dis)—Unfair treatment or 197

exclusion of Jewish students or staff because 198

of their Jewishness or perceived association 199

with Israel. 200

• Destruction of Jewish Property (T-Des)— 201

Inflicting damage or destroying property 202

owned by Jews or related to Jews. 203

• Genocidal Expression (T-Gen) Using imagery 204

(e.g. swastika) or language that expresses a 205

desire or will to kill Jews or exterminate the 206

Jewish people. 207

• Suppression of Speech, Movement, or Assem- 208

bly (T-Sup)—Preventing or impeding the ex- 209

pression of Jewish students, such as by re- 210

moving or defacing Jewish students’ flyers, 211

attempting to disrupt or shut down speakers at 212

Jewish or pro-Israel events, or blocking access 213

to Jewish or pro-Israel student events. 214

• Bullying (T-Bul)—Tormenting Jewish stu- 215

dents or staff because of their Jewishness or 216

perceived association with Israel. 217

• Denigration (T-Den)—Unfairly ostracizing, 218

vilifying or defaming Jewish students or staff 219

because of their Jewishness or perceived asso- 220

ciation with Israel. 221

Antisemitic Expression (Expr): Language, im- 222

agery or behavior deemed antisemitic by the U.S. 223

State Department definition of antisemitism, or 224

wholly consistent with that definition: 225

• Historical Antisemitism (A-His)—Using sym- 226

bols, images and tropes associated with his- 227

torical antisemitism, including by making 228

“mendacious, dehumanizing, demonizing, or 229

stereotypical allegations about Jews as such, 230

or the power of Jews as a collective-especially 231

but not exclusively, the myth about a world 232

Jewish conspiracy or of Jews controlling the 233

media, economy, governments, or other soci- 234

etal institutions” (U.S. State Department). 235

• Condoning Terrorism Against Israel or Jews 236

(A-Ter)—Calling for, aiding or justifying the 237

killing or harming of Jews. 238
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Text Gold M-AS M-AS-
ICE

M-AS-
DEF

A swastika was found in an anatomy lab on lab material. Expr;
T-Gen,
A-His

Expr;
T-Des,
T-Den

Expr;
T-Des

Expr
T-Gen,
A-His

According to the ADL, "An antisemitic post was made
on University of Arizona YikYak stating, ’ZBT and
Sammy and AEPI being able to run this school is more
proof that *ws run the world (sic)."

Targ;
T-Den,
A-His

Expr;
T-Den

Targ;
T-Bul

Expr;
T-Den,
A-His

According to the ADL, "Pieces of paper with racist and
homophobic slurs and swastikas were left in a comment
box at the University of Utah."

Targ;
T-Gen,
A-His

Expr;
T-Den

Expr;
A-His

Expr;
T-Gen,
A-His

According to the ADL, "Swastika graffiti was located at
a light rail station near the campus of Sacramento City
College."

Targ;
T-Gen,
A-His

Expr;
T-Des,
T-Den

Expr;
T-Des

Expr;
T-Gen,
A-His

According to the ADL, "A swastika was drawn on a
sidewalk in front of a Queens College building."

Targ;
T-Gen,
A-His

Expr;
T-Des,
T-Den

Expr;
T-Des

Expr;
T-Gen,
A-His

Table 1: Examples of entries from the AMCHA Corpus that encountered various classification errors when
considering corpus labels as gold labels. Full names of abbreviated categories and types are specified in Section 2.3.

• Denying Jews Self-Determination (A-Det)—239

Denying Israel the right to exist or promoting240

the elimination of Israel as a Jewish state.241

• Demonization of Israel (A-Dem)—Using sym-242

bols, images and tropes associated with classic243

antisemitism to characterize Israel, Israelis,244

Zionism or Zionists, such as claiming that245

Israelis are evil or blood-thirsty and deliber-246

ately murder children or that Zionism is white247

supremacy, or delegitimizing Israel by insin-248

uating that Israel is an illegitimate state and249

does not belong in the family of nations.250

Boycott, Divest, Sanction (BDS) Activity251

(BDS):*12 These incidents contain the following252

activities:253

• Calls for BDS* (B-Cal)—Promoting BDS ver-254

bally or by writing, signing or publicizing res-255

olutions, petitions, statements or op-eds call-256

ing for BDS.257

• BDS Votes* (B-Vot)—Considering, discussing258

or voting on resolutions calling for BDS.259

• BDS Events* (B-Eve)—Holding events which260

promote BDS.261

We have placed asterisks next to categories and262

types in the provided typology that have been con-263

tested and not fully agreed upon by the authors,264

12https://amchainitiative.org/BDS-background

as we believe that observing performance changes 265

on these particular examples helps shed light on 266

the importance of working toward precise defini- 267

tions of antisemitism. See Section 8 for further 268

discussion. 269

3 Methods: Classification Setups 270

3.1 Experiments 271

We perform a set of experiments assessing how 272

popular LLMs perform on the task of fine-grained 273

antisemitic event classification. We experiment on 274

two of the most capable LLMs currently available, 275

the closed-source gpt-4-1106-preview13 and the 276

open-source Meta’s llama3-8b-instruct.14 In 277

the interest of investigating whether this task is 278

possible with fewer compute resources, we also 279

experiment on lighter-weight hate and toxicity clas- 280

sifiers, specifically HateBERT (Caselli et al., 2021) 281

and the Perspective API.15 Our classification task 282

is set up as follows: Given an input event descrip- 283

tion along with the date and university of the event 284

(collectively, input d), model M must classify the 285

coarse-grained categorical label c of the event, the 286

set of n fine-grained type labels t = t1, . . . , tn, as 287

13https://platform.openai.com/docs/models/gpt-4-
turbo-and-gpt-4

14https://llama.meta.com/llama3/
15https://perspectiveapi.com/
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well as, optionally, the binary antisemitism label288

l. In some experiments, we provide additional in-289

puts such as definitions (DEF), in-context examples290

(ICE), as well as the antisemitism label l (AS).291

Our first two experiments aim to measure the292

closed-book ability of M to understand, (im-293

plicitly) define, and detect various types of anti-294

semitism in event descriptions. We first provide295

a system prompt, where we inform M that it is296

evaluating and analyzing event descriptions.297

M-NOCTX provides a baseline for RQ1 by for-298

mulating d into a prompt that asks M for l, then299

c, then t. M-AS helps us answer RQ3 and RQ4300

by modifying M-NOCTX to eliminate the binary301

classification task, only prompting the model for c302

and t, with “Other” options for both. If the model303

chooses “Other,” we additionally ask it to generate304

its own c and t values.305

M-AS-ICE has the same task presentation as306

M-AS, but it gives additional insight into RQ4307

by prepending one randomly selected entry cor-308

responding to each potential value of t from the309

corpus to create a few-shot learning setting.16310

Our next set of experiments probes M ’s under-311

standing of the definition of antisemitism by com-312

paring how its outputs differ from our first four ex-313

periments when we supply the definitions from Sec-314

tion 2.3 in the prompt (RQ2, RQ4). M-DEF and315

M-AS-DEF use the same task setup as M-NOCTX316

and M-AS, respectively, but we also supply the full317

definitions of each candidate for c and t, as well as318

Wikipedia’s general definition of antisemitism.319

Appendix A provides exact prompt templates.320

3.2 Evaluation Metrics321

For the appropriate experiments, we report binary322

detection rate, accuracy, precision, recall, F1,323

and a weighted modification of F1 (WF1).324

For M-NOCTX and M-DEF, we first compute325

the binary detection rate of antisemitic events, de-326

fined as the percentage of entries where the model327

predicts that the text describes an antisemitic event.328

We report this rate on our overall dataset as well329

as for each category and type, where the rate for330

a category or type is computed among the entries331

whose gold label contains that category or type.332

For all experiments, we report accuracy, preci-333

sion, recall, F1 per category and per type as well as334

the means of all these scores across categories and335

16In the interest of time, compute resources, and little ob-
served benefit of adding examples, we do not perform the
few-shot experiment with the task setup of M-NOCTX.

Figure 2: Category-wise mean WF1 scores for each
experimental setup. With AS, GPT-4 has higher scores
than Llama-3, but the opposite is true without AS.

across types. Additionally, since not all types and 336

categories have equal frequency in the dataset, we 337

compute a WF1 metric, representing an F1 score 338

weighted by the frequencies of categories or types 339

within the gold labels of the corpus. Precise defini- 340

tions of our scores are detailed in Appendix D. 341

3.3 Ensuring Validity of Classifier Setups 342

To ensure that our classifiers did not just default to 343

classifying all event descriptions as antisemitic, we 344

generate a control dataset of positive news stories 345

about Jewish people and communities with inspi- 346

ration from the methodology of Hartvigsen et al. 347

(2022), and we verify that this set achieves a 0% 348

false positive rate on the M-NOCTX and M-DEF 349

setups, indicating a valid classifier. Full details on 350

control set generation are given in Appendix E. 351

4 Results 352

Figures 2 and 3 summarize the category- and type- 353

level mean WF1 scores of each model and experi- 354

mental setup. In the following sections, we break 355

the results down by research question and examine 356

patterns for particular types. 357

4.1 Zero-Shot Baseline Performance (RQ1) 358

To investigate RQ1, we examine the results of 359

M-NOCTX. Overall, we find that neither model 360

achieves high WF1 scores across the board (mean 361

of 32.89% across categories for GPT-4, 36.91% for 362

Llama-3). From binary and coarse-grained perspec- 363

tives, GPT-4 is less aligned with AMCHA’s gold 364

labels than Llama-3, but GPT-4 is more aligned 365

than Llama-3 when it comes to fine-grained labels 366

(28.16% mean WF1 across types for GPT-4 vs. 367

25.52% for Llama-3). 368
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Figure 3: Type-wise mean WF1 scores for each experi-
mental setup. GPT-4 has higher scores for fine-grained
classification across the board.

Additionally, categories and types that are (a)369

particularly contentious or (b) heavily reliant on370

historical knowledge have the least alignment with371

AMCHA’s labels. BDS has the worst detection372

rate (1.62% for GPT-4, 33.87% for Llama-3), and373

the types relating to criticism of Israel that cross374

the line into antisemitism according to AMCHA375

labels (e.g. A-Dem, B-Cal, B-Eve, T-Sup, B-Vot)376

also have significantly lower detection rates than377

the less contested types. In addition to these con-378

tested types, T-Den and T-Gen also have lower379

WF1 scores, indicating that GPT-4 detects many of380

those examples as antisemitic but does not properly381

categorize them.382

Across the board, recall is lower than precision,383

except for T-Den and T-Des, indicating that GPT-4384

mistook incidents involving historical tropes as T-385

Des and mistakes incidents targeting institutions or386

organizations as incidents targeting and denigrat-387

ing individuals, possibly suggesting the need for388

more infusion of historical knowledge that would389

help differentiate these types from each other. For390

Llama-3, the lowest WF1 scores on top of the BDS-391

related types are for A-His, T-Bul, and T-Sup. For392

each of these types, the precision is significantly393

higher than the recall, indicating that Llama-3 cor-394

rectly detects many examples as antisemitic but395

mistakes them for B-Cal, T-Den, or T-Des (the396

three types with higher recall than precision). We397

visualize the WF1 scores by type for both Llama-3398

and GPT-4 in Figure 8.399

4.2 Steering LLMs with Definitions of400

Antisemitism (RQ2)401

When we add definitions of general antisemitism402

and its categories and types through M-DEF, GPT-403

4’s overall detection rate increases to 56.85%,404

while Llama-3’s decreases to 84.43%, though this 405

is still higher than GPT-4. We also observe slight 406

increases in mean WF1 across categories in the 407

setting without AS (+2.32% for GPT-4, +2.05% 408

for Llama-3) and slight increases in mean WF1 409

across types in the AS setting (+6.56% for GPT-4, 410

+1.75% for Llama-3). Llama-3 also shows addi- 411

tional improvements in category mean WF1 in the 412

AS setting and type mean WF1, but GPT-4 does 413

not. Looking at confusion matrices by category, 414

adding definitions shifts many predictions from 415

“not antisemitic” to BDS. 416

Without AS, both models’ WF1 significantly im- 417

prove for B-Cal and T-Bul, with Llama-3’s WF1 418

also improving for T-Den and T-Dis. However, 419

for Llama-3, the WF1 significantly decreases for 420

T-Sup and T-Des. In the AS setting, WF1 sig- 421

nificantly increases for A-His and T-Gen (as well 422

as T-Des for Llama-3 only) but significantly de- 423

creases for A-Dem in GPT-4 and for B-Eve, B-Vot, 424

A-Ter, and T-Phy for Llama-3. As the examples in 425

Table 1 highlight, adding these definitions corrects 426

several cases of A-His and T-Gen that GPT-4 ini- 427

tially mistakes for T-Den or T-Des, indicating that 428

adding definitions that point to historical knowl- 429

edge helps both models—but especially GPT-4— 430

operationalize that knowledge in their classification 431

predictions. Figure 9 shows GPT-4’s WF1 scores 432

by type in M-AS and M-AS-DEF. 433

These results suggest that GPT-4 can be steered 434

to work with a particular definition of antisemitism 435

to a limited extent, and so can Llama-3, but to 436

an even lesser extent and only for certain histor- 437

ical context-heavy categories. Thus, it is useful 438

for social scientists, policymakers, and other stake- 439

holders to continue advocating for thorough and 440

precise definitions of types of antisemitism that can 441

be successfully detected by LLMs. 442

4.3 Changing the Premise of the Task: 443

Removing the Binary Classification 444

Question (RQ3) 445

Next, we examine RQ3 by comparing M-NOCTX 446

with M-AS and M-DEF with M-AS-DEF to see 447

the effect of instructing M to presuppose that the 448

events described are antisemitic. 449

On average, presupposing that events are anti- 450

semitic improves coarse-grained detection for both 451

models (+17.05% mean category WF1 for GPT-4 452

and +1.05% for Llama-3 without DEF, +13.15% 453

for GPT-4 and +2.75% for Llama-3 with DEF). Av- 454

erage effects are visualized in Figure 4. 455
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Figure 4: Category- and type-level mean WF1 and ac-
curacy scores in the M-AS setup. While accuracies are
similar, accounting for class imbalance reveals higher
WF1 scores for GPT-4. Disaggregated scores can be
found in Appendix G.

By type, GPT-4 has higher WF1 scores on A-456

Dem, B-Cal, B-Eve, T-Sup, and B-Vot in both com-457

parisons. Without DEF, GPT-4 performs slightly458

worse on A-His, while the settings with DEF see459

no significant decreases in WF1s by type.460

For Llama-3, WF1 scores improve for B-Vot and461

B-Cal and decrease for A-His and T-Phy. The WF1462

for T-Bul also decreases with DEF. In general,463

the WF1 decreases are more significant from in464

the DEF setup. The WF1 scores for M-AS are465

displayed in Figure 10. Overall, while alignment466

increases at a coarse-grained level by removing467

the binary question, result are mixed and include468

significant WF1 drops at the fine-grained level.469

4.4 Effects of In-Context Learning with470

Examples of Antisemitic Events (RQ4)471

To answer RQ4, we investigate the results of M-472

AS-ICE compared to M-AS. The coarse-grained473

effect is a slight increase in category-wise mean474

WF1 (+1.74% for GPT-4, +3.2% for Llama-3).475

However, we observe from a confusion matrix that476

predictions overall shift more to Expr and away477

from Targ, indicating that few-shot learning biases478

models against predicting Targ.479

Breaking the results down by type, we observe480

significant WF1 increases for A-His, B-Eve, and B-481

Vot and moderate decreases for T-Gen and T-Sup482

on GPT-4. For Llama-3, the fine-grained type-level483

alignment is significantly worse across the board,484

especially as demonstrated by lower WF1s for A-485

Dem, B-Vot, and T-Phy, showing that few-shot486

learning significantly hurts fine-grained classifica-487

tion alignment and that adding definitions seems488

like the preferable route for steering LLMs to be489

more effective on the AMCHA taxonomy. Figure 490

11 compares the WF1s from GPT-4 by type be- 491

tween M-NOCTX and M-AS-DEF, showing the 492

most dramatic overall difference in performance 493

among all of our setups. 494

4.5 Experiments on Lighter-Weight Toxicity 495

Classifiers 496

We additionally present the event descriptions from 497

the AMCHA Corpus to the Perspective API17 498

and to HateBERT (Caselli et al., 2021) to assess 499

whether a more lightweight tool can be used to 500

perform the preliminary binary classification task 501

before we prompt an LLM for the multi-class and 502

multi-label tasks. However, the mean Perspec- 503

tive API toxicity score for these entries is only 504

13%, with the highest-rated type only scoring a 505

27% mean. Additionally, HateBERT gives a binary 506

“toxic” prediction on 0% of entries. This suggests 507

that the event classification domain is different than 508

the hate speech detection domain that HateBERT 509

and Perspective are specialized for, necessitating 510

LLMs or supervised in-domain classifiers. 511

5 Related Work 512

5.1 Detecting Antisemitism 513

Only a small subset of the literature on toxic- 514

ity detection tackles antisemitism explicitly, and 515

even fewer examine fine-grained subtypes of an- 516

tisemitism. Most of these works focus on detect- 517

ing online posts that are antisemitic for the pur- 518

poses of online content moderation. Notable early 519

work on antisemitism detection includes Warner 520

and Hirschberg (2012), who work with a 9000- 521

entry binary hate speech detection dataset sourced 522

from American Jewish Congress-provided links to 523

sites that may contain antisemitism, of which 90 524

are labeled antisemitic. Other domains in which 525

binary antisemitism detection has been explored 526

include Gab (Bagavathi et al., 2019; Sap et al., 527

2020), Twitter (Smedt, 2021; Ron et al., 2023; 528

Chew, 2021; Arviv et al., 2021; ElSherief et al., 529

2021; Sap et al., 2020; Chandra et al., 2021; Mi- 530

haljević and Steffen, 2023; Steffen et al., 2023; 531

Jikeli et al., 2022; Ozalp et al., 2020; ADL, 2018), 532

Facebook (Smedt, 2021), Instagram (Vargas et al., 533

2022), Telegram (Mihaljević and Steffen, 2023; 534

Steffen et al., 2023), 4chan /pol/ (González and 535

Zannettou, 2023; Ali and Zannettou, 2022), Storm- 536

front (Sap et al., 2020), news sites like YouTube 537

17https://perspectiveapi.com/
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(Khorramrouz et al., 2023; Barna and Knap, 2021),538

and synthetically generated text (Hartvigsen et al.,539

2022; Khorramrouz et al., 2023). To the best of540

our knowledge, our work is the first to examine541

antisemitism computationally from the perspective542

of hateful event description understanding rather543

than hate speech detection.544

5.2 Detecting Other Forms of Toxicity and545

Creating Taxonomies of Hate546

A few works have built some forms of fine-grained547

taxonomies of hate speech. For example, Sap et al.548

(2020) built bottom-up explanations of harmful549

stereotypes and tagged a dataset with particular550

stereotypes invoked and identity groups targeted551

in each entry. ElSherief et al. (2021) augmented552

this work by adding a subset of data that tagged553

and described implicit forms of hate. Others have554

assessed how LLM performance on hate detection555

varies by prompt construction and taxonomy defi-556

nition (Pavlovic and Poesio, 2024) and developed557

frameworks to enhance the robustness of LLMs as558

hate speech detectors and annotators (Kumar et al.,559

2024). However, thus far, no work has examined560

LLMs’ ability to operationalize fine-grained defini-561

tions of toxicity and detect when those definitions562

apply in event reports, especially for the specific563

case of antisemitism with a fine-grained taxonomy.564

6 Conclusion and Discussion565

In this work, we studied LLMs’ abilities to de-566

tect fine-grained harmful event types in the context567

of antisemitism. We extracted and released the568

AMCHA Corpus, a set of real-world event descrip-569

tions pertaining to 3 categories and 14 types of570

antisemitism. We used the AMCHA Corpus to con-571

duct a novel investigation of GPT-4 and Llama-3’s572

abilities to perform fine-grained classification for573

the task of antisemitic event understanding, experi-574

menting with additional prompt-level interventions575

such as adding definitions and in-context examples576

and removing the binary question.577

Our findings show that while Llama has gener-578

ally higher binary detection rates and can be steered579

to improve alignment of coarse-grained categories,580

GPT-4 has higher WF1 scores and appears to be581

more steerable toward effective fine-grained classi-582

fication in line with AMCHA’s definitions. Specif-583

ically, WF1 scores B-Cal, A-His, T-Bul, T-Gen,584

B-Eve, and B-Vot were able to be steered to im-585

prove by > 20% in some setting. While T-Bul586

and T-Gen were also steerable in Llama-3, it had 587

much more concerning WF1 decreases in other cat- 588

egories that likely outweigh these improvements. 589

We also observe that definitions tend to improve 590

WF1 scores more than in-context examples. Our 591

findings suggest that LLMs show promise as a tool 592

that can be adapted to understand harmful events 593

at scale and contribute to decreasing the human 594

burden of exposure to distressing news and better 595

grasping real-world manifestations of harm toward 596

marginalized communities. 597

Future work Despite these improvements 598

through definitions and in-context examples, we 599

also observe that both models have significant 600

room for improvement in the classification task. 601

Future work should be done to improve both 602

models’ recall of BDS-related incidents and to 603

improve their ability to differentiate between 604

targeting individuals and targeting institutions or 605

organizations, perhaps by creating a taxonomy that 606

separates individual vs. institutional harm types 607

at the categorical level. Overall, the fine-grained 608

approach to this classification task can help resolve 609

disputes about forms of antisemitism that are 610

more contested. Future work can also generalize 611

our study to other forms of hate with multiple 612

stakeholders who have differing perspectives, 613

possibly through creating annotator-specific 614

taxonomies with definitions that can steer LLMs to 615

actively represent different annotators’ stances as 616

in Deng et al. (2023). 617

7 Limitations 618

We acknowledge the following limitations: 619
1. The AMCHA Corpus also contains descrip- 620

tions of college student voices and presiden- 621

tial and student government statements on an- 622

tisemitism. This work can be extended to 623

create a taxonomy of types of responses to 624

antisemitism and assess LLMs’ abilities to 625

classify these responses and distinguish them 626

from descriptions of outright hateful events. 627
2. LLMs can be sensitive to small variations in 628

prompt formatting (Sclar et al., 2023). Future 629

work can assess how robust LLM responses 630

are under slight variations of our prompts. 631
3. In the interest of time and compute budget, our 632

work only explored two models and added one 633

example per type for M-AS-ICE. Future work 634

can expand to more model sizes, families, and 635

instruction/chat-tuning levels to investigate ef- 636

fects of these variables on classification. 637
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4. We only examine the AMCHA Initiative’s tax-638

onomy. However, several other taxonomies639

of antisemitism appear in related work (JDA,640

2021), and future work can create datasets641

corresponding to those taxonomies and inves-642

tigate classification on those datasets.643

5. Our data consists of English-only event de-644

scriptions from US-based campuses, and the645

dataset curators operated under a US-centric646

socio-cultural lens. Future work should ex-647

plore antisemitism in other cultures.648

6. We focus on antisemitism. Future work could649

explore other forms of toxicity and create fine-650

grained taxonomies for them. Datasets de-651

scribing hateful events against other ethnic mi-652

norities are also scarce, so more work should653

be done to collect such datasets.654

7. Though a strength of the AMCHA Corpus is655

that AMCHA Initiative team members, who656

are experts in antisemitism, created and la-657

beled it, this also means that we have limited658

information available as to the details of some659

steps in the collection process. For example,660

we do not have complete information on how661

the team handled submissions that were re-662

jected from inclusion in the corpus, and the663

sampling strategy of manually tracking news664

and social media may induce biases. Future665

work could explore more statistics-based sam-666

pling strategies, both for generating positive667

examples and control sets.668

8. Transforming events into finite text descrip-669

tions leads to loss of grounded or embodied670

event information. Future work could explore671

the classification of raw news articles describ-672

ing events or explore automatically extracting673

event descriptions from raw news articles.674

8 Ethics Statement675

Environmental Statement: Our 7 experiments (5676

with AMCHA Corpus, 2 for control data) cost677

$873.13 in total through Microsoft Azure’s OpenAI678

API.18 For Llama-3, we use the free Groq inference679

service.19 As we use APIs for inference, our ex-680

periments only used CPUs. GPT-4 experiments681

took approximately 10 days, while Llama-3 experi-682

ments took approximately 4 days. Llama-3 has 8683

billion parameters, while GPT-4’s parameter count684

18https://azure.microsoft.com/en-us/products/ai-
services/openai-service

19https://groq.com/

is undisclosed. We use pandas20 to load our cor- 685

pus and use scikit-learn21 and matplotlib22 to 686

compute and visualize evaluation metrics. Results 687

are reported on single runs of each entry. 688

We also acknowledge that studying antisemitism 689

is fraught, as much as it matters for creating more 690

informed humans and models and safer online and 691

offline spaces. While we believe our work is mean- 692

ingful to study LLM alignment and steerability in 693

toxicity detection, we acknowledge that some types 694

in the taxonomy have contested associations with 695

antisemitism and that some scholars and activists 696

have criticized this taxonomy and how the AM- 697

CHA Initiative operationalizes it. We do not pro- 698

mote this taxonomy as universal; rather, we present 699

a research case study on LLM capabilities for this 700

novel event classification task that the corpus and 701

taxonomy are computationally suited for. In partic- 702

ular, we acknowledge disagreements about whether 703

opposition to Israel constitutes antisemitism, specif- 704

ically as it relates to the inclusion of the BDS move- 705

ment in our study. See Appendix F for an in-depth 706

discussion on these disagreements. 707

Positionality Statement: The authors have di- 708

verse perspectives on and connections to anti- 709

semitism, including US- and Israel-raised Jewish, 710

Egyptian-born Muslim, and Korea- and Europe- 711

born former Christian perspectives. 712
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experiments/event_discovery/utils.py1070

within the same repository.1071

B Control Data Generation1072

Seed phrases for generation of control data,1073

as well as their corresponding dates and a list1074

of universities tracked by the AMCHA Initia-1075

tive, are listed at https://docs.google.com/1076

spreadsheets/d/1yNhjQHrfQhk6k3zfJy-1077

CbED1zb5zXPZ8c7thU1FU8sM/edit?usp=1078

sharing. Following the setup of Hartvigsen1079

et al. (2022) in their synthetic hate speech data1080

generation task, we use a temperature of 0.9 for1081

our generations. We use the following user prompt1082

for a given seed phrase P , date d, and university1083

U :1084

"Write a short (<300 tokens), objective1085

news article about a {P} that happened1086

on {d} at {U}."1087

C Source Collection for AMCHA Corpus1088

The AMCHA Initiative’s monitored sources in-1089

clude (a) a list of anti-Zionist campus groups, (b) a1090

list of campus news publications, (c) a list of popu-1091

lar Jewish news publications, (d) a list of Google1092

Alert keywords,(e) a list of antisemitism trackers1093

on social media, and (f) submissions from a report-1094

ing form. Lists of monitored sources are available1095

upon request.1096

If an event passes the initial verification step, an-1097

other team member (the “descriptor,” a different1098

person than the verifier) writes both a short (“Short1099

Description”) and long description (“Description”)1100

of the event. Depending on the organization respon-1101

sible for the event, the descriptor may customize a1102

pre-built description template (templates may not1103

have been used verbatim prior to April 2024, as the1104

volume and nature of events in the past year have1105

necessitated some adjustments in the data creation1106

procedure). The descriptions always conclude with1107

links to the source(s) reporting the event and to1108

any photo or video evidence linked to the event.1109

The descriptor also tags the event with a Category1110

and Classification from the typology presented in1111

Section 2.3.1112

All AMCHA entries are sourced from news and1113

social media platforms that are already viewable to1114

the public. However, as an additional step to protect1115

the privacy of individuals potentially named in the1116

corpus, we use Microsoft’s Presidio package23 to1117

23https://microsoft.github.io/presidio/

replace names of people with the <PERSON> tag. 1118

We manually review and remove names from any 1119

entries where the call to the Presidio engine fails. 1120

D Reporting Scores 1121

For a coarse-grained category, a prediction is con- 1122

sidered a true positive for the purpose of these met- 1123

rics if its gold categorical label is that category 1124

(positive) and the model predicts that category on 1125

the multi-class classification portion of this task 1126

(true). For a fine-grained type, a prediction is a 1127

true positive if its gold type label contains that 1128

type (positive) and the model predicts that type 1129

among its predicted types (true), as this portion is a 1130

multi-label problem. The scores are then computed 1131

across the whole dataset, which includes negatives. 1132

For coarse-grained categories, the WF1 is de- 1133

fined as follows: given a multi-class classification 1134

task with potential categories C1...Cm, where the 1135

dataset contains ni entries with gold label Ci for 1136

i ∈ {1...m}, the WF1 across categories is 1137

WF1 =

∑
i=1m(ni · F1(Ci))∑m

i=1 ni
, (1) 1138

where F1(Ci) is the F1 score defined in the previ- 1139

ous paragraph for category Ci. For fine-grained 1140

types, the WF1 is defined in two steps. First, 1141

given a multi-label classification task with po- 1142

tential labels t1...tm, where the jth entry of the 1143

dataset D has gold labels sj,1...sj,k and predicted 1144

labels uj,1...uj,q, and sj,i ∈ {t1...tm} and uj,i ∈ 1145

{t1...tm} ∀i ∈ 1...k, create a dataset D′ where the 1146

jth entry becomes k separate entries, and the ith 1147

separate entry of the original jth entry has gold 1148

label sj,i and predicted labels uj,1...uj,q. Now, for 1149

each type ti, we define 1150

WF1(ti) = F1(ti, D
′), (2) 1151

or the F1 score as defined in the previous paragraph 1152

but computed on D′ instead of the original dataset 1153

D. Then, the overall WF1 across types is 1154

WF1 =

∑m
i=1 ni ·WF1(ti)∑m

i=1 ni
. (3) 1155

E Control Data Generation 1156

One error we could not detect with the AMCHA 1157

Corpus alone was that of false positives at the bi- 1158

nary level, as all incidents logged in the dataset 1159

text_anonymization/
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are labelled as antisemitic. To assess false positive1160

rates on this task in GPT-4 and Llama-3, we run1161

M-NOCTX on a GPT-4-generated control set of1162

positive events that relate to Jewish and/or Israeli1163

people. We generate this control set through the1164

following procedure:1165

1. The first author, who has a background in Jew-1166

ish history and is ethnically Jewish, manu-1167

ally crafts a list of seed phrases that describe1168

positive events that relate to Jewish and/or Is-1169

raeli communities in some way. For each seed1170

phrase, the author then manually selects a rea-1171

sonable date (arbitrarily within a reasonable1172

range) on which the event described could1173

have occurred. The list of seed phrases and1174

events is in Appendix B.1175

2. For each university U in the AMCHA Initia-1176

tive’s list of universities tracked for incidents:1177

(a) For each seed phrase P and correspond-1178

ing date d, we ask GPT-4 to generate a1179

short, factual news article about the event1180

described by P occurring on d at U . We1181

create six such generations per tuple of1182

((P , d), U ), amounting to 6|{P}| · |{U}|1183

entries in total.1184

3. We take a random sample of this generated set1185

that is equal in size to the AMCHA Corpus1186

used for our experiments.1187

The results of M-NOCTX on this control set1188

show 100% accuracy: there were no cases in which1189

either model answered that the described event was1190

antisemitic or fit into any category or type of anti-1191

semitism.1192

F Further Discussion on Disagreements1193

Over AMCHA’s Taxonomy1194

We use a taxonomy directly from the AMCHA1195

Initiative, who categorize events based on the Inter-1196

national Holocaust Remembrance Alliance (IHRA)1197

definition of antisemitism. While the IHRA def-1198

inition does not consider criticism of Israel to be1199

inherently antisemitic, it states that ”denying the1200

Jewish people their right to self-determination” and1201

”using the symbols and images associated with clas-1202

sic antisemitism (e.g., claims of Jews killing Jesus1203

or blood libel) to characterize Israel or Israelis” are1204

antisemitic. Based on these points, the AMCHA1205

Initiative argues that the BDS movement is anti-1206

semitic because it ”aims to demonize, delegitimize,1207

and destroy the Jewish nature of Israel, with the 1208

result of denying to Jews their right of national self- 1209

determination”, and that the movement invokes 1210

”classic antisemitic tropes of Jewish evil, power, 1211

and mendacity”.24 1212

However, both the IHRA definition and AM- 1213

CHA’s characterization of BDS as antisemitic is 1214

rejected by many Jewish and Palestinian advo- 1215

cacy organizations. The Jerusalem Declaration 1216

on Antisemitism (JDA, 2021) and Nexus Docu- 1217

ment (Nexus, 2023) specifically assert that BDS 1218

and other non-violent forms of political protest 1219

against the State of Israel or its policies are not 1220

in and of themselves antisemitic. The BDS move- 1221

ment self-identifies as inclusive and in opposition 1222

to all forms of racism including antisemitism.25 1223

They emphasize that the movement does not target 1224

Israeli or Jewish individuals on the basis of their 1225

identities. Rather, the movement targets the Israeli 1226

state, companies, and institutions based on interna- 1227

tional law and human rights violations. Both the 1228

BDS organization and its members refute claims 1229

of antisemitism by issuing condemnations of anti- 1230

semitic incidents and highlighting Jewish support 1231

for BDS, especially through organizations such as 1232

Jewish Voice for Peace (Hitchcock, 2023). 1233

Some scholars argue that framing BDS as anti- 1234

semitic delegitimizes Palestinian solidarity move- 1235

ments (White, 2020; Bakan and Abu-Laban, 2024), 1236

stifles freedom of expression in support of Palestine 1237

(Ruth Gould, 2020; Bakan and Abu-Laban, 2024), 1238

suppresses academic scholarship about Palestine 1239

(Khalidi, 2021), and ultimately contributes to an 1240

erasure of Palestinian experiences (Ruth Gould, 1241

2020; Ayyash, 2023). According to some scholars, 1242

the Israeli state and pro-Israel organizations call 1243

BDS antisemitic in order to neutralize the strategic 1244

challenge that BDS presents to the state and avoid 1245

taking accountability in policies that harm Pales- 1246

tinians (White, 2020; Barghouti, 2021). Bargh- 1247

outi, a co-founder of the BDS movement, asserts 1248

that just as ”there is nothing Jewish about Israel’s 1249

regime of occupation, siege, ethnic cleansing, and 1250

apartheid, there is nothing inherently anti-Jewish, 1251

then, about a nonviolent, morally consistent hu- 1252

man rights struggle to end this system of oppres- 1253

sion” (2021). By focusing on BDS and related pro- 1254

Palestine activism in discourse about antisemitism, 1255

some believe that efforts to combat antisemitism 1256

24https://amchainitiative.org/BDS-background/
25https://bdsmovement.net/faqs#collapse16241
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Figure 5: Category-level accuracy scores on M-AS.
While GPT-4 is more accurate on Expr and Targ,
Llama-3 shows greater alignment with BDS.

risk neglecting rising threats from far-right white1257

supremacists (White, 2020; Ayyash, 2023).1258

Defining antisemitism has been and will con-1259

tinue to be contentious, even within Jewish com-1260

munities. People disagree on where to identify1261

antisemitism: in perpetrators’ intent, victims’ per-1262

ceptions, objective outcomes in the world, or in dis-1263

course (e.g., invoking antisemitic tropes even if un-1264

intentionally) (Waxman et al., 2022). It is precisely1265

due to these disagreements that focusing on fine-1266

grained categories is a key strength of our work.1267

As there is no single correct answer about what1268

constitutes antisemitism, we need adaptable and1269

explainable methods for automated antisemitism1270

detection. Ultimately, practitioners must decide1271

whether to include certain categories in their defi-1272

nitions of hate and hateful events. Some may find1273

it useful to exclude BDS activity or detect it as a1274

related but distinct category from antisemitism.1275

We caution that such disagreements should1276

not be weaponized to disregard concerns of an-1277

tisemitism or dismiss academic research on anti-1278

semitism. On the contrary, we urge the NLP com-1279

munity to assume that all parties arrive to these1280

discussions in good faith, and to take perceptions1281

of antisemitism seriously even if they are not con-1282

clusive (Waxman et al., 2022). We hope that com-1283

putational work on antisemitism embraces such1284

diversity of perspectives in future datasets, models,1285

and research team compositions.1286

G Additional Plots1287

Figure 6: Type-level accuracy and WF1 scores on M-
AS for GPT-4. While accuracies are high due to class
imbalance, WF1 scores are considerably lower, espe-
cially for A-His, T-Gen, and T-Den.

Figure 7: Type-level accuracies on M-AS for Llama-3.
While accuracy scores are high due to class imbalance,
WF1 scores are especially low on A-His, T-Gen, and
T-Bul, with the first two indicating a lack of Llama-3’s
ability to leverage domain knowledge that would reveal
historical antisemitism or genocidal rhetoric.

Figure 8: WF1 scores by fine-grained type on M-
NOCTX. GPT-4 has higher scores on a slight majority
of types, though both models have low scores overall.
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Figure 9: Comparison of WF1 scores by type on GPT-4
with vs. without adding precise definitions of our typol-
ogy to the user prompt. Adding definitions improves
WF1 scores for a majority of types.

Figure 10: WF1 scores by type on GPT-4 and Llama-3
after changing the premise of the prompt to instruct the
model to assume that the given text describes an anti-
semitic event (M-AS). GPT-4 shows more alignment
than Llama-3 across the board.

Figure 11: Type-level WF1 scores for M-NOCTX and
M-AS-DEF for GPT-4. M-AS-DEF scores higher,
showing promise for GPT-4’s steerability.
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