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ABSTRACT
We studied the link between K-anonymity and differential privacy
as the basis for deriving a novel method for noise estimation. Hence,
we provide threefold contributions: First, we use the birthday-bound
paradox for uniqueness to estimate the noise level, ϵ in (ϵ , δ ) dif-
ferentially privacy scheme. Second, our group-aware formulation
provides resilience to a series of inference attacks by using the
group privacy property in our unique group-centric formulation.
Third, draw a connection between the attacker advantage, δ , and
ϵ for univariate and multivariate cases. Finally, we demonstrate
applicability in Laplacian, Gaussian, and Exponential mechanisms.
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1 INTRODUCTION
There is a risk in adopting ad hoc approaches for privacy protection
with techniques such as removing identifying fields from the data-
base. This setup may be ineffective when multicollinearity exists
since the existing fields may contain the same information. Even
if we get some level of privacy by removing identifiable fields, we
still have a problem where we cannot objectively quantify the level
of privacy guaranteed. Unfortunately, enhancing privacy can be
challenging as it is difficult to explain privacy losses.

Only anonymization methods such as (Differential privacy [4], K-
anonymization [16], and others) based on sound theoretical founda-
tions can offer a structured framework for reasoning about privacy
loss arising from public releases of anonymous information about
sensitive data. Differential privacy, DP, provides a mechanism for
adding calibrated noise, ϵ , to sensitive data. As a result, individual
records remain protected with a reasonable trade-off on utility met-
rics. Alternatively, K-anonymization is a privacy mechanism that
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creates de-identified data that is satisfied using the property that
each record appears similar with at least k occurrences in the same
data release [10].

Estimating the magnitude of noise in the DP scheme is challeng-
ing, as misestimating noise may impact a privacy-utility trade-off.
Our investigation focuses on figuring out the necessary noise that
guarantees privacy guarantees without significantly impacting util-
ity. Unfortunately, there is no upper bound to the noise estimate.
For example, releasing the average salary of workers in a country
would not reveal an individual’s precise income. However, pub-
lishing the average household salary can provide hints about the
approximate income of individuals in the family.

Privacy leaks occur when adversaries can reverse-engineer ob-
served noisy responses from their original data. For example, in the
case of infectious disease, by providing a home address, one can get
the status of an individual by taking a majority vote of the other
inhabitants at the same address. In this paper, an attacker does not
gain any advantage in predicting the label of an individual relative
to a random sample of individuals in the same group.

This paper presents a framework for estimating the most appro-
priate amount of noise, ϵ , needed to satisfy DP schemes leveraging
the K-anonymity definition. Our method estimates the calibrated
noise, ϵ , required to improve utility and defend against a class
of inference attacks using the group privacy properties of typical
DP definitions. The remainder of the manuscript is structured as
follows.We specified the threat model in Section 1.1, provided math-
ematical formulations for differential privacy and K-anonymity in
Section 3, a novel scheme for estimating noise in Section 4, a case
study in Section 5, discussion of our work in Section 6. Finally, we
present limitations, future work, and conclusions in Section 7, and
Section 8 respectively 1.

1.1 Threat Model
An attacker does not gain any advantage in predicting the results of
an individual in a group relative to a random sample of individuals
in the same group. The adversary knows the precise group the user
belongs to and yet cannot gain more information than a sample of
noisy responses from the same group.

An attacker maliciously attempts to deanonymize the records of
a noisy response from a privacy mechanism after public statistical
releases. There are two categories of attacks: reconstruction and
tracing attacks based on work by Dwork et al. [6]. Our attack
model in this manuscript focuses on the adversary performing a
reconstruction attack. We are not focused on mitigating tracking
attacks because the adversary knows the user’s group assignment.

1This work draws inspiration from the blog post: https://kenluck2001.github.io/blog_
post/privacy_at_your_fingertips.html
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1.2 Core Contributions
This article’s contributions are as follows:

• Draw a connection between (ϵ , δ ) DP and group-wise K-
anonymity.
• Estimating noise level for our DP scheme.

K-anonymization is unsuitable in high dimensional cases [1]
as it can unnecessarily skew the data [2]. Differential privacy is
not subject to the same limitations. To the best of our knowledge,
our work is novel as it utilizes the birthday-bound formulation for
estimating noise. The advantage of this procedure over the exist-
ing method [11] is the inclusion of a parameter (number of unique
items per group) to improve noise estimation. Furthermore, the core
of our formulation exploits the relationship between the indistin-
guishability between records in our data set and the amount of noise
required to achieve tunable privacy levels. Hence, we have utilized
the birthday-bound problem in K-anonymity for estimating noise
in a (ϵ , δ ) DP scheme. As a result, we used a group-wise construc-
tion for our noise estimation, lacking in the reference work [11].
Likewise, our proposed formulation takes advantage of DP’s group
privacy property to make it resilient to inference attacks.

2 RELATEDWORK
There are various notions of privacy including K-anonymity [16],
l-diversity [13], t-closeness [12], and differential privacy [4]. Due
to its simplicity and wide applicability, this work focuses on dif-
ferential privacy. The line of work [11] provides a framework for
estimating noise in relation to the attacker’s advantage. Ours is
similar, as we retain aspects of their layout but extend to a novel
formulation by drawing a connection between K-anonymity [16]
and differential privacy [4].

Our work shares some similarities with manuscript [14] in rela-
tion to mitigating inference attacks. However, their work focuses
on privacy loss due to permutation order after shuffling. According
to their exposition, the adversary threatens to guess the members
of a group via an index. In contrast, our formulation considers the
exact element in a reconstruction attack.

Another similar work is group shuffling [7] in connection with
our group construction. However, their work [7] does not focus on
mitigating inference attacks but imposes the condition that every
group must have an equal size for shuffling. Our formulation does
not aim at shuffling but allows arbitrary group size that satisfies
group privacy and a degree of robustness to inference attacks.

3 BACKGROUND
In this section, we describe the mathematical foundations of differ-
ential privacy and K-anonymization as a form of birthday-bound
paradox in Subsection 3.1, Subsection 3.2.

3.1 Differential Privacy
Differential privacy is a mathematical framework for obtaining
information on a population without compromising the details of
any individual in the same population.
Definition 1 (Metric Differential privacy) [11]. Let X be a met-
ric space of data. Given ϵ ≥ 0, a mechanismAq is ϵ-differentially
private if, for any x ,x ′ ∈ X such that d (x ,x ′) ≤ d , and for any

subset Y ⊆ Aq (X ) of outputs, we have

Pr
[
Aq (x ) ∈ Y

]
≤ ede · Pr

[
Aq

(
x ′

)
∈ Y

]
.

Definition 2 (Metric Differential privacy with guessing ad-
vantage, δ ) [11]. Given a mechanismAq is ϵ-differentially private
if, for any x ,x ′ ∈ X such that d (x ,x ′) ≤ d , and for any subset
Y ⊆ Aq (X ) of outputs with δ ∈ (0, 1), we have

Pr
[
Aq (x ) ∈ Y

]
≤ ede · Pr

[
Aq

(
x ′

)
∈ Y

]
+ δ .

δ is a measure also known as an attacker’s advantage, depicting the
loss of information in relation to other items in the database. The
architecture [3] for the DP scheme may be formalized into these
phases, which take the form of a pipeline, as shown in Table 1.

Architecture DP Mechanism (Phases)

• Randomizer, X : u → v , where u is the
original secret data, and v is the trans-
formed output forwarded to the shuf-
fler. Perturb the input data, u, by adding
noise via the X routine. An example of
a randomizer is Aq in Definition 1.
• Shuffler, Y : v → w , (optional) where
v is transformed data from the random-
izer, X , andw is the intermediary trans-
formed output forwarded to the ana-
lyzer phase. Permute the data, v , utiliz-
ing the Y routine.
• Analyzer, Z : w → z, Z : v → z where
v ,w is transformed data from random-
izer and shuffler respectively. z is the
output of the privacy protocol, and we
calculate aggregate statistics.

Table 1: Architecture of differential privacy

3.2 K-anonymity
Anonymity is the ability of an object to remain unidentified within
a set. Therefore, if elements in a data store are indistinguishable, it
is anonymous as it cannot be uniquely distinguished. K-anonymity
provides a way to achieve data privacy where each record is similar
to any corresponding set of at least k − 1 other records. The objects
in the data set are named using a quasi-identifier (QID), where
QID is a combination of attributes that uniquely tag a record in a
de-identified dataset.

K-anonymity is related to the birthday-bound formulation, which
follows the pigeonhole principle. The birthday-bound paradox ex-
plains this example. In a group of 23 people, there is at least a 50%
chance that at least two individuals have the same birthday. We
have used the birthday-bound probability of uniqueness for some
arbitrary k in each group for estimating the noise, ϵ , in a tunable
(ϵ , δ ) DP scheme.

π (k,N ) =
N !

(N − K )!N k
(1)
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Where π (k,N ) as defined in Equation 1 is the uniqueness proba-
bility that k individuals are unique from a population size, N , as
described in chapter 4 of [10].

4 ESTIMATING THE OPTIMAL NOISE LEVEL,
ϵ OF DP SCHEME

This work introduced a novel group-aware K-anonymity algorithm
for calculating calibrated noise, as shown in Subsections 4.1 and 4.2.
We used the data sensitivity, R, as a scaling factor shown in Equa-
tion 2.

R := max
x ∈X ,x ′∈X ′

d
(
x ,x ′

)
(2) ϵ =

− ln
(

p
1−p ·

(
1

δ+p − 1
))

R
.

(3)
Where X , X ′ are rows of data. For a univariate case, we provide

a noise estimation, ϵ shown in Equation 3 for a univariate case with
probability, p, and proof covered in Section 3.2 of the paper [11].

For multivariate cases, the combinations of dimensions can be
either AND-events or OR-events, as discussed in Section 4.1 and
Section 4.2. Hence, we add the appropriate amount of noise, ϵ ,
defined in terms of an adversarial guessing advantage, δ .

Let X = (X1, . . . ,Xn ), where Xi are pairwise independent, and
Ri = maxxi ,x ′i ∈Xi d

(
xi ,x

′
i

)
. LetAq be an ϵ−DPmechanism, where

δ is the guessing advantage, ki is the number of unique elements
in a group, Ni is the number of elements in a group, nдroup is the
total number of groups, and n =

∑nдroup
i=1 Ni as number of records

across every group. We have introduced uniqueness probability
(group-wise K-anonymity), π (k,N ), replacing p. Groups can be of
any size, and fuzzy group membership is forbidden.

4.1 Multivariate case: AND-events
This case focuses on the modeling assumption that the adversary
can reconstruct every fieldwith the guessing advantage, δ , as shown
in Equation 4. Using ideas from Theorem 1 of [11] that proved a
mathematical formulation for AND-event as a base for our formu-
lation.

ϵ ≤

− ln
( ∏nдroup

i=1 π (ki ,Ni )

1−
∏nдroup
i=1 π (ki ,Ni )

·

(
1

δ+
∏nдroup
i=1 π (ki ,Ni )

− 1
))

R
. (4)

Where R =| R1, . . . ,Rn ∥∞.

4.2 Multivariate case: OR-events
This case follows the modeling assumption that the adversary can
reconstruct at least one of the attributes with the guessing advan-
tage, δ , as shown in Equation 5. Using ideas from Theorem 2 of [11]
proved a mathematical formulation for OR-event as a base for our
formulation.

ϵi ≤
− ln

(
π (ki ,Ni )

1−π (ki ,Ni )
·

(
1

δ+π (ki ,Ni )
− 1

))
R

. (5)

Where R =| R1, . . . ,Rn ∥∞.
We can obtain ϵ = min i ∈ {0, 1, . . . ,nдroup } (ϵi ) as noise value

for our DP scheme.

Class Records
Name Phy. Math Chem Sex

1 Nne 90 65 85 F
2 Ify 85 85 60 F
3 Chi 70 98 80 F
4 Ugo 45 95 50 M
5 Ike 50 40 90 M
6 Uzo 90 50 30 M

Table 2: Result of a class.

Sex F M
k 2 2
N 3 3
π (k,N ) 2

3
2
3

ϵ 0.049 0.049
Table 3: Noise & probability.

Exponential Mechanism
Physics Math Chem

1 70 98 50
2 90 50 90
3 90 95 90
4 45 50 30
5 50 65 50
6 90 95 90

Table 4: Noisy response with ϵ = 0.0337. See Table 2.
5 CASE STUDY
We have presented a demonstration for a class of six students where
the sex ’F’ and ’M’ are female and male in Table 2. We have grouped
the data by sex, leading to two groups, where group1 contains (Nne,
Ify, Chi) and group2 contains (Ugo, Ike, Uzo). The rows in Table 2
are related to X = (X1, . . . ,Xn ) in Section 4 where n = 6 (no limit
on data size) as total number of students, k1 = 1,k2 = 1 as number
of unique elements per group, nдroup = 2 as two groups of male
and female, and N1 = 3,N2 = 3 is the number of elements per
group respectively. Let us set the guessing advantage at δ = 0.1
(10%) for this demonstration. We can obtain Ri per group. Using
ideas from Subsection 4.2, R =| 45, 58, 60∥∞ for Physics, Math, and
Chem respectively; and obtain R = 60. We calculate the noise level,
ϵ , for the group (F) as shown highlighted in Table 3.
OR-events: We get the minimum value of the column named ϵ
from Table 3, resulting in ϵ = 0.049 with an attacker guessing at
least one of the groups (M or F) following Equation 5.
AND-events: Using Equation 5, we obtain ϵ = 0.0337 with an
attacker guessing both groups (M and F) following Equation 4.

5.1 How to use the estimated noise from our
formulation

Our analysis focuses solely on the noise injected in the randomizer
phase shown in Table 1. We have shown that guessing both groups
is significantly more difficult than guessing any single group as
shown in the value of the calibrated noise required for the OR-
events and AND-events. 2. Mechanisms for utilizing noise, ϵ , and
attacker advantage, δ are discussed as follows:
Laplace Mechanism,ML (x ,X (·), ϵ ): adds sampled noise from a
Laplace distribution with X : N |x ⌉ → Rk from Definition 3.3 of [5]:

ML (x ,X (·), ϵ ) = X (x ) + (Z1, . . . ,Zk )

WhereZi is drawn from Lap( Rϵ ), R is sensitivity, andML (x ,X (·), e )
as randomizer in Table 1, and preserves (ϵ, 0)-DP from Theorem 3.6
of [5].
2Evaluation source code: https://gist.github.com/kenluck2001/
06625f60217180b31063dff7464e0ac8 with results for exponential, laplace and
gaussian mechanism. Table 4 displays partial results, omitted other items for brevity

https://gist.github.com/kenluck2001/06625f60217180b31063dff7464e0ac8
https://gist.github.com/kenluck2001/06625f60217180b31063dff7464e0ac8
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Exponential Mechanism, ME (x ,u,R, ϵ ): chooses and returns
an element r ∈ R with probability proportional to exp

(
ϵu (xy )
2∆u

)
,

sensitivity, ∆u, ME (x ,u,R, ϵ ) as randomizer in Table 1, and pre-
serves (ϵ, 0)-DP from Theorem 3.10 of [5].
GaussianMechanism,MG (x ,X (·), ϵ,δ ): adds sampled noise from
a normal distribution with X : N |x ⌉ → Rk :

MG (x ,X (·), ϵ,δ ) = X (x ) + (Z1, . . . ,Zk )

Where Zi is drawn from N(σ 2), σ 2 =
2R2 log( 1.25δ )

ϵ 2 , R is sensitivity,
MG (x ,X (·), ϵ,δ ) as randomizer in Table 1, and preserves (ϵ , δ )-DP
from Theorem A.1 of [5].

6 DISCUSSIONS
We utilized the birthday-bound formulation as a proxy for estimat-
ing the uniqueness probability, π (k,N ), of k , distinct objects in a
population, N , of considerable size. Each group has a parameter,
k , that can be tuned to increase the uncertainty of the attacker’s
advantage by guessing the noise. The choice of k can significantly
impact privacy guarantees. In the case where k ≃ N , then π (k,N )
has a negligible probability score and produces a smaller noise
magnitude as most objects are indistinguishable. We have maximal
privacy, as the noise threshold is ϵ ≃0. The diffusion [15] properties
are maximal under this condition, impacting our ability to perform
aggregate statistics with a degraded utility measure. Note, when
k ≃1, then π (k,N ) has a significant probability score that results
in a larger noise magnitude, as most objects are distinguishable. As
a result, such a situation results in minimal privacy protection, as
the noise level, ϵ ≃ ∞. The diffusion [15] properties are minimal
under this condition, making it easy to perform aggregate statistics.
We suggest the parameter for k should be a fraction of N , such as
N
2 ,

N
3 , and other values such as k ≪ N for most purposes.

We have shown a link between the guessing advantage, δ , and
the noise level, ϵ . This work extended the K-anonymity definition
for estimating the ϵ in (ϵ , δ ) DP scheme. One school of thought
may consider having a noise level per group instead of across the
entire data set. If the variance between groups is significant, noise
estimation may affect our utility and learnability of trends across
groups. Adopting a worst-case estimate of noise in Section 4 for
AND-events and OR-events minimizes privacy degradation across
each group.

The estimated noise, ϵ , is used to parametrize the probability
distributions from which the actual noise gets sampled. Laplace
and Gaussian mechanisms are suitable when additive noise doesn’t
destroy the data. On the contrary, an exponential mechanism uses
a scoring function to make selections using a probability distri-
bution rather than adding to the original data. Hence, the output
from the original set is suitable for bound data such as date, time,
and others. Laplace and Gaussian mechanisms work only with nu-
meric data, while exponential mechanisms work with both numeric
and non-numeric data. In our work, R as shown in Equation 3 is
L1 sensitivity. The Laplace mechanism requires /mathbcal[L1]
sensitivity, while the Gaussian mechanism requires eitherL1 or
L2 sensitivity. However, in the case where L2 sensitivity < L1
sensitivity. Therefore, it’s beneficial to employ L2 sensitivity in
Gaussian mechanisms to add lesser noise with reduced impact on
utility. Engineering constraints and the nature of the data should

be the deciding factors in choosing a mechanism. An exponential
mechanism is more appropriate in our demonstration, as seen in
Table 4.

7 LIMITATIONS AND FUTUREWORK
The pairwise independent assumption used in Subsections 4.1 and 4.2
for our noise estimation can limit the applicability in cases where
dependencies exist among variables.

Future work can incorporate adversarial uncertainty [8], which
uses inherent variance as noise, making smaller noise values neces-
sary to achieve suitable privacy guarantees. Unlike our approach,
we assume noise does not exist in the data and that the attacker does
not know the unrandomized data. Applying this extension, we can
permit partial correlation with secondary data without resorting to
PufferFish privacy [9].

8 CONCLUSIONS
Using the K-anonymity formulation, we have shown how to esti-
mate the appropriate noise level for DP schemes. We ensure that
our DP scheme is resilient to inference attacks even if the attacker
knows the grouping information. Furthermore, we support learn-
ability beyond the aggregate function typical of traditional DP. For
example, we could compare statistical trends across groups.
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