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Abstract
This study empirically tests the Narrative Eco-001
nomics hypothesis, which posits that narra-002
tives (ideas that are spread virally and affect003
public beliefs) can influence economic fluctua-004
tions. We introduce two curated datasets con-005
taining posts from X (formerly Twitter) which006
capture economy-related narratives. Employ-007
ing Natural Language Processing (NLP) meth-008
ods, we extract and summarize narratives from009
the tweets. We test their predictive power for010
macroeconomic forecasting by incorporating011
the tweets’ or the extracted narratives’ repre-012
sentations in downstream financial prediction013
tasks. Our work highlights the challenges in014
improving macroeconomic models with nar-015
rative data, paving the way for the research016
community to realistically address this impor-017
tant challenge. From a scientific perspective,018
our investigation offers valuable insights and019
NLP tools for narrative extraction and summa-020
rization using Large Language Models (LLMs),021
contributing to future research on the role of022
narratives in economics.1023

1 Introduction024

Narrative Economics studies how popular narra-025

tives change over time and interact with economic026

behavior (Shiller, 2017). A key proposition within027

this field is that narratives can drive economic fluc-028

tuations. This is especially intriguing at the macroe-029

conomic level, as the theory suggests that widely030

shared stories can influence the collective decisions031

of millions of individuals. However, it presents032

greater challenges than for microeconomy, due033

to the complex interplay of numerous factors, the034

need for broad-covering narratives, and the inher-035

ent difficulty in isolating causal relationships.036

Proving a causal link between narratives and eco-037

nomic changes remains challenging (Lucas and Sar-038

gent; an econometric identifiability problem (An-039

grist and Pischke, 2009)). Instead, we propose040

1Data will be shared upon paper acceptance.

applying NLP methods to represent narratives ex- 041

tracted from social media and test their macroeco- 042

nomic predictive power. We introduce two Twitter 043

(X) datasets crafted to capture economy-related 044

narratives (§2), explore two NLP approaches for 045

narrative extraction, and utilize them for prediction. 046

First, we build prediction models directly on raw 047

tweets, implicitly capturing the narratives within 048

them. Second, we utilize LLMs2 to explicitly ex- 049

tract and summarize narratives, generating a third 050

dataset of LLM analyses. We demonstrate the pres- 051

ence of narratives within our datasets (§5) and the 052

effectiveness of our approaches in representing the 053

aggregated economic-narrative picture. 054

Existing evaluation strategies for narratives’ ef- 055

fectiveness for economic predictions are inade- 056

quate, focusing on macroeconomic correlations and 057

anomalies, or on microeconomic predictions (§8). 058

We propose utilizing downstream macroeconomic 059

prediction tasks, where representations of latent 060

narratives serve as input (§4-7). Interestingly, our 061

results reveal that the successful narrative extrac- 062

tion we demonstrate offer only marginal improve- 063

ment in macroeconomic prediction, compared to 064

utilizing only financial information. In Section 9 065

we discuss the results’ implications on the validity 066

of the Narrative Economics theory, at least when it 067

comes to macroeconomics. 068

Our contributions include: 069

• A framework for testing the narrative hypothesis 070

on macroeconomic predictions. 071

• Three curated tailored datasets: two Twitter col- 072

lections and LLM-based analyses of tweets. 073

• Extensive analysis demonstrating the effective- 074

ness of our methodology, revealing valuable in- 075

sights while highlighting the need for new models 076

and tasks to empirically test the Narrative Eco- 077

nomics theory. 078

2We refer to a variety of models as LLMs, ranging from
relatively small models (e.g., BERT (Devlin et al., 2018)) to
more recent models (e.g., GPT-3.5 (OpenAI, 2021)).
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2 Data Resources079

2.1 Twitter (X) Collected Datasets080

We use Twitter (X) as a source of such narra-081

tives given its real-time reflection of diverse public082

opinions, and collect two tweets datasets captur-083

ing economy-related narratives. Unlike previous084

research focused on stock- or company- specific085

tweets (Vamossy and Skog, 2021; Chandra and086

Jana, 2020; Mengistie and Kumar, 2021; Sethi087

et al., 2020; Karami et al., 2020), our approach088

includes a broader time-frame, diverse global top-089

ics, and comprehensive keywords to capture a wide090

spectrum of perspectives.091

The first dataset ranges from Twitter’s early days092

until the COVID-19 pandemic which disrupted the093

economy, while the second captures more recent094

trends, late 2021 onward. Both were carefully cu-095

rated using targeted queries, restricted to English096

non-retweets with the inclusion of specific key-097

words, and were analyzed to ensure quality and098

relevance for capturing economic narratives.099

Pre-Pandemic Twitter Dataset. We utilize100

Twitter API (Twitter) to collect a comprehensive101

dataset of 2.4 million tweets from January 2007102

to December 2020, covering six topic areas with103

potential economic impact (economics, business,104

politics, current affairs, human disasters, and natu-105

ral disasters) using targeted keywords detailed in106

App. A. For each topic, we iteratively retrieved107

tweets for each date within the timeframe. To108

prioritize viral tweets, we first retrieved the top109

200 tweets based on follower count, then we ran-110

domly sampled 100 to mitigate potential bias to-111

wards highly active accounts typically associated112

with news outlets. This process yielded an average113

of roughly 400,000 tweets per topic, contributed114

by about 250,000 users per topic, each boasting an115

average follower count of 100 million, including116

global leaders, news outlets and other influencers.117

Minimal pre-processing was applied to the tweets,118

as common in literature (see §8 and App. A).119

Post-2021 Twitter Dataset. This dataset, span-120

ning September 2021 to July 2023, was specifi-121

cally constructed for LLM-driven narrative analy-122

sis (see §4.2). To fairly test the predictive power123

of narratives, we needed to ensure that the em-124

ployed LLM (Chat Completion API with GPT-3.5125

(OpenAI, 2021), data cutoff September 2021) relies126

solely on provided tweets and pre-existing world127

knowledge, preventing access to ’future’ informa-128

tion. As our pre-pandemic collection concludes129

in December 2020, we assembled this new tweets 130

dataset after the LLM’s knowledge cutoff date. 131

Tweets were collected monthly using Twitter 132

Advanced Search, restricted to users with at least 133

1,000 followers. We focused on keywords related 134

to business and economics topics, resulting in a 135

diverse collection of 2,881 tweets3, 90-130 per 136

month, tweeted by 1,255 users, including politi- 137

cians, CEOs, activists, and academics. Duplicate 138

and URL removal was applied. 139

2.2 Macroeconomic Indicators 140

We focus on predicting three key macroeconomic 141

indicators: 142

Federal Funds Rate (FFR): The interest rate at 143

which depository institutions, such as banks, lend 144

reserve balances overnight to meet reserve require- 145

ments. The FFR serves as a Federal Reserve mone- 146

tary policy tool, is influenced by public perception 147

of economic stability, and its fluctuations impact 148

various sectors, making it widely monitored. 149

S&P 500: A stock market index measuring the 150

performance of the 500 largest publicly traded com- 151

panies in the U.S. It reflects collective investor con- 152

fidence in economic growth and risk appetite and 153

is widely regarded as a barometer of the overall 154

health of the US stock market. 155

CBOE Volatility Index (VIX): Measures mar- 156

ket expectations of future volatility based on S&P 157

500 options prices, often referred to as the ’fear 158

gauge’ as it tends to rise during market stress and 159

fall during market stability. 160

These indicators are well-suited for evaluating 161

the narratives’ predictive capabilities, both in their 162

daily frequency which aligns with Twitter tempo, 163

and their sensitivity to public opinions and be- 164

haviours. Comparably, other widely used macroe- 165

conomic indicators have a lower frequency, such as 166

GDP or inflation (Gentzkow et al., 2019; Kalamara 167

et al., 2022; Ellingsen et al., 2022), or are microe- 168

conomic indicators (Rahimikia et al., 2021; Yang 169

et al., 2023b; Khedr et al., 2021; He and Gu, 2021). 170

Detailed information on the financial indicators 171

and pre-processing steps are in App. B. 172

Appendix C summarizes all datasets and their 173

characteristics. 174

3As this data collection method is more restricted than the
previous, the resulting dataset is relatively smaller.
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3 Experimental Setup175

To assess the central question, whether economic176

narratives can provide valuable insights for future177

financial movements, we design a series of predic-178

tion tasks, each aims to predict future values of one179

of the financial indicators as a target: FFR, S&P180

500, and VIX (described in § 2.2). In this section181

we present the tasks and the evaluation methods.182

Prediction Tasks: We assess the predictive183

power of narratives across three prediction hori-184

zons: next-day, next-week, and next-month. Given185

input data covering dates T1, ..., Tt, the model pre-186

dicts values for either Tt+1, Tt+7 or Tt+30. Each187

model variant predicts a single financial indicator188

at a single horizon.189

Next value: predicts the target’s value at the190

specified horizon.191

Percentage change: predicts the target’s per-192

centage change between the specified horizon and193

the day before.194

Direction change: classifies the target’s direc-195

tion of change (increase or decrease) between the196

specified horizon and the day before.197

These tasks are commonly used in macroeco-198

nomic research (Handlan, 2020; Gentzkow et al.,199

2019; Kalamara et al., 2022; Ahrens and McMa-200

hon, 2021; Masciandaro et al., 2021; Lee et al.,201

2009; Hamilton and Jorda, 2002; Kim et al., 2023;202

Larkin and Ryan, 2008).203

Evaluation: We evaluate our models using204

Mean Squared Error (MSE) for the regression tasks,205

and Accuracy and F1-Score for classification. Ad-206

ditionally, we compare our models against two207

types of baselines described below. In all experi-208

ments besides § 7.1, where the model is not being209

trained, we utilize an 80-20 train-test split, adher-210

ing to chronological order to preserve temporal211

context.212

Financial Baselines:213

Baseline Description Type

As-previous Next value is the same as prev. C/R
Inverse-previous Next value is inverse of prev. C
Week-majority Majority vote of previous week C
Train-majority Majority vote of training data C
Up-predictor Always predicts an "increase" C
Down-predictor Always predicts a "decrease" C
Train-mean Mean value of training data R

Table 1: Financial baselines. C: Classification, R: Re-
gression

Counterfactual Textual Baselines: 214

Random texts: To evaluate whether the LLM ac- 215

tually utilizes the content of tweets, we establish 216

a baseline which feeds it with randomly generated 217

sentences comprised of varying random words. 218

Shuffled tweets: We assess model reliance on tem- 219

poral narratives by feeding the LLM with chrono- 220

logically disordered tweets, to isolate the impact of 221

temporal narratives from confounding patterns or 222

memorization. A well-functioning model should 223

outperform this baseline, indicating its reliance on 224

relevant temporal narratives for prediction. 225

Synthetic ’narratives’: We generate synthetic 226

narrative-like sentences expressing positive or neg- 227

ative cues, aligned with subsequent changes in 228

the financial indicator. This allows us to as- 229

sess the model’s ability to infer relationships be- 230

tween aligned narratives and the following market 231

changes. 232

4 Models 233

Our models are categorized into 3 categories, based 234

on the signals they use as input: 235

Financial (F): utilizes historical financial data, 236

from the past week or month. 237

Textual (T): leverages solely textual data, either 238

raw tweets or tweets’ analyses. 239

Textual & Financial (TF): draws upon both 240

textual and financial data as input. We aim to effec- 241

tively utilize both insights from textual narratives 242

and historical financial patterns for enhanced pre- 243

diction accuracy. Outperforming an F model with 244

a TF model can demonstrate the added value of tex- 245

tual narratives in enhancing prediction capabilities. 246

Our model selection progresses from simpler 247

models, commonly used in the financial literature 248

(see §8), to more advanced architectures. This pro- 249

gression serves two purposes: (1) Achieving posi- 250

tive results with simpler models provides a stronger 251

indication for the predictive signal of narratives; 252

and (2) It allows us to build upon existing research 253

in Narrative Economics, primarily rooted in finance 254

and often utilizes relatively simple models, before 255

exploring more advanced NLP approaches. 256

4.1 Financial Models 257

The financial models include traditional machine 258

learning (ML) models (Linear Regression, Lasso, 259

Ridge, SVM, Random Forest, and Logistic Regres- 260

sion), DA-RNN (Qin et al., 2017), and T5 (Raffel 261

et al., 2020). Each model processes a sequence 262
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of historical financial values, either as individual263

features or as a time-series. T5 receives these in-264

puts in textual form (’increase’ and ’decrease’) for265

’direction change’ classification.266

4.2 Textual Models267

We employ increasingly complex text representa-268

tions, serving as features for the remaining of the269

prediction model, as illustrated in Figure 1.270

Daily Sentiments: Motivated by literature sug-271

gesting that aggregated sentiments capture the core272

of textual narratives and enhance economic predic-273

tion (Macaulay and Song, 2023; Yang et al., 2023b;274

Adams et al., 2023; Kim et al., 2023; Gurgul et al.,275

2023), we represent each tweet with its sentiment276

score utilizing VADER (Hutto and Gilbert, 2014),277

given its extensive adoption in the financial litera-278

ture (Kalamara et al., 2022; Khedr et al., 2021; Kim279

et al., 2023), providing a basis for comparison with280

existing research. Daily sentiment scores are then281

computed by averaging individual tweets scores282

within each day, and concatenated over a week.283

Embedding-Based Representations: We uti-284

lize pre-trained language models (BERT (Devlin285

et al., 2018), RoBERTa (Liu et al., 2019), and T5286

(Raffel et al., 2020)) to derive embeddings for in-287

dividual or concatenated tweets. Individual tweet288

embeddings (CLS token or averaged word embed-289

dings) are aggregated daily by averaging or con-290

catenating embeddings of same-date tweets. Joint291

tweets embeddings encode together multiple con-292

catenated tweets from the same date, potentially293

capturing their collective meaning without explicit294

aggregation, avoiding potential information loss.295

LLM-Generated Analyses (hybrid model):296

We create concise monthly analyses by feeding a297

month of tweets from the Post-2021 Twitter dataset298

(§2.1) and corresponding financial values of the299

target indicator to OpenAI’s Chat Completion API,300

GPT-3.5 (OpenAI, 2021) (see App. D for LLM301

details and a prompt example). These analyses are302

either used directly for prediction (§7.1) or as an303

input to a subsequent T5 model (§7.2). Notably, the304

LLM receives both textual and financial inputs to305

enable analyzing relationships. Thus, this method306

applies only for the TF model type.307

4.3 Integrating Textual and Financial Models308

Having established dedicated models for process-309

ing T and F data, we now address the strategies for310

combining these representations in TF models to311

produce unified predictions:312

Tweet Daily avg 
score

average Model

Tweet
Daily 

representation
avg /

concat
Model

Tweet Monthly summarized 
analysis

ModelLLM

Historical 
financial values

Tweet
Daily 

Tweetsconcat
Daily 

representationsLM Model

(a)

(b)

Tweet

Historical 
financial values

(c)

LLM

Representations

Sentiment 
score

VADER

LM

Figure 1: Textual models’ pipelines to represent tex-
tual data as part of the prediction pipeline. (a) Daily
sentiments. (b) Individual and joint tweets LLM’s repre-
sentations. (c) LLM analysis for prediction and as input
to a subsequent prediction model.

Concatenation: The simplest approach is con- 313

catenating the T and F representations. 314

DA-RNN (Qin et al., 2017): The dual-stage 315

attention-based RNN model, which was used in 316

related work (Wu et al., 2018; Yu and Wu, 2019; 317

Chung and Park, 2021), predicts the current value 318

of a time-series based on its previous values and 319

those of exogenous series. We feed historical fi- 320

nancial representations (F) as the time series and 321

textual representations (T) as the exogenous series. 322

Prompt-based integration: Both LLM- 323

generated analyses (T+F) and raw financial values 324

(F) are provided to a T5 model (Raffel et al., 2020) 325

as separate segments with leading prompts instruct- 326

ing the model on how to use each data source (see 327

App. E for a prompt example). 328

Given a TF model, we can derive T or F models 329

by selectively omitting or zeroing either the F or T 330

features, respectively. 331

5 Analyzing Narratives in Textual Data 332

Since our datasets serve as the input sources for the 333

downstream prediction models, we first assure the 334

presence of latent narratives within them. 335

5.1 Tweets Narrative Analysis 336

We analyze the narratives captured in our two Twit- 337

ter corpora (described in §2.1) using RELATIO 338

(Ash et al., 2021), an algorithm that extracts polit- 339

ical and economic narrative-tokens from text (see 340
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Figure 2: Temporal distribution of top three narratives
from the ’economics’ dataset, extracted by RELATIO
(Ash et al., 2021) (see 8): UK’s Brexit, Greece’s finan-
cial debt, and Russia’s financial crises. We can see the
evolving nature of these narratives over time, where the
distribution is aligned with real-life related events.

§8). Figure 2 shows the temporal distribution of the341

three most frequent narratives in the economy-topic342

dataset: UK’s Brexit, Greece’s financial debt, and343

Russia’s financial crises. It demonstrates the evolv-344

ing nature of these narratives over time, with peaks345

aligning with related real-world events such as the346

debt crises Greece experienced in 2015 and the347

UK’s referendum in June 2016 about leaving the348

European Union. The presence of these narratives349

and their temporal dynamics within our dataset350

confirm the potential of social media data for eco-351

nomic understanding and forecasting. Moreover,352

the rapid shifts in word frequency following sig-353

nificant events suggest that economically relevant354

events are swiftly reflected in our data, making it a355

valuable source for short-term economic prediction.356

For further analyses, see App. F.1.357

5.2 LLM-Based Narrative Analysis358

Having demonstrated the presence of narratives359

within our raw data, we now analyze the LLM’s360

ability to extract and summarize them. Following361

the methodology in § 4.2, we generated 697 LLM-362

based analyses, one for each date from September363

2021 to July 2023. The outputs generated by the364

LLM can be divided into two main components:365

the analysis of tweets and the potential impact of366

them on the financial target. In each component,367

the analyses contain ~9 sentences on average.368

A snippet of LLM-generated analysis is pre-369

sented in Figure 3 (see full examples in App. F.2).370

This snippet illustrates the LLM’s information371

aggregation, summarizing and distinguishing be-372

tween opinions and events expressed in the tweets.373

Furthermore, the LLM connects the insights it374

found to potential future impacts on the financial375

indicator, a crucial first step towards prediction. 376

Analysis of Tweets:
...Some tweets express concerns about infla-
tion, rising interest rates, and the impact on
the economy and personal finances...Several
tweets highlight the impact of government
policies on various sectors, such as health-
care, student loans, and housing. Some
tweets express skepticism towards central
banks and their role in the economy...A few
tweets discuss the impact of global events,
such as the Russian mobilization...
Potential Effect on S&P 500:
...Concerns about inflation, rising interest
rates, and economic instability expressed
in the tweets may lead to increased mar-
ket volatility and potential declines in the
S&P 500...Global events mentioned in the
tweets...may have indirect effects on the
S&P 500 through their impact on global
markets and investor sentiment.

Figure 3: Snippet of LLM-based analysis for
29/08/2022 to 28/09/2022. In this time period the Fed-
eral Reserve raised the interest rates in an effort to com-
bat inflation, the US Supreme Court ruled that the Biden
administration could not extend the pause on student
loan payments, and more. See full analysis in App. F.2

6 Predicting using LLM representations 377

After analyzing our textual data and demonstrating 378

the existence of narratives along with their temporal 379

shifts aligned with world events, this section delves 380

into employing LLMs to represent these narratives 381

in order to use them for financial forecasting. 382

6.1 Sentiment-Based Next-Day Prediction 383

Method. We use daily sentiment from the past 384

week as features (see § 4.2) for FFR next-day pre- 385

diction. Sentiments are fed as features into several 386

classical ML models, described in § 2.2, applied 387

to ’next value’ and ’direction change’ tasks. For 388

the ’prediction change’ task the financial input is 389

encoded either as numerical features or binary in- 390

crease/decrease values to align with the label. 391

Results. Table 2 presents the results of the most 392

performant models (full results are in App. G). In 393

classifying ’direction change’, models with finan- 394

cial input (F & TF) outperform text-only models 395

(T), exhibiting a 5% accuracy improvement (0.94 396
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vs. 0.89). The slight difference between F and TF397

models (0.936, 0.939) suggests text has little im-398

pact.4 The T models achieve comparable accuracy399

to the F baselines (0.89, 0.81). In predicting ’next400

value’, best F, TF and T models yield comparable401

MSE to the ’train-mean’ baseline (15.4, 15.6).5402

Takeaway. Sentiments lack nuances needed for403

financial prediction, and classical ML models have404

limited capabilities. Several models failed to sur-405

pass the performance of the non-learned baselines,406

indicating the necessity for improved text represen-407

tation and more advanced prediction models.408

Type Model Accuracy

F baselines As-previous 0.812
F Random Forest Numeric 0.936
TF Random Forest Numeric 0.939
T Logistic Regression 0.885
T SVM 0.885

Type Model MSE

F baseline Train-mean 15.661
F SVM 15.416
TF SVM 15.416
T SVM 15.36

Table 2: Results of most performant models for pre-
dicting FFR using sentiments. 1. In ’direction change’,
financial features are encoded either numerically. TF
and F perform nearly identically, outperforming T mod-
els and F baselines. 2. In ’next value’, best models are
comparable to each other and to the F baseline.

6.2 Embeddings for Time-Series Prediction409

Method. To better capture the richness and com-410

plexity of information concealed within the tweets,411

we turn to the two ’Embedding-Based Represen-412

tations’ described in § 4.2. Additionaly, we step413

beyond ML models and instead utilize the time-414

series deep learning model DA-RNN (Qin et al.,415

2017), designed to capture temporal dynamics and416

complex relationships within data (see § 4.3).417

Through rigorous evaluation, we explore vari-418

ous model configurations, target variables (FFR419

and VIX), tasks (’percentage change’, ’direction420

change’ and both together), prediction horizons,421

LLM architectures, aggregation methods, and the422

daily number of tweets. Lastly, we assess the mod-423

els’ reliance on temporal context and relevant narra-424

tives, using the ’random texts’ and ’shuffled tweets’425

4Feature importance confirms this, with the previous day’s
financial feature dominating in TF models (not shown).

5Feature importance reveals low scores for both sentiments
and financial features (not shown).

counterfactual baselines described in § 3. Due to 426

space constraints, we present results for a single 427

task and setting- VIX ’next value’ prediction with 428

1- or 7- days horizons. Additional experiments 429

showed a recurring pattern to the presented results. 430

Results. Figure 4 presents the models’ perfor- 431

mance. For a 1-day horizon, the ’as-previous’ F 432

baseline outperforms all other models (3.079 MSE). 433

This suggests that the input information might not 434

be beneficial for such a short-term prediction. For 435

a 7-day horizon, both TF models (13.148, 13.147) 436

initially appear to outperform the F model (13.463) 437

and F baseline (16.172), implying a potential influ- 438

ence of the textual content. However, the ’random 439

texts’ TF baseline outperforms (13.056) all other 440

models, indicating that the good performance of 441

the TF models is not likely due to the content of the 442

tweets. We hypothesize that the presence of text 443

improves performance, even when random, due to 444

either spurious correlations or random noise that 445

helps the model generalize, similarly to regulariza- 446

tion techniques. The difficulty in capturing and 447

representing the aggregated tweets information in 448

a way that is meaningful for financial prediction 449

might be a contributing factor. Additionally, chal- 450

lenges may lie in using historical financial data to 451

predict future values of an indicator characterized 452

by frequent random movements and fluctuations. 453

Takeaway. The models struggle to learn from 454

the tweets for the macroeconomic predictions, sug- 455

gesting that implicitly representing and aggregating 456

latent narratives within LLMs remains challenging. 457

Figure 4: VIX ’next value’ prediction for 1/7-days hori-
zons. The F and TF baselines outperform all models
in 1- and 7-day horizons, respectively, suggesting all
models struggle to learn from tweets for the prediction.
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7 Predicting using LLM Analyses458

Our former attempts to predict financial indicators459

directly from raw tweets proved insufficient, poten-460

tially due to the difficulty of implicitly utilizing nar-461

ratives and aggregating information from diverse462

tweets. To address this, we apply generative LLMs,463

providing them tweets and financial data from the464

same time period, to summarize insights and ana-465

lyze potential effects on future market movements.466

We initially explored using the LLM directly as467

a predictor (§7.1), but due to limited success, we468

repurposed its analyses as refined inputs for a sub-469

sequent prediction model (§7.2).470

7.1 LLMs for End-to-End prediction471

We predict the average weekly VIX (or S&P 500)472

value based on a monthly window of tweets and473

corresponding VIX (or S&P 500) values. Utilizing474

the web chat version of GPT (OpenAI, 2022) for475

continuous reasoning, we tested few- and zero-shot476

settings, and multi-step reasoning with Chain-of-477

Thought (CoT) prompting (Wei et al., 2022). See478

App. H for full description.479

Overall, the LLM consistently produced mean-480

ingful narrative analyses and comprehension of fi-481

nancial implications, although not being instructed482

to do so, but exhibited inconsistencies in integrat-483

ing these insights for prediction. For example, it484

occasionally refused to provide predictions due to485

safety guardrails. In other cases it mirrored input486

ranges neglecting the potential impact of success-487

fully analyzed narratives. When presented with488

’synthetic narratives’ (§ 3), it recognized the change489

direction but struggled to quantify the magnitude490

of it. Addressing these limitations could unlock the491

full potential of LLMs for financial forecasting.492

7.2 Two-Stage prediction with LLM Analyses493

Method. The previous experiment revealed the494

LLM’s ability to create insightful analyses of495

tweets-financial data (see §5.2 and F.2 for LLM-496

outputs analysis). Here we use these analyses as497

inputs for a dedicated prediction model (see §4.2),498

to predict the S&P 500 ’direction change’. Unlike499

the embedding-based approach (§ 6.2) which strug-500

gled to aggregate diverse narratives, here the LLM501

produces concise analyses. Compared to the LLM502

predictor approach (§ 7.1), here we implement a503

separate fine-tuned model for the downstream pre-504

diction task. Additionally, we compare the models505

to the ’synthetic narratives’ T baseline (see § 3).506

Results. Table 3 shows that there is no signifi- 507

cant difference between the best TF and F models, 508

with a performance gap of ~2% on a limited test set 509

of ~90 samples.6 The McNemar’s test (Dror et al., 510

2018) reveals no statistically significant difference 511

(p-value=0.48).We regard the small gap as a nega- 512

tive result and understand if this causes curiosity 513

of the readers. Notably, in comparison to previous 514

experiments, here the models surpass all baselines. 515

Takeaway. While TF and F models outperform 516

all others, the gap between them is insignificant. 517

Type Model Accuracy F1-Score

Train-majority 0.424 0.0
Week-majority 0.484 0.598

F- As-previous 0.484 0.552
baselines Inverse-previous 0.517 0.511

Up-predictor 0.576 0.731
Down-predictor 0.424 0.0

F T5 Base 0.604 0.723
F T5 Large 0.593 0.727
TF TF Base 0.626 0.738
TF T5 Large 0.627 0.742
T T5 Large 0.587 0.726
T-baseline Synthetic narratives 0.489 0.254

Table 3: S&P 500 ’direction change’. TF and F models
outperform all other models, with an insignificant gap
of ~2% favoring the TF model.

8 Related Work 518

Financial Market Prediction. Financial pre- 519

diction is a longstanding research area, with ap- 520

proaches ranging from classical quantitative meth- 521

ods (Arthur, 1995; Andersen et al., 1999; Wolfers 522

and Zitzewitz, 2004; Hamilton and Jorda, 2002; 523

Athey and Imbens, 2019) to traditional ML mod- 524

els using historical financial data (Kalamara et al., 525

2022; Gentzkow et al., 2019; Masciandaro et al., 526

2021). However, these methods often struggle to 527

capture market complexities due to their limitations 528

in modeling non-linear relationships. 529

Others leverage RNNs, CNNs, and attention 530

mechanisms (Yang et al., 2023b; Handlan, 2020; 531

Lee et al., 2009; He and Gu, 2021; Qin et al., 2017). 532

Very large LLMs have recently started blooming in 533

this domain, for learning from financial texts and 534

time-series data (Garza and Mergenthaler-Canseco, 535

2023; Wu et al., 2023; Yang et al., 2023a; Yu et al., 536

2023; Xie et al., 2023) and for stock price pre- 537

6As a reminder, we can only use the second Twitter dataset,
of tweets that were posted after the LLM’s training cutoff date,
and our financial indicators are of daily frequency, therefore
the small dataset for this type of experiments.
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diction (Swamy et al., 2023; Chen et al., 2023;538

Lopez-Lira and Tang, 2023; Koa et al., 2024). Yet,539

their often closed-source nature and tendency to540

hallucinate limit their application (Bybee, 2023).541

Features used for prediction include a wide range542

of financial information, from stocks and macroeco-543

nomic indicators to news, Fed announcements and544

companies reports (Ahrens et al., 2023; Larkin and545

Ryan, 2008; Yang et al., 2023b; Rahimikia et al.,546

2021; Kim et al., 2023; Gentzkow et al., 2019).547

Social Media and Finance. Social media pro-548

vides a wealth of user-generated content for analyz-549

ing investors opinions and market dynamics. Re-550

searchers commonly collect data by filtering hash-551

tags or accounts, often preprocessing it by remov-552

ing emojis and links (Vamossy and Skog, 2021;553

Chandra and Jana, 2020; Mengistie and Kumar,554

2021; Sethi et al., 2020; Karami et al., 2020).555

Studies have explored various text representa-556

tions, from closed forms such as sentiments, emo-557

tions and topics (Wang et al., 2023; Mengistie558

and Kumar, 2021; Wazery et al., 2018; Khan and559

Malviya, 2020; Kaur and Ranjan, 2020; Sethi560

et al., 2020; Soumya and Pramod, 2020), to embed-561

dings from pre-trained LLMs (Sethi et al., 2020;562

Soumya and Pramod, 2020; Kalamara et al., 2022;563

Gentzkow et al., 2019; Chanda, 2021; Ye et al.,564

2020) or specific-domain fine-tuned LLMs (Kim565

et al., 2023; Chu et al., 2023; Gurgul et al., 2023).566

Common approaches to aggregating these repre-567

sentations, such as averaging, extracting topics, or568

creating indices (Kalamara et al., 2022; Ellingsen569

et al., 2022; Mezo and Ferrari, 2021; Adams et al.,570

2023; Kim et al., 2023; Khedr et al., 2021) often571

struggle to capture the diversity of opinions, topics572

and narratives. We propose generating more holis-573

tic LLM analyses, aggregating common narratives574

while distinguishing differing viewpoints.575

Social media data has been used to learn rela-576

tionships with financial markets, often finding cor-577

relations and similarities (Chandra and Jana, 2020;578

Karami et al., 2020; Nyman et al., 2021; Gholam-579

pour and van Wincoop, 2019; Ahrens and McMa-580

hon, 2021; Masciandaro et al., 2021; Macaulay and581

Song, 2023). While this data shows promise for582

financial prediction, existing work often relies on583

simplified representations, focuses on microeco-584

nomic variables or events-predicting (Gurgul et al.,585

2023; Adams et al., 2023; Wang et al., 2023), while586

macroeconomic forecasting is underexplored.587

Learning Narratives. Emerging research ex-588

plores Narrative Economics (Ellingsen et al., 2022;589

Nyman et al., 2021; Ahrens and McMahon, 2021; 590

Macaulay and Song, 2023; Feder et al., 2022). For 591

example, RELATIO (Ash et al., 2021) is an algo- 592

rithm extracting political and economic narratives 593

from texts by identifying entity groups and map- 594

ping their relationships. While useful for analysis, 595

RELATIO outputs discrete tokens, making them 596

less suitable for our LLM-based prediction tasks. 597

In summary, while significant progress has 598

been made in leveraging social media data and 599

NLP models for economic applications, the im- 600

pact of narratives on macroeconomic movements 601

remains unclear. This work builds upon existing 602

research, but distinguishes itself by combining ad- 603

vanced NLP, for extracting and aggregating a broad 604

scope of economy-related narratives, and integrat- 605

ing them with financial data to assess their potential 606

to improve short-term macroeconomic predictions, 607

an intersection not yet addressed in the literature. 608

9 Discussion and implications of Results 609

This research explores the Narrative Economics hy- 610

pothesis, extracting and analyzing economy-related 611

narratives from social media and testing their utility 612

for downstream macroeconomic prediction, with 613

tweet representations serving as input. 614

While demonstrating the presence of narratives 615

within our curated datasets and establishing NLP 616

building blocks for narrative extraction, evaluating 617

their macroeconomic impact remains a challenge. 618

Our models incorporating narrative data showed 619

limited improvement over those using solely finan- 620

cial data. They failed to consistently outperform 621

our baselines or financial models, and any observed 622

improvements were marginal and statistically in- 623

significant and we regard it as a negative result. 624

Addressing the question possessed in the title— 625

Can LLMs Learn Macroeconomic Narratives 626

from Social Media?—our findings suggest so, as 627

demonstrated by our analyses (§5). Yet, the practi- 628

cal utility of this learned knowledge for economic 629

applications remains an open question. This gap 630

between successful extraction of narratives and 631

limited improvement in macroeconomic prediction 632

raises a question regarding the extent to which these 633

narratives, on their own, can truly drive and predict 634

economic fluctuations, at least at the macroeco- 635

nomic level. This study serves as a foundation for 636

further exploration, highlighting the need for new 637

macroeconomic models or tasks designed to assess 638

the extracted narratives’ influence on the economy. 639
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10 Limitations640

This research has potential limitations while fac-641

ing several challenges. First, focusing on short-642

term prediction horizons (nowcasting) presents a643

significant challenge due to the inherent complex-644

ity and randomness of economic markets. The645

Efficient Market Hypothesis suggests that the pre-646

dictive power of nowcasting is limited, as public647

information is instantly reflected in asset prices.648

However, Narrative Economics proposes that nar-649

ratives can affect peoples’ decisions and therefore650

help us predict and understand economic fluctua-651

tions (Shiller, 2017).652

We focused on a limited number of economic653

targets (FFR, S&P 500, and VIX) influenced and654

shifted by diverse, external and unobserved sources.655

Utilizing other financial targets or other tasks, such656

as anomaly detection or profit prediction, might657

have lead to stronger evidences of the impact of658

narratives on the economy.659

Identifying the temporal lag between the emer-660

gence of a narrative and its potential influence on661

financial targets presents another hurdle. Although662

being comprehensive, our experiments only exam-663

ined limited lags and prediction horizons.664

While our datasets were carefully curated to cap-665

ture potential narratives, identifying them defini-666

tively is challenging, especially when aggregating667

multiple narratives for a holistic economic picture.668

The definition of ’narrative’ is broad and subjec-669

tive, and narratives are typically only recognizable670

as such in retrospect. Combined with the inherent671

noise and susceptible to misinformation in social672

media, extracting reliable narratives with certainty673

is a complex task.674

Lastly, we are limited to publicly accessible675

LLMs with a known cutoff date, to avoid potential676

’future’ world knowledge. Utilizing other models677

might lead to better results.678

It is important to acknowledge that this research679

deals with predicting human and economic behav-680

ior, which carries potential risks of misuse. This681

technology could be applied in harmful or unfair682

ways, and therefore should be developed and used683

with caution and awareness of its ethical implica-684

tions.685
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A Twitter Datasets Details 960

Twitter topics’ keywords: Table 4 represents the keywords used to collect the Twitter datasets. Each 961

topic has a corresponding list of keywords related to the topic. See Section 2 for further explanation. 962

Topic Key Words
Politics politics, enough, occupy, coup, demonstration, protest, protesters, corruption,

active, embassy, government

Business retail, business, business owner, business relationship, ecommerce, entrepreneurs,
entrepreneurship, CEO, management, invest, founder, innovation, patent, eco-
nomic, finance, economy, financial, funding, stock

Economy macroeconomics, yield, inflation, mortgage, recession, debt, interest rate, loan

Current Affairs human interest, news, all news, breaking news, whats happening, notify, news
desk, world news

Natural Disasters global disaster, natural disaster, world, evacuation, hit, shaking, aftershock, safe,
disaster, evacuate, earthquake, tsunami, flooding, volcano, eruption, massive,
damage, destroyed

Human Disasters explosion, terror, attack, horror, crash, shot, shots, shooting, terrible, shocking,
police, killed, national military, national security, national terrorism

Table 4: Collected topics and their corresponding keywords.

Additional Keywords for the Post-2021 Twitter Dataset: occupy, invest, business, economic, finance, 963

economy, financial, stock, macroeconomics, yield, inflation, mortgage, recession, interest rate, loan, GDP, 964

unemployment, federal reserve, fed, exchange rate, monetary policy, FOMC, central bank. 965

Data Pre-Processing: The tweets underwent minimal pre-processing including emoji-to-text conver- 966

sion, duplicates removal, links removal, spelling corrections, lemmatization and tokenization. 967

B Financial Indicators Details 968

Federal Funds Rate (FFR): The FFR is the interest rate at which depository institutions, such as 969

banks, lend reserve balances to each other overnight to meet reserve requirements. The FFR serves as a 970

critical monetary policy tool employed by the Federal Reserve to influence economic activity by adjusting 971

the target range of the FFR in quarter-point increments following Federal Open Market Committee 972

(FOMC) meetings. Changes in the FFR can have significant impacts on various sectors of the economy, 973

including consumer spending, investments, housing, and financial markets. Changes in the FFR can 974

have significant impacts on various sectors of the economy, including consumer spending, investments, 975

housing, and financial markets, making it a widely monitored indicator of overall economic health. The 976

dataset was downloaded from the publicly available economic data at FRED® website (Fred). To address 977

historical distribution changes, mainly due to the Great Recession and the COVID-19 pandemic, we 978

employ ’blocking split for time-series data’, separating periods with consistent distributions. The longest 979

block (December 2008-January 2015) yields 2207 samples and was used in experiments. Figure 5 shows 980

the blocking splits of the FFR. The second block (December 2008-January 2015) is the longest and was 981

used for experiments. 982

S&P 500: This stock market index measures the performance of the 500 largest publicly traded compa- 983

nies in the US. It is widely regarded as one of the best indicators of the overall health and performance of 984

the US stock market and, by extension, the broader economy. Changes in the index value can indicate 985

shifts in investors’ narratives, confidence in economic growth prospects, risk appetite, and expectations 986

for future economic conditions. This dataset was downloaded from Yahoo Finance® website (Yahoo 987

Finance). We utilize the closing price of the asset. Additionally, to mitigate the impact of the COVID-19 988

pandemic, we only utilize post-pandemic data. 989
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Figure 5: Blocking split of FFR data, isolating time-periods with consistent distributions.

CBOE (Chicago Board Options Exchange) Volatility Index (VIX): The VIX measures market990

expectations of future volatility based on S&P 500 options prices. It reflects investors’ perceptions of the991

risk and uncertainty in the stock market over the next 30 days. The VIX is known as the ’fear gauge’ as992

it tends to rise during times of market stress and uncertainty and fall during periods of market stability.993

Analyzing changes in the VIX provides insights into investors’ sentiments, risk appetite, and economic994

confidence. This dataset was downloaded from Yahoo Finance® website (Yahoo Finance). Similar to995

the S&P 500, we utilize the close price of the index, either pre- or post-pandemic data, avoiding their996

integration within the same model.997

C Datasets Characteristics998

Table 5 summarizes all datasets and their characteristics. Each dataset has a different role in the experi-999

ments. The full descriptions of the datasets are presented in Section 2.1000

Dataset Type Dataset Name Time Span Characteristics

Twitter Pre-
Pandemic
Twitter
Dataset

2007-2020 Collected daily using 6 topics, minimal followers
threshold

Twitter Post-2021
Twitter
Dataset

2021-2023 Collected monthly using a single topic, minimal fol-
lowers threshold, tweets poster after training cutoff
of the used LLM

Financial Federal
Funds Rate

2007-2020
(2008-2015)

Daily macroeconomic indicator, impacts various sec-
tors, widely monitored

Financial S&P 500 2021-2023 Daily macroeconomic indicator, its fluctuations indi-
cate shifts in investors’ narratives

Financial Volatility In-
dex

2007-2020
2021-2023

Daily macroeconomic indicator, reflects investors’
uncertainty of the market

Table 5: Summary of datasets with their characteristics.
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D LLM Details 1001

Here we describe implementation details for our LLM-generated analyses pipeline. This Appendix extend 1002

the information in Section 4.2. We elaborate on the prompt and parameters, and present a prompt example. 1003

Prompt: The prompt of the LLM contains instructions, a set of tweets from the analyzed month, and a 1004

set of the financial indicator values (VIX or S&P 500) from the same time period. We feed the LLM with 1005

both tweets and indicator values to allow it to potentially understand connections or correlations between 1006

them while generating the output. We limit to up to 10 tweets per day to avoid a long prompt. The sets of 1007

tweets and financial values are given in a dictionary format keyed by their date: ’yyyy-mm-dd: tweet 1008

or indicator value’. Each part of the prompt begins and ends with < > and </ > tags to enable easy 1009

post-processing. We instruct the model to generate a summarised analysis of the given input. We specify 1010

that the output will be used for predicting future indicator values. We explain about the input data and its 1011

structure. Finally, we break the task into two steps and instruct first to analyze the attributes that appear in 1012

the tweets and then analyze their potential effects on the close-future indicator values. A full example of a 1013

prompt is presented in Figure 6. 1014

LLM Parameters: Initial experiments suggest that a temperature of 0.5 balances well between 1015

generating diverse and creative outputs while maintaining a factual analysis. All other parameters are the 1016

model’s default. 1017

LLM prompt example 1018

You are a financial and NLP expert , assisting on creating a summarised
analysis on textual and financial data.

Your task is to create an analysis on given tweets from Twitter and on S&P 500
values from the same time period.

Your output will be used for producing S&P 500 predictions in the close -future
.

Your input 'Financial values ' is a dictionary of S&P 500 values with their
corresponding date (yyyy -mm-dd), from a time period of a month.

Your input 'Tweets ' is a dictionary of tweets from Twitter with their
publication date (yyyy -mm-dd), from the same time period. The tweets were
posted by opinion leaders and discuss about the news , current affairs ,
economy , finance , and politics.

To produce this analysis , first analyse the fear , stability and stress
expressed in the tweets , and then analyse their possible effects on the
close -future S&P 500 value.

Produce your output in the format: <Analysis of Tweets >PLACE_HOLDER </ Analysis
of Tweets >

<Potential Effects on S&P 500> PLACE_HOLDER </ Potential Effects on S&P 500>

Input:
<Financial values >
2021 -09 -01: 4524.09
2021 -09 -02: 4536.95
...
2021 -10 -01: 4357.04
</Financial values >

<Tweets >
2021 -09 -01: It is time for a total economic boycott of Texas and Texas -based

businesses.
...
2021 -09 -29: Pfizer is the 6th most owned stock by Congress. Surprised?
</Tweets >

Output:

Figure 6: LLM prompt for generating the summarized analysis of tweets and financial data of a monthly window.
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E T5 Integration Prompt1019

Figure 7 shows a prompt example for the T5 model classifying ’direction change’ of the S&P 500 for1020

1-day prediction horizon. This model is used for the experiments in Section 7.2. The prompt contains1021

both LLM-generated analysis and historical financial values, separated using leading titles and special1022

tokens. The prompt ends with a title of the task itself. More details about the T and F integration can be1023

seen in Section 4.3.1024

[CLS] Summary of recent tweets: The tweets from the given time period cover a
wide range of topics including politics , economy , finance , and social
issues. There are tweets expressing concerns about the economy , such as
discussions on inflation , high energy prices , and the impact of government
policies on businesses. There are also tweets discussing the need for

financial reforms , including calls for canceling student loan debt and
increasing taxes on the wealthy and corporations. Additionally , there are
tweets highlighting the consequences of defaulting on debt and the
potential impact on the economy. Overall , the tweets reflect a mix of
opinions and concerns regarding the current economic and financial
landscape. [SEP] Recent S&P 500 directions of change: decrease=0, increase
=1, increase=1, increase=1, decrease=0, decrease=0, decrease =0. [EOS]
Predict S&P 500 direction of change tomorrow:</s>

Figure 7: Prompt example of the T5 prediction model receiving both LLM-generated analysis and historical financial
values, in order to classify ’direction change’ of the S&P 500.

F Additional Narratives Analysis from Text1025

This section presents complementary analyses to the ones presented in Section 5.1026

F.1 Twitter Analysis1027

To inspect the information contained in our Pre-Pandemic Twitter dataset, we conduct an analysis of the1028

100 most frequent words associated with each topic of the dataset. This analysis reveals temporal shifts in1029

the distribution of most frequent words, coinciding with significant world events. For instance, Figure 81030

illustrates the monthly number of occurrences of the term ’debt’ in the ’economics’ dataset, presenting1031

peaks in July 2011 and October 2013, corresponding to major debt ceiling crises experienced by the US1032

during these times.1033

Figure 9 shows (a) sentiment scores created by VADER (Hutto and Gilbert, 2014) sentiment model1034

(ranged [-1,1]) for the ’business’ related tweets; and (b) the sentiment scores divided to bins of size 0.5.1035

Figure 8: Frequency of the word ’debt’ in the ’economics’ dataset over the years. Observed peaks in July 2011 and
October 2013 are aligned with the major debt ceiling crises the US experienced in these times.
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(a) Sentiment scores divided to negative
and positive bins.

(b) Raw sentiment scores.

Figure 9: VADER (Hutto and Gilbert, 2014) sentiment scores of the ’business’ dataset.

F.2 LLM-Based Narrative Analyses Examples 1036

Figures 10 and 11 present LLM’s outputs examples. Each analysis is constructed of several sentences 1037

describing the tweets and financial values given in the prompt. In both examples we can see the analyses 1038

recognize the described world events and analyze the impact of them on the financial activity, such as 1039

raising concerns and frustration, stress about the state of the economy market, or support in the government 1040

actions, which can impact the financial indicator. 1041
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Analysis of Tweets:
The tweets from the given time period cover a wide range of topics including

Brexit , inflation , debt , unemployment , tax cuts , climate change , and
business practices. There is a mix of opinions expressed , with some tweets
criticizing government policies and economic decisions , while others

highlight the need for investment in working families and fair economic
opportunities.

Many tweets express concerns about the impact of Brexit on the UK, citing
issues such as gas price hikes , food shortages , export crisis , and chaos
in various industries. These tweets indicate a sense of fear and stress
regarding the economic consequences of Brexit.

There are also tweets discussing the US economy , particularly the national
debt and the potential consequences of defaulting on it. Some tweets
criticize Republicans for their stance on the debt ceiling and the
potential negative effects on jobs and unemployment. Other tweets
highlight the need for tax reform and wealth redistribution to address
income inequality.

Climate change and environmental issues are mentioned in several tweets , with
some praising China 's decision to stop building coal plants overseas and
others criticizing the lack of action on climate change by certain
politicians and corporations.

In terms of business practices , there are tweets discussing stock buybacks ,
corporate bailouts , and the influence of pharmaceutical companies in
Congress. Some tweets call for increased regulation and transparency in
the financial sector.

Overall , the tweets reflect a mix of concerns about the state of the economy ,
the role of government , and the need for equitable economic policies.

Potential Effect on S&P 500:
Based on the analysis of the tweets , it is evident that there are several

factors that could potentially impact the S&P 500 in the close future.
These factors include:

1. Brexit -related concerns: The tweets expressing fear and stress about the
economic consequences of Brexit could lead to increased market volatility
and uncertainty , which may negatively impact the S&P 500.

2. Debt ceiling and default risks: The tweets discussing the potential
consequences of defaulting on the national debt highlight the risks to the
economy and job market. If the debt ceiling issue is not resolved in a

timely manner , it could lead to market instability and potentially impact
the S&P 500.

3. Climate change and environmental policies: The tweets mentioning climate
change and the need for clean energy transition may have implications for
certain sectors of the economy , such as fossil fuels and renewable energy.
Changes in government policies and regulations related to climate change

could impact the performance of companies in these sectors , which in turn
could affect the S&P 500.

4. Business practices and regulations: The tweets criticizing stock buybacks ,
corporate bailouts , and the influence of pharmaceutical companies may
contribute to calls for increased regulation and scrutiny of these
practices. Any regulatory changes or increased scrutiny on these issues
could impact the performance of companies involved , potentially affecting
the S&P 500.

It is important to note that the impact of these factors on the S&P 500 will
depend on various other economic and market conditions. However ,
considering the sentiments expressed in the tweets , it is advisable to
closely monitor these factors and their potential effects on the S&P 500
in the close future.

Figure 10: LLM-generated analysis for dates 21/09/2021 to 21/10/2021. In this time period the US Labor Department
reported that the unemployment rate fell to the lowest level since the start of the COVID-19 pandemic, the US
Federal Reserve announced that it would begin tapering its asset purchases, and the US House of Representatives
passed the Build Back Better Act (a bill for investments in climate change, healthcare, education and child care) and
a week after the US senate failed to pass it.
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Analysis of Tweets:
The tweets cover a wide range of topics including politics , finance , economy ,

and current affairs.
There are tweets discussing the actions and statements of political figures

such as Marco Rubio , Donald Trump , and Boris Johnson.
Some tweets express concerns about inflation , rising interest rates , and the

impact on the economy and personal finances.
There are mentions of financial fraud , insider trading , and the role of big

corporations in driving inflation.
Several tweets highlight the impact of government policies on various sectors ,

such as healthcare , student loans , and housing.
Some tweets express skepticism towards central banks and their role in the

economy.
There are mentions of potential economic crises , recessions , and the need for

fiscal stimulus.
A few tweets discuss the impact of global events , such as the Russian

mobilization and the European Central Bank 's digital euro.
Some tweets express frustration with the current state of the economy and the

financial hardships faced by individuals.

Potential Effect on S&P 500:
- The tweets reflect a mix of positive and negative sentiments towards the

economy and financial policies. This sentiment can influence investor
confidence and market sentiment , potentially impacting the S&P 500.

- Concerns about inflation , rising interest rates , and economic instability
expressed in the tweets may lead to increased market volatility and
potential declines in the S&P 500.

- Tweets discussing financial fraud , insider trading , and negative perceptions
of big corporations may erode investor trust and confidence , potentially

impacting the S&P 500.
- The mention of potential economic crises , recessions , and the need for

fiscal stimulus may create uncertainty and caution among investors ,
potentially affecting the S&P 500.

- Global events mentioned in the tweets , such as the Russian mobilization and
the European Central Bank 's digital euro , may have indirect effects on the
S&P 500 through their impact on global markets and investor sentiment.

- Overall , the sentiment and concerns expressed in the tweets suggest a
cautious outlook towards the economy and financial markets , which may
influence S&P 500 predictions in the close future.

Figure 11: LLM-generated analysis for dates 29/08/2022 to 28/09/2022. In this time period the Federal Reserve
raised the interest rates in an effort to combat inflation, the US Supreme Court ruled that the Biden administration
could not extend the pause on student loan payments, the US unemployment rate fell to the lowest level since 1969,
and the Biden administration announced an aid package for Ukraine.

G Full Results for ’Sentiment-Based Next-Day Prediction’ Experiment 1042

This appendix shows the full results for the experiment described in Section 6.1. Tables 6 and 7 presents 1043

the performance of all compared models for both ’direction change’ and ’next value’ tasks. For the 1044

summary of results and takeaways, please refer to the main experiment section. 1045

H Full Description for ’LLMs for End-to-End Prediction’ Experiment 1046

This appendix is complementary to Section 7.1. 1047

Method. Motivated by the limitations observed in prior experiments, we explore the utility of LLMs in 1048

predicting the VIX index by utilizing their ability to process long textual sequences and perform multi-step 1049

reasoning, obviating the need for separate components for text analysis and financial prediction. We 1050

utilize the web chat version of GPT (OpenAI, 2022) for continuous reasoning. 1051

We predict the average VIX value for the following week based on a monthly window of tweets paired 1052

with corresponding VIX values. Formally, given data covering dates T1, ..., T30, the LLM is instructed to 1053

predict the average value of the week between T30+7 − T30+14 (horizon=7). This target mitigates random 1054
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Type Model Accuracy

F- As-previous 0.812
baselines Train-majority 0.885
F Logistic Regression Binary 0.884
F Logistic Regression Numeric 0.896
F SVM Binary 0.883
F SVM Numeric 0.899
F Random Forest Binary 0.878
F Random Forest Numeric 0.936
TF Logistic Regression Binary 0.884
TF Logistic Regression Numeric 0.895
TF SVM Binary 0.883
TF SVM Numeric 0.899
TF Random Forest Binary 0.880
TF Random Forest Numeric 0.939
T Logistic Regression 0.885
T SVM 0.885
T Random Forest 0.879

Table 6: ’Direction change’ classification of FFR. Financial features are encoded either as ’Binary’ (increase/de-
crease) or ’Numeric’. The TF and F models perform nearly identically, outperforming the T models and the F
baselines. Best performing models are F & TF Random Forest with numeric financial features.

Type Model MSE

F- As-previous 28.712
baselines Train-mean 15.661
F Linear Regression 18.842
F Lasso 18.135
F Ridge 18.842
F SVM 15.416
F Random Forest 37.081
TF Linear Regression 19.152
TF Lasso 18.135
TF Ridge 19.121
TF SVM 15.416
TF Random Forest 37.576
T Linear Regression 15.932
T Lasso 15.661
T Ridge 15.898
T SVM 15.36
T Random Forest 24.629

Table 7: ’Next value’ prediction of FFR. Best T, F, TF models are comparable to each other and to ’train-mean’ F
baseline.

daily fluctuations common in economic indicators, enabling the model to capture broader trends.1055

Notably, similar behaviors were seen for S&P 500 prediction, and are omitted due to space constraints.1056

1. Few-Shot Learning: Initially, we condition the LLM with examples of tweet-VIX pairs, instructing1057

it to generate similar predictions for unseen inputs.1058

Results. While the model provides descriptive analyses of inputs, although not being instructed to1059

do so, it faces challenges in financial prediction. It sometimes refuses to provide predictions, citing its1060

limitations as a language model and its inability to provide financial advice or prediction. In other cases1061

it predicts a range of values mirroring the input range, neglecting potential effects of current tweets’1062

narratives which it successfully analyzes.1063

2. Multi-Step CoT Reasoning: To address the above challenges, we adopt a multi-step approach using1064

chain-of-thought (CoT) instructions. The LLM is instructed to first analyzing tweets, then explaining1065

their potential influence on the VIX, and finally predicting the average VIX for the following week, while1066

providing a rational for the prediction. This unified approach aims to encourage the model to generate1067

analyses directly relevant to the final prediction task.1068

Results. The LLM produces multi-step outputs, demonstrating meaningful narrative extraction and1069
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comprehension of their financial implications. However, prediction performance is inconsistent, with 1070

occasionally producing reasonable predictions and explanations, alongside instances where previous 1071

mentioned challenges still arise. 1072

Analyzing Economic Periods: Since the financial indicator can be volatile during a monthly period, we 1073

assess the LLM’s performance during stable (declining VIX), stressed (increasing VIX), trend reversal 1074

(declining present and increasing future-surprising peak), and volatile (fluctuating VIX) periods, assessing 1075

its prediction abilities in definite periods. We compare predictions with and without tweet data (F vs. TF 1076

models). Figure 12 presents the VIX values during such periods, together with the LLM’s predicted range. 1077

Stable Period: Both F and TF models correctly predict a continued decline, with the TF model 1078

providing richer analysis. 1079

Stressed Period: The LLM fails to capture the upward trend, despite identifying stress in tweets and 1080

a current moderate-high VIX values. Revises predictions upon prompting favor the higher end of the 1081

current value range. 1082

Trend Reversal: Despite recognizing the declining trend and increased stress, the LLM predicts a 1083

continuation of the declining trend, indicating limitations in incorporating dynamic changes. 1084

Volatile Period: Both F and TF models predict wide ranges, mirroring the input, with the TF model of- 1085

fering richer analysis, capturing emotional cues, economic discussions, and political events, all potentially 1086

contributing to volatility. While it suggests a slight increase, the wide range limits its precision. 1087

Multi-Step Few-Shot: This periods analyses reveal that the textual data seems to enrich the LLM’s 1088

understanding, leading to more nuanced explanations but only occasionally offering tailored numerical 1089

predictions. To address this, we revisited the few-shot setting, providing the LLM with both illustrative 1090

input-output pairs and multi-step instructions. This aims to quantify the magnitude and direction of tweets’ 1091

narratives influence on future financial values. Yet, the LLM’s predicted ranges remain incongruent with 1092

its tweets’ analysis. 1093

Synthetic Scenarios: We manipulate input data to investigate the LLM’s grasp of causal relationships, 1094

feeding it with texts coupled with corresponding financial changes (see the ’synthetic narratives’ baseline 1095

in § 3). While the LLM recognizes the direction of impact of these scenarios, it struggles to quantify the 1096

actual magnitude of the change. 1097

Takeaway. The LLM shows potential for financial forecasting, with its ability to analyze textual data 1098

and identify potential economic impacts, offering promising avenues for market insights. Yet, the model 1099

faces challenges in prediction reluctance and inconsistency in incorporating textual insights. Addressing 1100

these issues can unlock the full potential of LLMs for robust and narratives-insightful financial forecasting. 1101

(a) Trend Reversal Period. (b) Volatile period.

Figure 12: VIX economic definite periods, together with the LLM’s predicted ranges.
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