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Abstract

With the emergence of large language mod-001
els (LLMs), investigating if they can surpass002
humans in areas such as emotion recognition003
and empathetic responding has become a fo-004
cal point of research. This paper presents a005
comprehensive study exploring the empathetic006
responding capabilities of four state-of-the-art007
LLMs: GPT-4, LLaMA-2-70B-Chat, Gemini-008
1.0-Pro, and Mixtral-8x7B-Instruct in compari-009
son to a human baseline. We engaged 1,000 par-010
ticipants in a between-subjects user study, as-011
sessing the empathetic quality of responses gen-012
erated by humans and the four LLMs to 2,000013
emotional dialogue prompts meticulously se-014
lected to cover a broad spectrum of 32 dis-015
tinct positive and negative emotions. Our find-016
ings reveal a statistically significant superior-017
ity of the empathetic responding capability of018
LLMs over humans. GPT-4 emerged as the019
most empathetic, marking ≈31% increase in020
responses rated as Good compared to the hu-021
man benchmark. It was followed by LLaMA-2,022
Mixtral-8x7B, and Gemini-Pro, which showed023
increases of approximately 24%, 21%, and 10%024
in Good ratings, respectively. We further ana-025
lyzed the response ratings at a finer granular-026
ity and discovered that some LLMs are signifi-027
cantly better at responding to specific emotions028
compared to others. The suggested evaluation029
framework offers a scalable and adaptable ap-030
proach for assessing the empathy of new LLMs,031
avoiding the need to replicate this study’s find-032
ings in future research.033

1 Introduction034

This era is marked by massive developments in ar-035

tificial intelligence (AI), especially large language036

models (LLMs). They have exhibited performance037

exceeding humans across a variety of traditional038

language processing tasks such as question answer-039

ing, text summarization, and commonsense reason-040

ing (Laskar et al., 2023; Ziyu et al., 2023). While041

there are public benchmarks and evaluation frame- 042

works to evaluate LLMs’ performance on these 043

tasks, there is a lack of such resources to evaluate 044

LLMs’ ability to generate empathetic responses. 045

Empathetic response generation requires generat- 046

ing replies that are not only contextually relevant 047

and coherent but also demonstrate understanding, 048

compassion, and emotional support towards the 049

user’s situation and feelings (Rashkin et al., 2019). 050

This is particularly challenging as empathy, being 051

a deeply nuanced human experience, requires not 052

only linguistic proficiency but also a deep under- 053

standing of human psychology, emotions, and so- 054

cial context (Ioannidou and Konstantikaki, 2008). 055

Empathy is a multifaceted construct, encompass- 056

ing cognitive, affective, and compassionate coun- 057

terparts (Ekman, 2004; Decety et al., 2006; Pow- 058

ell and Roberts, 2017). Each component plays 059

a crucial role in holistic empathetic engagement. 060

Cognitive empathy is understanding and accurately 061

identifying others’ feelings. Affective empathy is 062

sharing the other person’s emotions. Compassion- 063

ate empathy is taking action to help the other person 064

deal with their emotions. Empathy is a key com- 065

ponent in making artificial conversational agents 066

human-like, which fosters trust and rapport with 067

the user (Liu-Thompkins et al., 2022) and helps 068

to increase people’s adoption of this technology 069

(Goetz et al., 2003; Stroessner and Benitez, 2019; 070

Svikhnushina and Pu, 2022). So, evaluating the em- 071

pathetic capabilities of LLMs that power artificial 072

conversational agents plays a big role in deciding 073

people’s willingness to use this technology. 074

Existing studies that evaluate the empathetic ca- 075

pabilities of LLMs encompass major limitations. 076

Most of them use automatic evaluation metrics that 077

do not necessarily correlate with human percep- 078

tions of empathy (Belkhir and Sadat, 2023; Loh and 079

Raamkumar, 2023). Most evaluations are focused 080

on the healthcare domain involving a lot of nega- 081

tive emotions (Chen et al., 2023; Ayers et al., 2023; 082
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Figure 1: Between-subjects experiment design to evaluate the level of empathy demonstrated by LLMs compared to
a human baseline when responding to emotional situations.

Liu et al., 2023). But empathy plays an important083

role in responding to both positive and negative084

emotions encountered in daily conversations. Also,085

most studies investigate LLMs’ ability to respond086

in general to emotions (which are mostly coarse-087

grained) as a whole, without analyzing them at a088

finer level (Lee et al., 2024; Zhao et al., 2023; Qian089

et al., 2023; Lee et al., 2022; Fu et al., 2023; Loh090

and Raamkumar, 2023). This makes it impossible091

to observe any variability in LLMs’ performance092

when responding to diverse emotions. Last, but093

most importantly, all studies we came across used094

within-subjects study designs where the same par-095

ticipant evaluated responses generated by different096

models (Lee et al., 2024, 2022; Ayers et al., 2023;097

Fu et al., 2023; Zhao et al., 2023; Qian et al., 2023).098

In addition to introducing evaluation biases caused099

due to over-exposure to different model outputs and100

the order they are shown to the participants, this101

type of study design makes the evaluation approach102

not scalable to incorporate new and updated LLMs.103

Addressing the above limitations, we designed a104

between-subjects user study, recruiting 1,000 peo-105

ple from the crowdsourcing platform Prolific (www.106

prolific.com), in which 200 participants each107

were assigned to rate responses generated by hu-108

mans and four state-of-the-art LLMs: GPT-4 (Ope-109

nAI, 2023), LLaMA-2-70B-Chat (Touvron et al.,110

2023), Gemini-1.0-Pro (Pichai, 2023), and Mixtral-111

8x7B-Instruct (MistralAI, 2024) (see Figure 1).112

We use 2,000 emotional dialogue prompts from 113

the state-of-the-art EmpatheticDialogues dataset 114

(Rashkin et al., 2019), which contains chit-chat 115

oriented human-human conversations, to form the 116

human baseline required for our study as well as 117

to initiate responses from the LLMs. We carefully 118

selected the dialogue prompts to be equally dis- 119

tributed over a broad spectrum of 32 positive and 120

negative emotions so that we can analyze whether 121

there are any significant differences between hu- 122

mans and LLMs when responding to such distinct 123

emotions. We prompt the four LLMs to gener- 124

ate a response to a given dialogue prompt, with 125

instructions defining empathy in terms of its cog- 126

nitive, affective, and compassionate counterparts. 127

We adopt a simple and straightforward evaluation 128

scale to gauge the empathy level in these responses. 129

We perform rigorous statistical analysis to identify 130

whether there are any statistically significant dif- 131

ferences between the empathy ratings of humans 132

and the four LLMs when responding to positive and 133

negative emotional situations. We further delve into 134

each finer emotion category and observe whether 135

there are any significant differences in the way hu- 136

mans and LLMs respond to these individual emo- 137

tions. Due to the careful and thorough design, this 138

evaluation framework provides a robust and exten- 139

sible solution to evaluate the empathetic quality 140

of emerging LLMs without having to replicate the 141

current study. 142
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2 Literature Review143

Different studies use different approaches to evalu-144

ate empathy in LLMs, most of which encompass145

automatic evaluation criteria. For example, Loh146

and Raamkumar (2023) investigated the capability147

of five state-of-the-art LLMs including GPT-3.5,148

GPT-4, PaLM-2—the predecessor of Gemini, and149

Vicuna—based on LLaMA-1 to generate empa-150

thetic responses using ≈2,550 dialogue prompts151

from the EmpatheticDialogues dataset. They uti-152

lized three automatic empathy-related evaluation153

metrics: 1) Emotional Reactions (indicative of af-154

fective empathy); 2) Interpretations (indicative of155

cognitive empathy); and 3) Explorations (indica-156

tive of cognitive empathy) (Sharma et al., 2020a)157

and discovered that LLMs’ responses scored higher158

across the three metrics compared to those gener-159

ated by traditional dialogue systems and humans.160

However, their evaluation is purely based on auto-161

matic evaluation, which does not necessarily corre-162

late with how human users perceive the responses163

generated by the LLMs. A user-based evaluation164

could either validate the above observations or165

bring forth vastly different results. Belkhir and166

Sadat (2023) analyzed GPT-3.5’s ability to produce167

empathetic responses, using precision, accuracy,168

and recall related to the emotion conveyed in the169

responses. However, empathetic communication170

does not always have to be emotional; it can some-171

times be more neutral, focusing on specific inten-172

tions, as noted by Welivita and Pu (2020). This173

raises questions about the appropriateness of such174

metrics for evaluating empathetic responses.175

Some studies have utilized questionnaires and176

psychological scales that are primarily designed to177

measure the empathy levels of humans on LLMs178

without considering their applicability. Schaaff et179

al. (2023) used standardized questionnaires from180

psychology such as Interpersonal Reactivity In-181

dex (Davis, 1980), Empathy Quotient (Lawrence182

et al., 2004), and Toronto Empathy Questionnaire183

(Spreng et al., 2009) to assess the level of empa-184

thy exhibited by GPT-3.5 compared to humans.185

Elyoseph et al. (2023) utilized the Levels of Emo-186

tional Awareness Scale (LEAS) (Lane et al., 1990)187

to evaluate GPT-3.5’s ability to identify and de-188

scribe emotions compared to the general popula-189

tion. But the applicability of this type of scales190

designed to evaluate humans’ emotion understand-191

ing and empathy levels on LLMs is debatable.192

Research evaluating the empathetic responding193

ability of LLMs using human evaluators employ 194

within-subjects designs, where the same partici- 195

pant evaluates different model outputs (Lee et al., 196

2024, 2022; Ayers et al., 2023; Fu et al., 2023; Zhao 197

et al., 2023; Qian et al., 2023). For instance, Lee et 198

al. (2024), conducted a within-subjects study with 199

200 participants evaluating responses generated by 200

humans, GPT-4, LLaMA-2, and Mixtral for 120 201

posts from Reddit. As elaborated in Section 1 this 202

type of study is not extensible to newer and up- 203

dated LLMs, requiring to reconduct the study from 204

scratch when new LLMs emerge. Moreover, the rel- 205

atively small sample size used fails to provide suffi- 206

cient data to arrive at robust statistical conclusions. 207

The above studies utilize standard A/B testing or 208

a 5 or 7-point numerical rating scale (sometimes 209

without any textual interpretations for each option) 210

to rate the empathy-level of the responses generated 211

by the LLMs. While effective in certain contexts, 212

these methods have notable disadvantages. The 213

rapid evolution of LLMs makes findings from A/B 214

tests quickly outdated. The interpretation of scale 215

points can vary widely among individuals, mak- 216

ing it difficult to achieve consistent measurements 217

across diverse participant groups. Most studies also 218

lack a human baseline for comparison. This lack 219

of a common ground to evaluate the empathetic 220

responding capabilities of LLMs makes the evalua- 221

tion complex and often not fully representative of 222

how effective LLMs are in real-world interactions. 223

3 The Dataset 224

To conduct the study, we used dialogues from 225

the state-of-the-art EmpatheticDialogues dataset 226

(Rashkin et al., 2019), which consists of ≈25K 227

dialogues spanning 32 fine-grained positive and 228

negative emotions, selected from multiple annota- 229

tion schemes, ranging from basic emotions derived 230

from biological responses (Ekman, 1992; Plutchik, 231

1984) to larger sets of subtle emotions derived from 232

contextual situations (Skerry and Saxe, 2015). The 233

dialogues in this dataset are curated by recruiting 234

crowd workers from Amazon Mechanical Turk 235

(AMT)1. The workers were paired together and 236

were asked to role-play a dialogue, one person act- 237

ing as the speaker and the other as the listener. The 238

speaker was asked to pick an emotion, come up 239

with a situation based on the chosen emotion, and 240

start a conversation. The listener who is unaware of 241

the emotion or the situation was asked to respond to 242

1https://www.mturk.com
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Empathy is the ability to understand and share the feelings of another person. It is the ability to put yourself in someone
else’s shoes and see the world from their perspective.
Empathy is a complex skill that involves cognitive, emotional, and compassionate components.
Cognitive empathy is the ability to understand another person’s thoughts, beliefs, and intentions. It is being able to see the
world through their eyes and understand their point of view.
Affective empathy is the ability to experience the emotions of another person. It is feeling what they are feeling, both positive
and negative.
Compassionate empathy is the ability to not only understand and share another person’s feelings, but also to be moved to
help if needed. It involves a deeper level of emotional engagement than cognitive empathy, prompting action to alleviate
another’s distress or suffering.
Empathy is important because it allows us to connect with others on a deeper level. It helps us to build trust, compassion,
and intimacy. Empathy is also essential for effective communication and conflict resolution.
You are engaging in a conversation with a human. Respond in an empathetic manner to the following using on average 28
words and a maximum of 97 words.

Table 1: The set of instructions used to prompt the large language models to generate empathetic responses.

the speaker. Based on the sample size predicted by243

power analysis (in Section 4.5), we used randomly244

sampled 2,000 dialogues from this dataset, which245

are more or less equally distributed across the 32246

emotions for our study (see Appendix A). Though247

the dialogues spanned up to a maximum of 8 turns,248

for simplicity, we selected only the first two dia-249

logue turns along with the emotion the dialogues250

were based on and the situation description. This251

formed the human baseline for our study.252

In one of our previous studies, we used two dif-253

ferent prompts to instruct the LLM GPT-4 to gen-254

erate responses given the 1st turn of the dialogues.255

The first one was a very basic prompt that did not256

define the concept of empathy nor explicitly asked257

the model to generate an empathetic response. The258

second prompt defined the concept of empathy con-259

cerning its cognitive, affective, and compassion-260

ate counterparts and explicitly asked the model to261

respond in an empathetic manner to the given di-262

alogue utterance. We observed that the one that263

utilized the second prompt outperformed the one264

that utilized the basic prompt as well as the human265

baseline with respect to the empathy ratings allo-266

cated by the study participants. Thus, we utilized267

the same empathy-defining instructions to prompt268

the LLMs compared in this study to generate re-269

sponses. Table 1 denotes this set of instructions.270

For comparison with the human baseline, we use271

responses generated by four state-of-the-art LLMs:272

GPT-4 (OpenAI, 2023); LLaMA-2-70B-Chat (Tou-273

vron et al., 2023); Gemini-1.0-Pro (Pichai, 2023);274

and Mixtral-8x7B-Instruct (MistralAI, 2024). De-275

tails regarding the four LLMs are in Appendix276

B. We first manually inspected a random set of277

responses generated by a large group of LLMs278

that included other LLMs such as PaLM-2 (Anil279

et al., 2023), ChatGLM-3 (Zeng et al., 2022), 280

Vicuna-180B (Chiang et al., 2023), and Falcon- 281

40B-Instruct (Almazrouei et al., 2023) and selected 282

the LLMs that seemingly generated the highest 283

quality responses to evaluate against the human 284

baseline. Appendix C denotes the statistics of all 285

the prompt-response pairs evaluated in the study. 286

4 Experiment Design 287

4.1 Between-Subjects vs Within-Subjects 288

In our experiment design, which was structured as 289

a between-subjects study, participants were di- 290

vided into five groups. The first group assessed 291

the empathetic quality of responses from humans 292

to both positive and negative emotional scenarios. 293

Each of the other four groups were assigned to 294

evaluate empathy in responses generated by one 295

of the four LLMs to the same emotional dialogue 296

scenarios. This type of study design offers distinct 297

advantages over a within-subjects approach. In 298

within-subjects studies, as one person evaluates 299

two or more model outputs, the evaluator’s percep- 300

tion of empathy could be distorted by overexpo- 301

sure to model outputs resulting in a bias in their 302

evaluations—commonly known as the carry-over 303

effect. For example, an averagely empathetic re- 304

sponse may be judged more harshly by the evalu- 305

ator if they have already seen an extremely empa- 306

thetic response given by another model. This could 307

also lead to order effects, as the sequence in which 308

model outputs are presented to the workers may 309

influence how they assess the responses. (Shaugh- 310

nessy et al., 2000; Charness et al., 2012; Montoya, 311

2023). Within-subjects studies also cannot accom- 312

modate seamless integration of outputs from newly 313

developed language models. Such a study design 314

necessitates starting from scratch every time a new 315
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model is introduced, making prior results obso-316

lete. Conversely, a between-subjects study design,317

which employs different participants for assessing318

each model, offers the adaptability needed to eval-319

uate emerging language models. This method fa-320

cilitates an ongoing evaluation of language models’321

evolving empathy capabilities, making it a desir-322

able option for such assessments.323

4.2 Selection of the Rating Scale324

When choosing a rating scale to evaluate the em-325

pathetic quality of responses, we faced a decision326

between a simpler 3-point scale with options Bad,327

Okay, Good and a more detailed 5-point scale with328

options Bad, Fair, Okay, Good, and Excellent. To329

determine the better option, we conducted a pilot330

study with 100 participants from Prolific. Each331

participant rated 10 responses using both scales.332

Half of the participants rated on a 3-point scale333

first and then on a 5-point scale (Group A) and the334

other half vice versa (Group B). We measured the335

agreement between raters in the above two groups336

using weighted Cohen’s kappa (Cohen, 1968). The337

results showed that the 3-point scale achieved a338

kappa score of 0.2817, indicating fair agreement,339

whereas the 5-point scale scored 0.1813, indicating340

poor agreement. Additionally, we assessed how341

well the ratings from each scale correlated with342

scores from EPITOME (Sharma et al., 2020b), an343

automatic empathy evaluation tool. The 3-point344

scale ratings showed a low but better correlation of345

0.1731 with EPITOME’s emotional reaction scores,346

compared to a negligible correlation of 0.0811 for347

the 5-point scale. These findings indicate that al-348

though individual preferences for different scale349

types may vary subjectively, the 3-point scale more350

successfully maintains the accuracy of objective351

empathy measurements, resulting in evaluations352

that are both more reliable and consistent compared353

to those using the 5-point scale. This makes the354

3-point scale a preferable choice for assessing em-355

pathy in responses, enhancing consistency among356

human raters, and alignment with automated tools.357

4.3 Task Design358

The five groups of participants for the study359

were recruited through the Prolific crowd-360

sourcing platform (www.prolific.com). Past361

research has indicated that Prolific outper-362

forms other crowdsourcing platforms like AMT,363

CloudResearch (www.cloudresearch.com), Dy-364

nata (www.dynata.com), and Qualtrics (www.365

qualtrics.com) in aspects such as worker atten- 366

tiveness, integrity, understanding, and dependabil- 367

ity (Peer et al., 2022; Douglas et al., 2023). Partici- 368

pants in the five groups were balanced across demo- 369

graphic criteria: gender (male and female); and age 370

group (young adulthood [19 - 25 years]; middle 371

adulthood [26 - 45 years]; late adulthood [46 - 64 372

years]; and older adulthood [65 years and above]). 373

Additionally, a survey based on the Toronto Em- 374

pathy Questionnaire (TEQ) (Spreng et al., 2009) 375

measured the empathy propensity of each partici- 376

pant, i.e., their natural predisposition to empathize 377

with others. Subsequent analysis indicated that the 378

inclination towards empathy was comparably dis- 379

tributed among the five groups, suggesting that par- 380

ticipant conditions were uniformly matched across 381

the board (see Appendix L). Each participant eval- 382

uated randomly chosen 10 dialogue responses gen- 383

erated by the same model. The source of the re- 384

sponses, whether from a human or an LLM, was 385

unknown to the participants. They were tasked with 386

rating the empathy of the responses as either Bad, 387

Okay, or Good, relative to how they would have 388

responded in similar situations. Furthermore, par- 389

ticipants were introduced to the concept of empathy 390

through a tutorial that covered its cognitive, affec- 391

tive, and compassionate dimensions. This tutorial 392

was identical to the one used to prompt the LLMs 393

and included exemplary dialogues from the Em- 394

patheticDialogues dataset. These examples were 395

chosen based on high ratings of empathy, relevance, 396

and fluency by the human participants involved in 397

the dataset’s creation. 398

4.4 Quality Control 399

To ensure a high standard of data quality, our study 400

selectively recruited participants who were profi- 401

cient in English and had a track record of at least 402

100 prior submissions with an approval rate ex- 403

ceeding 95%. Following the selection criteria, the 404

Toronto Empathy Questionnaire (TEQ), which was 405

used to measure the workers’ propensity to em- 406

pathize, contained 8 reserve scale questions. These 407

questions were used to gauge the quality of the 408

workers and their attentiveness to the task. 409

4.5 Statistical Test and Sample Size 410

To analyze the results from the study we use the 411

chi-square test of independence (McHugh, 2013) 412

that tests whether there is any statistically signif- 413

icant difference between the proportion of Bad, 414

Okay, and Good ratings of the five response groups. 415
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When analyzing categorical ratings, particularly416

if the data involves ratings from different groups417

(like humans vs LLMs), the chi-Square test of in-418

dependence is often a strong choice due to its ro-419

bustness and the straightforward interpretability of420

the results (Field, 2013). The null and the alternate421

hypotheses of this statistical test are as below.422

χ2 test of independence:

• Null hypothesis: There is no difference between the
proportion of Bad, Okay, and Good ratings of the
five groups of responses.

• Alternative hypothesis: There is a difference be-
tween the proportion of Bad, Okay, and Good ratings
of at least one out of the five groups of responses.

We used the G-Power software (Faul et al., 2009)423

to compute the minimal sample size required to de-424

tect a significant difference between the ratings of425

the five response groups. For the chi-square test of426

independence with a medium effect size (0.3), a427

significance level (α) of 0.05, and a power (1− β)428

of 0.95, the minimal total sample size required is429

253 (i.e. at least 51 participants per group). When430

statistically analyzing the differences in empathy431

ratings when responding to positive and negative432

emotions separately, the minimal sample size re-433

quired becomes twice the sample size suggested434

above (i.e. at least 102 participants per group).435

From a prior study, we had already engaged 200436

participants to evaluate responses generated by hu-437

mans and GPT-4. To ensure compatibility, we addi-438

tionally recruited 600 participants from Prolific to439

rate responses generated by the LLMs: LLaMA-2;440

Gemini-Pro; and Mixtral-8x7B. That is 200 par-441

ticipants per group, which is sufficiently above442

the minimal sample size. One participant was443

asked to rate 10 responses. Altogether our study444

compares empathy ratings received for 10, 000 re-445

sponses (2, 000 responses per group).446

5 Results447

Figure 2 visualizes the number of Good, Okay,448

and Bad ratings received by the responses gener-449

ated by humans, and the four LLMs for dialogue450

prompts spanning across all emotions as a whole.451

The χ2 and the p-values obtained by applying the452

chi-square test of independence to the number of453

Good, Okay, and Bad ratings collectively and for454

each category independently indicated that there455

is a statistically significant difference between the456

proportion of Good, Okay, and Bad ratings of at457

least one out of the five response groups. We com- 458

puted the percentage gains of the ratings received 459

by each LLM compared to the human baseline 460

under each rating category. GPT-4 was observed 461

to generate the most empathetic responses with 462

≈ 31%(χ2 = 96.77, p < .001) gain in the number 463

of Good ratings compared to the humans. LLaMA- 464

2, Mixtral-8x7B, and Gemini-Pro were observed to 465

follow GPT-4 with ≈ 24%(χ2 = 54.40, p < .001), 466

≈ 21%(χ2 = 42.36, p < .001), and ≈ 10%(χ2 = 467

8.85, p < .01) gain in the number of Good ratings, 468

respectively, compared to the human baseline. Note 469

that when calculating the χ2 values here, we con- 470

sidered Good ratings as one category and combined 471

Bad and Okay ratings as another category. 472

Figure 3 visualizes the number of Good, Okay, 473

and Bad ratings received by the responses gener- 474

ated by humans and the four LLMs for positive 475

and negative emotional dialogue prompts, sepa- 476

rately. All four LLMs outperformed the human 477

baseline across both positive and negative emo- 478

tions in the number of Good ratings received. 479

Here too, GPT-4 ranked the top in the number 480

of Good ratings, obtaining percentage gains of 481

≈ 36%(χ2 = 64.10, p < .001) and ≈ 27%(χ2 = 482

36.78, p < .001), respectively across positive and 483

negative emotions, compared to the human base- 484

line. LLaMA-2 and Mixtral-8x7B followed GPT-4 485

when responding to positive emotions obtaining 486

≈ 28%(χ2 = 38.40, p < .001), and ≈ 25%(χ2 = 487

29.21, p < .001) gain in the number of Good rat- 488

ings, respectively, compared to the human base- 489

line. However, the percentage gain in the number 490

of Good ratings obtained by Gemini-Pro across 491

positive emotions was observed to be statistically 492

insignificant compared to those received by the 493

human responses (↑= 5.95%, χ2 = 1.54, p > 494

.05). LLaMA-2, Mixtral-8x7B, and Gemini-Pro 495

followed GPT-4 when responding to negative emo- 496

tions obtaining ≈ 20%(χ2 = 19.0, p < .001), 497

≈ 17%(χ2 = 15.15, p < .001), and ≈ 13%(χ2 = 498

8.02, p < .01) gain in the number of Good ratings, 499

respectively, compared to the human baseline. 500

Further, we computed the percentage gains of 501

the categorical ratings received by each LLM com- 502

pared to the human baseline when responding to 503

each of the 32 positive and negative emotions (See 504

Table 10 in Appendix H). This finer analysis al- 505

lowed us to observe that some LLMs are signifi- 506

cantly better than humans when responding to spe- 507

cific emotions compared to others. It could be ob- 508

served that GPT-4 obtains statistically significant 509
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Figure 2: The Good, Okay, and Bad rating counts corresponding to the responses generated by humans, GPT-4,
LLaMA-2, Gemini-Pro, and Mixtral-8x7B. The percentage gains of the LLMs’ response ratings compared to the
humans’ response ratings are indicated at the top of each bar. The gains indicated in red are statistically significant.

percentage gains in the number of Good ratings510

over the human baseline across most positive emo-511

tion categories such as Impressed (↑= 56%, χ2 =512

10.62, p < .01), Surprised (↑= 79%, χ2 =513

10.33, p < .01), Grateful (↑= 65%, χ2 =514

8.36, p < .01), Proud (↑= 50%, χ2 = 7.7, p <515

.01), Confident (↑= 44%, χ2 = 6.86, p < .01),516

Joyful (↑= 42%, χ2 = 6.34, p < .05), and Excited517

(↑= 47%, χ2 = 5.41, p < .05); LLaMA-2 across518

emotions Grateful (↑= 65%, χ2 = 8.36, p <519

.01), Surprised (↑= 71%, χ2 = 8.14, p < .01),520

Proud (↑= 44%, χ2 = 5.69, p < .05), Ex-521

cited (↑= 44%, χ2 = 4.59, p < .05), Hopeful522

(↑= 39%, χ2 = 4.27, p < .05), and Prepared523

(↑= 39%, χ2 = 4.06, p < .05); and Mixtral-8x7B524

across emotions Proud (↑= 59%, χ2 = 11.44, p <525

.001), Grateful (↑= 58%, χ2 = 6.36, p < .05),526

and Excited (↑= 47%, χ2 = 5.41, p < .05).527

Compared to the positive emotions, we could528

only observe the four LLMs obtaining significant529

gains in the number of Good ratings over humans530

only across a few negative emotions such as Afraid531

(LLaMA: ↑= 50%, χ2 = 4.66, p < .05; GPT:532

↑= 46%, χ2 = 3.91, p < .05), Apprehensive533

(GPT: ↑= 104%, χ2 = 20.72, p < .001; Gem-534

ini: ↑= 60%, χ2 = 6.23, p < .05; LLaMA:535

↑= 52%, χ2 = 4.57, p < .05), Anxious (GPT: ↑=536

75%, χ2 = 9.2, p < .01; LLaMA: ↑= 63%, χ2 =537

6.22, p < .05; Gemini: ↑= 63%, χ2 = 6.22, p <538

.05; Mixtral: ↑= 50%, χ2 = 3.85, p < .05), and539

Annoyed (GPT: ↑= 59%, χ2 = 6.62, p < .05);540

Mixtral: ↑= 52%, χ2 = 4.97, p < .05)). This im-541

plies that there is more room for these LLMs to542

improve their performance across other important543

negative emotion categories that commonly occur 544

in day-to-day conversations. 545

6 Case Study 546

Table 2 shows an example, in which the response 547

generated by the human was rated Bad whereas 548

the responses generated by the four LLMs were 549

rated Good by the participants. It could be noted 550

that in the human response, the human responder 551

speaks about themselves rather than focussing on 552

the emotion of the speaker. On the other hand, all 553

the four LLMs seem to recognize the emotion of 554

the speaker and the love the speaker’s grandmother 555

has towards them and validate it using phrases such 556

as That’s so sweet, That’s so thoughtful, That’s so 557

heartwarming to hear!, and Your grandmother’s 558

thoughtfulness warms my heart. What follows in 559

the LLMs’ responses are more complex reflections 560

of what the speaker has said, which not only demon- 561

strates understanding but also adds depth to the con- 562

versation, potentially leading to a more profound 563

continuation of the dialogue. More such examples 564

are denoted in Appendix J. 565

7 Discussion 566

The responses generated by all four LLMs sur- 567

passed the human responses in terms of empathetic 568

quality by a statistically significant margin across 569

all emotions as a whole, and across positive (ex- 570

cept Gemini-pro) and negative emotions separately. 571

Even though Gemini-Pro reported a significant gain 572

(≈ 13%) compared to the human baseline across 573

negative emotions, it failed to report statistically 574

7



(a) Positive dialogues (b) Negative dialogues

Figure 3: The Good, Okay, and Bad rating counts corresponding to the responses generated by humans, GPT-4,
LLaMA-2, Gemini-Pro, and Mixtral-8x7B for positive and negative emotional dialogue prompts.

Prompt My grandma sent a lot of food to me through my mom. She’s still making sure I get good food to eat. (Sentimental)
Responses:
Human Some habits die hard. My mom’s always trying to send me food still. I’m a grown man. (Bad)
GPT That’s so sweet of your grandma. It shows how much she cares about you. It must be comforting to know you’re

always on her mind. (Good)
LLaMA That’s so thoughtful of your grandma to make sure you’re well taken care of. It’s great that she’s still involved in

your life and wants to ensure your well-being. (Good)
Gemini That’s so heartwarming to hear! Your grandma’s thoughtfulness shows how much she cares about you. It’s

wonderful that she’s going to such efforts to ensure you’re well-fed. I can imagine the love and warmth that
comes with each meal. Thanks for sharing this special gesture. (Good)

Mixtral Your grandmother’s thoughtfulness warms my heart. It’s evident that she cares deeply for you and wants to
ensure your well-being. Her actions speak volumes about the love and concern she holds for you. (Good)

Table 2: An example where the response generated by the human was rated Bad whereas the responses generated by
the LLMs were rated Good by the participants.

significant gains compared to the human baseline575

across positive emotions, which leaves more room576

for Gemini-Pro to improve its performance when577

responding to positive emotions. It was seen that578

LLMs GPT-4, LLaMA-2, and Mixtral-8x7B per-579

form significantly better than humans when re-580

sponding to most positive emotion categories such581

as Grateful, Proud, and Excited. However, com-582

pared to positive emotions, the four LLMs could583

only perform significantly better than humans when584

responding to a few negative emotions such as585

Apprehensive and Anxious. This implies that the586

LLMs, while advanced in their empathetic under-587

standing and response generation, have differential588

performance based on the valence of the emotions589

they are responding to. This could be due to a590

variety of factors such as the data the models are591

trained on, which may contain richer or more nu-592

anced examples of responses to specific emotions,593

allowing the LLMs to learn more effective response594

strategies for these emotions.595

The disparity in performance between positive596

and negative emotions also suggests that future it-597

erations of these LLMs could benefit from targeted598

improvements in understanding and responding to599

more negative emotions. This could involve incor- 600

porating more diverse and nuanced examples of 601

negative emotional responses into the training data 602

or refining the models’ algorithms to better capture 603

the subtleties of negative emotional expressions. 604

Furthermore, the fact that LLMs outperform hu- 605

mans in empathetic response quality, especially 606

in certain emotions, underscores the potential of 607

these models in applications requiring emotional 608

intelligence, such as mental health support, cus- 609

tomer service, and social interactions. However, 610

the variability in performance across different types 611

of emotions also highlights the importance of on- 612

going research and development to enhance the 613

models’ emotional intelligence across the full spec- 614

trum of human emotions. 615

Overall, this study contributed knowledge on 616

how empathy is conveyed in responses generated 617

by different LLMs to diverse positive and negative 618

emotional stimuli, compared to a human baseline. 619

Due to the between-groups study design and the 620

release of the dataset, the evaluation framework 621

that we introduce could be extended to evaluate the 622

empathetic responding capabilities of newer and 623

updated versions of LLMs as they emerge. 624
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8 Limitations625

The choice of using a 3-point scale rather than a 5626

or 7-point scale can raise concerns regarding the627

granularity of the evaluation. We opted for a 3-628

point rating scale over a 5 or 7-point scale based629

on the observations from our pilot study detailed630

in section 4.2. Despite potential concerns about631

the finer granularity of larger scales, the simplicity632

and directness of the 3-point scale enhance consis-633

tency among a large and diverse group of raters.634

Our results demonstrate that this scale, while less635

granular, still supports robust statistical analysis636

and effectively highlights significant differences637

between human and LLM-generated empathetic638

responses. This confirms its effectiveness in the639

context of our research objectives. Our study es-640

tablishes a foundational benchmark for assessing641

the empathetic quality of responses, serving as a642

stepping stone for more detailed future studies.643

9 Ethical Considerations644

Data usage: The study utilized dialogue prompt-645

response pairs from the state-of-the-art Empathet-646

icDialogues dataset (Rashkin et al., 2019), which647

contains ethically sourced dialogues and is avail-648

able publicly under the CC BY-NC 4.0 license. The649

dataset itself is anonymized to protect the privacy650

of individuals who contributed to its creation. We651

plan to publicly release the new artifacts generated652

in this study, including the responses from the four653

LLMs and the participants’ empathy ratings, under654

the CC BY-NC 4.0 license. This licensing allows655

other researchers to modify, enhance, and further656

build upon our work for non-commercial purposes.657

By doing so, we aim to facilitate ongoing compar-658

isons with newer and updated versions of LLMs,659

eliminating the need to replicate the entire study660

from the beginning.661

Human experiment: The human participants662

recruited from the crowdsourcing platform Prolific663

(www.prolific.com) were paid C2.25 for rating664

10 responses that took on average 11 minutes and665

23 seconds to complete. This was ≈1.3 times above666

the wage recommended as Good (C9 per hour) by667

the Prolific crowdsourcing platform. All partici-668

pants were informed about the purpose of the study669

and the nature of the tasks they would perform.670

The ratings were collected at the end of the task671

after the participants decided to submit their work.672

Intermediate annotations were not recorded. The673

participants were allowed to leave the task at any674

time without submitting their ratings. Random sub- 675

sets of dialogue prompt-response pairs used in the 676

study were manually inspected to ensure that the 677

tasks assigned to the crowd workers were not psy- 678

chologically distressing or offensive. In addition, 679

efforts were made to recruit a diverse group of par- 680

ticipants considering factors of gender and the age 681

group that represent the broader population to avoid 682

bias in the results. 683

Transparency and reproducibility of the 684

study: The dialogue prompt-response pairs that 685

were subjected to evaluation along with the par- 686

ticipants’ evaluations of these responses will be 687

released publicly to ensure the transparency and 688

reproducibility of our study. 689

Ethical concerns surrounding empathetic 690

LLMs: Given the black-box nature of LLMs 691

and their limited controllability and interpretabil- 692

ity, one should take caution when using them, par- 693

ticularly in sensitive application domains such as 694

mental health and crisis support. The opaque na- 695

ture of these models can lead to outputs that are 696

unpredictable or misaligned with human expecta- 697

tions, which can raise significant ethical concerns. 698

Also, LLM-generated responses can represent soci- 699

etal biases and discriminations that are inherently 700

present in the training data, which can lead to dis- 701

criminatory or unethical outputs. Thus, an ethical 702

approach to deploying such LLMs in sensitive do- 703

mains should involve rigorous checking for biases 704

and continuously monitoring their performance 705

across underrepresented social groups. Some re- 706

search studies point out that over-reliance on AI 707

for empathetic interactions could affect human em- 708

pathy skills and alter traditional social interactions 709

(Chen et al., 2024). There is also a concern regard- 710

ing the sincerity of the LLM-generated empathetic 711

responses since LLMs cannot feel the users’ emo- 712

tions (Bove, 2019). Hence, it is important to be 713

transparent about the nature of the LLM-generated 714

responses to avoid over-reliance or emotional at- 715

tachment to these agents over time. 716
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A Distribution of Emotions961

Figure 4 shows the distribution of the dialogue962

prompt-response pairs sampled from the Empathet-963

icDialogues dataset across the 32 positive and neg-964

ative emotions. Table 3 shows the counts and the965

percentages of dialogue prompt-response pairs in966

the dataset corresponding to each emotion. It can967

be noted that the prompt-response pairs are more968

or less equally distributed across the 32 emotions.969

B Large Language Models970

The study evaluated four state-of-the-art LLMs:971

GPT-4; LLaMA-2-Chat-70B; Gemini-1.0-Pro; and972

Mixtral-8x7B-Instruct. The details of the four973

LLMs are as follows.974

GPT-4 (OpenAI, 2023) developed by OpenAI975

(openai.com) is the latest model in their GPT976

series with an estimated 1.76 trillion parameters.977

GPT-4 is claimed to be more reliable, creative, and978

able to handle much more nuanced instructions979

than its predecessor GPT-3.5. The model consider-980

ably outperforms existing LLMs, alongside most981

state-of-the-art models which include benchmark-982

specific crafting or additional training protocols.983

LLaMA-2-Chat-70B (Touvron et al., 2023) de-984

veloped by Meta AI (ai.meta.com), is an open-985

source LLM pre-trained on publicly available on-986

line data sources and fine-tuned on publicly avail-987

able instruction tuning data (Chung et al., 2022),988

Emotion # dialogues % of dialogues

Positive emotions: 881 44.05%
Prepared 62 3.10%
Anticipating 64 3.20%
Hopeful 60 3.00%
Proud 63 3.15%
Excited 64 3.20%
Joyful 60 3.00%
Content 67 3.35%
Caring 66 3.30%
Grateful 62 3.10%
Trusting 58 2.90%
Confident 57 2.85%
Faithful 68 3.40%
Impressed 67 3.35%
Surprised 63 3.15%
Negative emotions: 1119 55.95%
Terrified 67 3.35%
Afraid 62 3.10%
Apprehensive 63 3.15%
Anxious 63 3.15%
Embarrassed 65 3.25%
Ashamed 57 2.85%
Devastated 66 3.30%
Sad 61 3.05%
Disappointed 60 3.00%
Lonely 57 2.85%
Sentimental 59 2.95%
Nostalgic 62 3.10%
Guilty 61 3.05%
Disgusted 64 3.20%
Furious 59 2.95%
Angry 63 3.15%
Annoyed 68 3.40%
Jealous 62 3.10%

Table 3: The counts and percentages of dialogue prompt-
response pairs in the dataset corresponding to each emo-
tion.

aligning the LLM towards dialogue-style instruc- 989

tions. We used the largest variant of LLaMA-2 990

with 70 billion parameters for this study. 991

Gemini-1.0-Pro (Pichai, 2023) developed by 992

Google is a multimodal LLM trained to recog- 993

nize and understand text, images, audio, and video. 994

While Google does not reveal the exact number of 995

parameters of this model and the data the model 996

is trained on, it is developed based on the trans- 997

former architecture and relies on strategies like 998

pre-training and fine-tuning, much as other LLMs. 999

Independent research found that Gemini-1.0-Pro 1000

trails GPT-3.5-turbo across many of the traditional 1001

NLP benchmarks (Akter et al., 2023). 1002

Mixtral-8x7B-Instruct (MistralAI, 2024) devel- 1003

oped by Mistral AI (mistral.ai), is a high-quality 1004

sparse mixture of experts model (SMoE) with 1005

46.7B total parameters. The Instruct model has 1006
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Figure 4: Distribution of the dialogue prompt-response pairs sampled from the EmpatheticDialogues dataset across
the 32 positive and negative emotions.

been optimised through supervised fine-tuning1007

and direct preference optimisation for careful1008

instruction following. It is claimed to outperform1009

LLaMA-2 (70B) on most traditional NLP bench-1010

marks with 6x faster inference. The model is also1011

claimed to match or outperform GPT-3.5 on most1012

standard benchmarks.1013

1014

We used the official API provided by OpenAI1015
2 when querying GPT-4, the API provided by1016

Replicate 3 when querying LLaMa-2-Chat-70B and1017

Mixtral-8x7B-Instruct, and Vertex AI API 4 when1018

querying Gemini-1.0-Pro. Table 4 indicates the1019

key parameters used when querying the four LLMs1020

to generate responses to the emotional dialogue1021

prompts. All the experiments were conducted on1022

a MacBook Pro machine having a 2.3 GHz Quad-1023

Core Intel Core i5 processor and 8 GB memory.1024

C Statistics of the dialogue prompts and1025

responses1026

Table denotes the statistics of all the prompt-1027

response pairs evaluated in the study. An analy-1028

sis of the variation of the response ratings with1029

the length of the responses used for the study is1030

included in Appendix I.1031

2https://openai.com/index/openai-api
3https://replicate.com
4https://cloud.google.com/vertex-ai
5https://www.nltk.org/api/nltk.tokenize.html

Model: GPT-4
temperature 0
top_p 1
frequency_penalty 0
presence_penalty 0

Model: LLaMA-2-Chat-70B
temperature 0.01
top_p 1
repetition_penalty 1

Model: Gemini-1.0-Pro
temperature 0
top_p 1
top_k 1
frequency_penalty 0
presence_penalty 0

Model: Mixtral-8x7B-Instruct
temperature 0.1
top_p 1
repetition_penalty 1

Table 4: Parameters used when querying the four LLMs
to generate responses to emotional dialogue prompts.

Model Avg # tokens Max # tokens

Dialogue prompt 23.24 143
Responses:
Human 28.37 97
GPT-4 34.94 65
LLaMA-2-Chat-70B 53.45 90
Gemini-1.0-Pro 53.99 93
Mixtral-7x8B-Instruct 61.35 95

Table 5: Statistics of the dialogue prompts and responses
used for the study. The dialogue prompt here means the
first dialogue utterance that initiates a reply. NLTK’s
tokenized package5was used to tokenize the text.
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Figure 5: The description of the task.

D Toronto Empathy Questionnaire1032

Table 6 shows the questions in the Toronto Empa-1033

thy Questionnaire (TEQ) (Spreng et al., 2009) that1034

were asked from the participants. Responses to1035

the questions are scored according to the following1036

scale for positively worded questions: Never = 0;1037

Rarely = 1; Sometimes = 2; Often = 3; Always =1038

4. The negatively worded questions indicated are1039

reverse-scored. Scores are summed to derive one’s1040

propensity to empathize.1041

E Task Interfaces1042

Figures 5, 6, 7 and 8 show the task interfaces corre-1043

sponding to the description of the task, the tutorial1044

presented to the crowd workers, the Toronto Em-1045

pathy Questionnaire, and the response rating task,1046

respectively.1047

F Determing the Effect Size1048

Jacob Cohen, a renowned psychologist and statisti-1049

cian, introduced standards for evaluating the mag-1050

nitude of effect sizes in statistical analyses such as1051

chi-square tests and analysis of variance (ANOVA),1052

as detailed in his work on quantitative methods (Co-1053

hen, 1992). These standards provide a foundational1054

guide for assessing the substantive importance of1055

observed effects within these statistical tests. For1056

Figure 6: The tutorial.

Figure 7: The Toronto Empathy Questionnaire.
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1. When someone else is feeling excited, I tend to get excited too
2. Other people’s misfortunes do not disturb me a great deal*

3. It upsets me to see someone being treated disrespectfully
4. I remain unaffected when someone close to me is happy*

5. I enjoy making other people feel better
6. I have tender, concerned feelings for people less fortunate than me
7. When a friend starts to talk about his or her problems, I try to steer the conversation towards something else*

8. I can tell when others are sad even when they do not say anything
9. I find that I am “in tune” with other people’s moods

10. I do not feel sympathy for people who cause their own serious illnesses*

11. I become irritated when someone cries*

12. I am not really interested in how other people feel*

13. I get a strong urge to help when I see someone who is upset
14. When I see someone being treated unfairly, I do not feel very much pity for them*

15. I find it silly for people to cry out of happiness*

16. When I see someone being taken advantage of, I feel kind of protective towards him or her

Table 6: The Toronto Empathy Questionnaire (Spreng et al., 2009). *Negatively worded reverse scale questions.

Figure 8: The task interface for rating responses in terms
of empathy.

Chi-square tests, Cohen’s W is utilized to measure 1057

the association strength between categories, with 1058

Cohen establishing benchmarks for small (0.10), 1059

medium (0.30), and large (0.50) effects. 1060

We chose the medium effect size to compute the 1061

required minimum sample size because a medium 1062

effect size can sensitively detect differences in 1063

empathy levels between humans’ and LLMs’ re- 1064

sponses, whose differences can be significant, yet 1065

not overwhelmingly so. Furthermore, employing a 1066

medium effect size enables the identification of nu- 1067

anced yet significant differences without the need 1068

for an overly large sample, ensuring that the differ- 1069

ences detected by the study are practically mean- 1070

ingful. 1071

G Chi-Squared test of independence — 1072

Results 1073

The statistical chi-square test of independence re- 1074

sults corresponding to the proportions of the Bad, 1075

Okay, and Good empathy ratings received by the 1076

responses generated by the humans and the four 1077

LLMs are denoted in Table 7. Table 9 denotes the 1078

statistical pairwise chi-square test of independence 1079

results corresponding to the proportions of Bad, 1080

Okay, and Good empathy ratings of the humans’ 1081

and each of the LLMs’ responses. 1082

H Finer analysis of empathy ratings 1083

Tables 10 denote the percentage gains obtained 1084

by the four LLMs’ response ratings compared to 1085

the human baseline when responding to dialogue 1086

prompts containing positive and negative emotions. 1087

We conducted pairwise statistical chi-square tests 1088

of independence for the proportions of each of Bad, 1089
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Rating Human GPT-4 LLaMA-2 Gemini Mixtral χ2 (9.49) χ2 (15.51)

All Bad 342 142 174 248 205 121.86 (p < .001) 173.89 (p < .001)
emotions Okay 672 563 607 671 603 20.89 (p < .001)

Good 986 1295 1219 1081 1192 121.10 (p < .001)

Positive Bad 133 34 48 117 76 98.88 (p < .001) 138.83 (p < .001)
emotions Okay 294 228 250 283 238 17.97 (p < .001)

Good 454 619 583 481 567 94.30 (p < .001)

Negative Bad 209 108 126 131 129 50.28 (p < .001) 67.04 (p < .001)
emotions Okay 378 335 357 388 365 6.75 (p > .05)

Good 532 676 636 600 625 41.03 (p < .001)

Table 7: Statistical Chi-square test results corresponding to the proportions of Bad, Okay, and Good empathy ratings
of the humans’ and the LLMs’ responses. The critical values of the χ2 distributions are 15.51 and 9.49, respectively
for all Bad, Okay, and Good rating classes and one at a time (computed at a significance level of 0.05 and 8 and
4 degrees of freedom, respectively). If the χ2 statistic is greater than the critical value the null hypothesis can be
rejected at 5% significance level, which means there is a statistically significant difference in the proportions of the
empathy ratings between the groups of responses that are being compared.

All emotions Positive emotions Negative emotions
χ2 (5.991) χ2 (5.991) χ2 (5.991)

LLMs against human baseline:
Human Vs GPT-4 134.12 (p < .001) 92.41 (p < .001) 51.94 (p < .001)
Human Vs LLaMA-2 82.62 (p < .001) 59.52 (p < .001) 30.42 (p < .001)
Human Vs Gemini 19.34 (p < .001) 2.01 (p > .05) 22.11 (p < .001)
Human Vs Mixtral 57.53 (p < .001) 33.95 (p < .001) 26.64 (p < .001)

LLMs against each other:
GPT-4 Vs LLaMA-2 7.19 (p < .05) 4.48 (p > .05) 3.30 (p > .05)
GPT-4 Vs Gemini 57.54 (p < .001) 68.86 (p < .001) 10.63 (p < .01)
GPT-4 Vs Mixtral 17.08 (p < .001) 18.53 (p < .001) 5.15 (p > .05)
LLaMA-2 Vs Gemini 24.46 (p < .001) 40.68 (p < .001) 2.44 (p > .05)
LLaMA-2 Vs Mixtral 2.85 (p > .05) 6.84 (p < .05) 0.22 (p > .05)
Gemini Vs Mixtral 13.13 (p < .01) 19.65 (p < .001) 1.23 (p > .05)

Table 8: Statistical χ2 test results corresponding to the proportions of Bad, Okay, and Good empathy ratings of
the humans’ and each of the LLMs’ responses. In this case, we compare two by two. The critical value of the χ2

distribution in this case is 5.991 (computed at a significance level of 0.05 and 2 degrees of freedom), which means if
the χ2 statistic is greater than 5.991 the null hypothesis can be rejected at 5% significance level, which means there
is a statistically significant difference in the proportions of the Bad, Okay, and Good empathy ratings between the
two groups of responses being compared.

Okay, and Good response ratings between the hu-1090

mans and each of the four LLMs. The percentage1091

gains for which statistical significance was indi-1092

cated by the chi-square test of independence are1093

highlighted in bold.1094

I Impact of the response length on the1095

response ratings1096

We investigated whether the length of the responses1097

have an impact on the ratings assigned. Figure 91098

shows the distributions of the lengths of the re-1099

sponses generated by humans and the four LLMs.1100

For each model, we computed the Pearson cor-1101

relation coefficient between the lengths of the re-1102

sponses and the ratings assigned. The statistics1103

pertaining to the lengths of the responses and the1104

correlation coefficients are indicated in Table 11. 1105

As it could be noted, all the correlation coefficients 1106

fall below 0.14, which indicates that there is no 1107

strong correlation between the ratings assigned and 1108

the response lengths. 1109

Figure 10 shows the distributions of the lengths 1110

of the responses rated Bad, Okay, and Good, irre- 1111

spective of the source of the response. We con- 1112

ducted statistical analysis using one-way analy- 1113

sis of variance (ANOVA), which produced an F- 1114

statistic of 1.00 (p > 0.05), which indicates that 1115

there is no statistically significant difference in the 1116

response lengths across the categories Bad, Okay, 1117

and Good. The above analyses suggest that the 1118

response ratings are not influenced by the response 1119

lengths. 1120
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Bad Okay Good
% gain χ2 (3.841) % gain χ2 (3.841) % gain χ2 (3.841)

All emotions:
GPT-4 Vs Human -58.48% 93.08 (p < .001) -16.22% 13.66 (p < .001) 31.34% 96.77 (p < .001)
LLaMA-2 Vs Human -49.12% 62.05 (p < .001) -9.67% 4.71 (p < .05) 23.63% 54.40 (p < .001)
Gemini Vs Human -27.49% 17.20 (p < .001) -0.15% 0.00 (p > .05) 9.63% 8.85 (p < .01)
Mixtral Vs Human -40.06% 39.17 (p < .001) -10.27% 5.32 (p < .05) 20.89% 42.36 (p < .001)

Positive emotions:
GPT-4 Vs Human -74.44% 63.53 (p < .001) -22.45% 11.50 (p < .001) 36.34% 64.10 (p < .001)
LLaMA-2 Vs Human -63.91% 43.45 (p < .001) -14.97% 4.92 (p < .05) 28.41% 38.40 (p < .001)
Gemini Vs Human -12.03% 1.05 (p >.05) -3.74% 0.26 (p > .05) 5.95% 1.54 (p > .05)
Mixtral Vs Human -42.86% 17.02 (p < .001) -19.05% 8.15 (p < .01) 24.89% 29.21 (p < .001)

Negative emotions:
GPT-4 Vs Human -48.33% 36.75 (p < .001) -11.38% 3.63 (p > .05) 27.07% 36.78 (p < .001)
LLaMA-2 Vs Human -39.71% 23.61 (p < .001) -5.56% 0.81 (p > .05) 19.55% 19.00 (p < .001)
Gemini Vs Human -37.32% 20.56 (p < .001) 2.65% 0.16 (p > .05) 12.78% 8.02 (p < .01)
Mixtral Vs Human -38.28% 21.75 (p < .001) -3.44% 0.29 (p > .05) 17.48% 15.15 (p < .001)

Table 9: The percentage gains obtained by the LLMs in each rating category compared to the human baseline. The
corresponding statistical χ2 test results are also indicated. The statistically significant gains are highlighted in bold.
The critical value of the χ2 distribution in this case is 3.841 (computed at a significance level of 0.05 and 1 degree
of freedom).

Figure 9: The distributions of the lengths of the re-
sponses generated by humans and the four LLMs.

Figure 10: The distributions of the lengths of the re-
sponses rated Bad, Okay, and Good (irrespective of the
source of the response).

J Example dialogue responses 1121

Table 12 denotes some example dialogue situations 1122

and responses generated by humans and LLMs 1123

and the corresponding ratings given by the human 1124

raters. 1125

K Participants’ demographics 1126

Figures 11 and 12 respectively show the distribu- 1127

tions of the countries of residence and the ethnici- 1128

ties of the participants who rated the five groups of 1129

responses. It could be observed that though there 1130

are imbalances across the countries and the eth- 1131

nicities represented in the participants’ pool, these 1132

demographics are similar across the five groups of 1133

participants. This allows control for factors other 1134

than the independent variable influencing the re- 1135

sults of the study and fair comparison of response 1136

ratings across the five groups. 1137

L Distribution of empathy propensity of 1138

participants 1139

Figure 13 shows the distributions of the partici- 1140

pants’ propensities to empathize across the five 1141

groups. It could be observed that they are more 1142

or less equally distributed across the three groups 1143

avoiding any biases in the results that might be 1144

caused by any inequal distribution of empathy 1145

propensities across the five groups. 1146
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(a) Human (b) GPT-4 (c) LLaMA-2

(d) Gemini-Pro (e) Mixtral-8x7B

Figure 11: Distribution of the countries of residence of the participants across the five groups.

M Quality Analysis1147

Figure 14 shows the number of reverse scale ques-1148

tions in the TEQ that were marked incorrect by the1149

participants rating the three response groups. It was1150

observed that 60% of all participants did not get1151

any reverse scale questions wrong and only 2.3%1152

of all participants got more than half of the reverse1153

scale questions wrong. These statistics validate the1154

quality of the workers recruited for the study.1155

Further, Figure 15 shows the histogram of times1156

(in minutes) taken to complete the study. On aver-1157

age it took 11 minutes and 23 seconds to complete1158

rating 10 responses, which was close to the average1159

completion time of 15 minutes that we estimated1160

before conducting the study. Only 4.53% of all par-1161

ticipants were observed to take less than 5 minutes1162

to complete the study, which indicates that most of1163

the participants took time to carefully read the in-1164

structions and respond to the questions attentively.1165

Figure 14: The number of reverse scale questions in the
TEQ that were marked wrong by the participants rating
the three response groups.

Figure 15: The histogram of times taken to complete
the task by all participants.
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(a) Human (b) GPT-4 (c) LLaMA-2

(d) Gemini-Pro (e) Mixtral-8x7B

Figure 12: Distribution of the ethnicities of the participants across the five groups.

(a) Human response raters (b) GPT-4 responses raters (c) LLaMA-2 responses raters

(d) Gemini-Pro responses raters (e) Mixtral-8x7B responses raters

Figure 13: The distributions of the participants’ propensities to empathize across the five groups.
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Emotion LLM Percentage gain (%)
Bad Okay Good

Positive emotions:

Prepared GPT -90.0* -9.52 35.48
LLaMA -50.0 -33.33 38.71*
Gemini -20.0 19.05 -6.45
Mixtral -50.0 -14.29 25.81

Anticipa GPT -66.67 -16.67 23.53
-ting LLaMA -16.67 -8.33 8.82

Gemini 0.0 25.0 -17.65
Mixtral 16.67 -25.0 14.71

Hopeful GPT -33.33 -30.0 29.03
LLaMA -55.56 -35.0 38.71*
Gemini 55.56 -30.0 3.23
Mixtral -33.33 -10.0 16.13

Proud GPT -70.0 -42.86 50.0**
LLaMA -90.0* -23.81 43.75*
Gemini -30.0 -33.33 31.25
Mixtral -100.0** -42.86 59.38***

Excited GPT -90.91** -17.39 46.67*
LLaMA -81.82* -17.39 43.33*
Gemini 0.0 -21.74 16.67
Mixtral -54.55 -34.78 46.67*

Joyful GPT -71.43* -30.77 42.42*
LLaMA -71.43* 53.85 9.09
Gemini -64.29* 38.46 12.12
Mixtral -71.43* 23.08 21.21

Content GPT -85.71 -40.0 35.0*
LLaMA -71.43 -25.0 25.0
Gemini 0.0 -15.0 7.5
Mixtral -42.86 -15.0 15.0

Caring GPT -33.33 16.67 -4.44
LLaMA 0.0 -5.56 2.22
Gemini 200.0 -11.11 -8.89
Mixtral 33.33 -5.56 0.0

Grateful GPT -90.91** -28.0 65.38**
LLaMA -72.73* -36.0 65.38**
Gemini -36.36 -16.0 30.77
Mixtral -36.36 -44.0 57.69*

Trusting GPT -72.73* 22.22 13.79
LLaMA -81.82* 11.11 24.14
Gemini -27.27 27.78 -6.9
Mixtral -27.27 -33.33 31.03

Confident GPT -87.5* -41.18 43.75**
LLaMA -50.0 11.76 6.25
Gemini 0.0 5.88 -3.12
Mixtral -75.0 -11.76 25.0

Faithful GPT -37.5 -18.52 24.24
LLaMA -37.5 -18.52 24.24
Gemini -12.5 -14.81 15.15
Mixtral -37.5 -7.41 15.15

Impressed GPT -80.0* -47.83* 55.88**
LLaMA -50.0 -21.74 29.41
Gemini 10.0 -8.7 2.94
Mixtral -10.0 -8.7 8.82

Surprised GPT -86.67** -25.0 79.17**
LLaMA -80.0** -20.83 70.83**
Gemini -40.0 4.17 20.83
Mixtral -33.33 -16.67 37.5

Negative emotions:

Terrified GPT -46.67 -4.55 26.67
LLaMA -40.0 -9.09 26.67
Gemini -46.67 18.18 10.0
Mixtral -6.67 -27.27 23.33

Afraid GPT -66.67* 0.0 46.15*
LLaMA -72.22** 0.0 50.0*
Gemini -55.56* 33.33 15.38
Mixtral -50.0 11.11 26.92

Apprehen GPT -90.0* -60.71** 104.0***
-sive LLaMA -50.0 -28.57 52.0*

Gemini -40.0 -39.29 60.0*
Mixtral -70.0 -14.29 44.0

Anxious GPT -50.0 -44.44* 75.0**
LLaMA -41.67 -37.04 62.5*
Gemini -41.67 -37.04 62.5*
Mixtral -66.67 -14.81 50.0*

Embarra GPT -47.06 10.53 20.69
-ssed LLaMA -23.53 5.26 10.34

Gemini -47.06 10.53 20.69
Mixtral -29.41 -10.53 24.14

Ashamed GPT -41.67 0.0 16.67
LLaMA -58.33 60.0 -6.67
Gemini -58.33 40.0 3.33
Mixtral -25.0 33.33 -6.67

Devastated GPT -33.33 -40.0 29.73
LLaMA -44.44 -15.0 18.92
Gemini -44.44 -30.0 27.03
Mixtral -66.67 30.0 0.0

Sad GPT -27.27 20.0 0.0
LLaMA -27.27 0.0 8.57
Gemini -72.73* 20.0 14.29
Mixtral -54.55 -13.33 22.86

Disappoi GPT -54.55 -15.0 31.03
-nted LLaMA -45.45 -10.0 24.14

Gemini -18.18 35.0 -17.24
Mixtral -54.55 10.0 13.79

Lonely GPT -12.5 -5.88 6.25
LLaMA -12.5 11.76 -3.12
Gemini -62.5 -17.65 25.0
Mixtral -62.5 11.76 9.38

Sentimen GPT -40.0 -11.11 11.11
-tal LLaMA -60.0 -11.11 13.89

Gemini 20.0 11.11 -8.33
Mixtral 40.0 -27.78 8.33

Nostalgic GPT -85.71 -4.76 20.59
LLaMA -71.43 -9.52 20.59
Gemini -71.43 4.76 11.76
Mixtral -57.14 -14.29 20.59

Guilty GPT -38.46 22.22 3.33
LLaMA -46.15 -16.67 30.0
Gemini -38.46 -5.56 20.0
Mixtral -69.23* 11.11 23.33

Disgusted GPT -43.75 27.27 3.85
LLaMA 0.0 4.55 -3.85
Gemini -43.75 36.36 -3.85
Mixtral 6.25 -4.55 0.0

Furious GPT -46.15 15.0 11.54
LLaMA -15.38 35.0 -19.23
Gemini 23.08 5.0 -15.38
Mixtral 7.69 -10.0 3.85
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Angry GPT -37.5 -24.14 38.46
LLaMA -50.0 -24.14 42.31
Gemini 25.0 -17.24 11.54
Mixtral -12.5 -17.24 23.08

Annoyed GPT -66.67* -23.08 59.26*
LLaMA -53.33 3.85 25.93
Gemini -20.0 23.08 -11.11
Mixtral -86.67** -3.85 51.85*

Jealous GPT -22.22 -13.04 16.67
LLaMA -22.22 -13.04 16.67
Gemini -44.44 0.0 13.33
Mixtral -11.11 13.04 -6.67

Table 10: Percentage gains obtained by the four LLMs’
response ratings compared to the human baseline when
responding to dialogue prompts containing positive and
negative emotions. The statistically significant gains are
highlighted in bold. *, **, and *** indicates p < .05, p <
.01, and p < .001, respectively for the pairwise statistical
chi-square tests of independence conducted between the
humans’ and each of the LLMs’ response ratings.
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Model Avg # tokens Min # tokens Max # tokens Correlation between the response
ratings and the response lengths

Human 28.37 17 97 -0.04
GPT-4 34.94 9 65 -0.14
LLaMA-2-Chat-70B 53.45 16 90 0.01
Gemini-1.0-Pro 53.99 31 93 0.04
Mixtral-7x8B-Instruct 61.35 29 95 -0.06

Table 11: Statistics pertaining to the lengths of the responses generated by the humans and the four LLMs and the
correlation between the response ratings and the response lengths.
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Prompt These days I feel like I got it all. I’m not rich by any means but I am enriched by a loving wife, children and a
dog. (Content)

Responses:

Human I think I have a problem with jealousy because it’s starting all over again. What sort of dog do you have?
(Bad)

GPT That sounds wonderful! It’s heartwarming to hear how much you value your family and your life. Love and
happiness truly are the richest treasures. (Good)

LLaMA It sounds like you have a beautiful family and a fulfilling life. It’s great to hear that you have found such joy
and love in your life. (Good)

Gemini I can understand why you feel so fulfilled. Having a loving family and a pet can bring immense joy and
contentment. It sounds like you have a strong support system that makes you feel loved and appreciated.
Cherish these relationships and continue to nurture them. (Good)

Mixtral That’s wonderful to hear that you feel enriched by your loving family! Cherish these moments, as they bring
joy and fulfillment to life. I’m here if you ever need to talk about anything else. (Good)

Prompt: I had a crazy week with 4 big events and I’m so happy to be at home relaxing in the air conditioning today.
My dogs are happy too! (Content)

Responses:

Human Air conditioning is very nice. My dogs love the outdoors but they want AC after a good, long walk! (Bad)
GPT Wow, that sounds like a hectic week! It’s great that you’re taking time to relax and enjoy the comfort of your

home. I bet your dogs are loving the extra attention too! (Good)
LLaMA Wow, that sounds like a whirlwind week! It’s great that you’re taking some time to unwind and enjoy the AC

with your furry friends. You deserve it! (Good)
Gemini I can understand why you’re feeling relieved and content after a hectic week. It’s wonderful that you can now

unwind at home in the comfort of the air conditioning, and it’s heartwarming to know that your dogs are also
enjoying the relaxation. (Good)

Mixtral I’m glad to hear that you’re finally getting some well-deserved rest after a hectic week. It sounds like those
four events were quite demanding, and it’s completely understandable that you’re thrilled to be at home now.
Your dogs must be delighted to be relaxing with you in the cool air conditioning! Take all the time you need to
recharge and enjoy this precious downtime. (Good)

Prompt I had a difficult job interview this week. (Apprehensive)
Responses:

Human Don’t think about it, what is done is done, just anticipate that they will call you back, the universe have it’s
way of helping if we believe. (Okay)

GPT I’m really sorry to hear that you had a tough time with your job interview. It’s completely normal to feel this
way. Remember, each interview is a learning experience. Don’t be too hard on yourself. (Good)

LLaMA Sorry to hear that. It can be really tough when job interviews don’t go as planned. It’s understandable to feel
frustrated and disappointed. Can you tell me a bit more about what happened during the interview? (Good)

Gemini I understand that job interviews can be stressful and challenging. It’s important to remember that you are not
alone in this experience and that many people feel anxious during interviews. I’m here to listen if you want to
talk about it. (Good)

Mixtral I’m really sorry to hear that you had a tough job interview this week. It’s completely normal to feel anxious or
disappointed after an important event like that. Just know that you have the skills and experience necessary to
succeed, and that every interview is a valuable learning experience. I’m here for you if you need to talk or
want to practice for next time. (Good)

Prompt: In High School I loved to play sports. Football was my favorite. (Nostalgic)
Responses:

Human Ah I was never much of a sports guy, but I do work out a lot. do you still play? (Okay)
GPT That’s great! Playing sports, especially football, must have been a thrilling experience for you. It’s wonderful

how such activities can bring so much joy and create lasting memories. (Good)
LLaMA That’s great! Playing sports can be a really rewarding experience, especially when you find a sport that

you’re passionate about like football. It’s a great way to stay active, make new friends, and learn important
teamwork skills. Did you have any favorite memories or moments from your time playing football? (Good)

Gemini I can understand why you loved playing sports in high school, especially football. It’s a great way to stay
active and be part of a team. I bet you have some fond memories of those days. (Good)

Mixtral That’s great to hear that you enjoyed playing football in high school! I can imagine the excitement and
camaraderie you felt while being part of a team. Share with me more about your experiences and favorite
moments playing the sport. (Good)

Table 12: Some example dialogue situations and responses generated by humans and LLMs and the corresponding
ratings given by the human raters.
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